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Abstract

Paravirtual RDMA (PVRDMA) is a new PCIe virtual NIC which supports standard RDMA API 
and is offered to a VM on vSphere 6.5. This paper describes how to enable PVRDMA in 
VMware vSphere 6.5 via vCenter on Lenovo Purley servers.

This paper is suitable for people who are familiar with vSphere and vCenter and who know 
how to use ESXi commands in an ESXi environment. It is expected that the reader will have 
some knowledge of PVRDMA and its application. 

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Introduction 

Remote Direct Memory Access (RDMA) allows direct access from the memory of one server 
to the memory of another server, without involving the operating system or CPU. The transfer 
of memory is off-loaded to the RDMA-capable Host Channel Adapters (HCA). Paravirtual 
RDMA (PVRDMA) is a new device that can emulate RDMA in the ESXi hypervisor.

In vSphere, a virtual machine can use a PVRDMA network adapter to communicate with 
other virtual machines that have PVRDMA devices. The virtual machines must be connected 
to the same vSphere Distributed Switch.

The PVRDMA device automatically selects the method of communication between the virtual 
machines:

� For virtual machines that run on the same ESXi host, with or without a physical RDMA 
device, the data transfer is a memory copy (memcpy) between the two virtual machines. 
The physical RDMA hardware is not used in this case.

� For virtual machines that reside on different ESXi hosts and that have a physical RDMA 
connection, the physical RDMA devices must be uplinks on the distributed switch. In this 
case, the communication between the virtual machines, by way of PVRDMA, use the 
underlying physical RDMA devices.

� For two virtual machines that run on different ESXi hosts, when at least one of the hosts 
does not have a physical RDMA device, the communication falls back to a TCP-based 
channel and the performance is reduced.

Hardware configurations

In our lab tests, we used three servers for RDMA verification:

� One server acts as a management node with vCenter, for both PVRDMA and vSphere 
Distributed Switch (vDS). This should be configured from vCenter and it only needs a 
management network NIC. In our lab tests, we used a ThinkServer RD340 system as the 
management node.

� Two servers are for the testing. We used ThinkSystem SR630 servers in our lab 
environment. Two network adapters in each server are required:

– One adapter for network management. In our setup, we used the Intel I350 T4 Gigabit 
Ethernet Adapter. 

– One adapter for VM traffic. In our lab, we used the Mellanox ConnectX-3 Pro ML2 40 
GbE adapter.

Details of the server configurations we used in our lab tests are shown in Table 1.

Table 1   Hardware configuration

Servers Hardware Software

vCenter node � ThinkServer RD340 � Windows Server 2012 R2
� VMware vCenter  6.5.0-4602587
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UEFI settings

PVRDMA support is based on RDMA over Converged Ethernet (RoCE) in VMware vSphere 
6.5. RoCE is a network protocol that uses RDMA to provide faster data transfers for 
network-intensive applications. RoCE allows direct memory transfer between hosts without 
involving the hosts’ processors.

In this case, we need to set the “Network link type” to Ethernet to work with the ROCE 
protocol for all the physical ports on MT27520, as shown in Figure 1.

Figure 1   Lenovo ThinkSystem SR630 UEFI options for PVRDMA

ESXi node1 � Lenovo ThinkSystem SR630
� NIC1 - ThinkSystem I350-T4 PCIe 1Gb 

4-Port RJ45 Ethernet Adapter By Intel
� NIC2 - ThinkSystem Mellanox 

ConnectX-3 Pro ML2 FDR 2-Port QSFP 
VPI Adapter

� VMware ESXi 6.5 - 4564106

ESXi node2 � Lenovo ThinkSystem SR630
� NIC1 - ThinkSystem I350-T4 PCIe 1Gb 

4-Port RJ45 Ethernet Adapter By Intel
� NIC2 - ThinkSystem Mellanox 

ConnectX-3 Pro ML2 FDR 2-Port QSFP 
VPI Adapter

� VMware ESXi 6.5 - 4564106

Servers Hardware Software
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Check host configurations

We used two ESXi hosts to validate and test the RDMA function. Each host’s configuration on 
the OS side is shown in Figure 2 and Figure 3. Please keep in mind their IP addresses and 
vmnic names, because they will be used to describe nodes or parameters in what follows.

Figure 2   Host configurations for 10.245.39.241

Figure 3   Host configurations for 10.245.39.129
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vSphere Distributed Switch

A vSphere Distributed Switch provides centralized management and monitoring of the 
networking configuration of all hosts that are associated with the switch. You must set up a 
distributed switch on a vCenter Server system, and its settings will be propagated to all hosts 
that are associated with the switch.

Creating a vSphere Distributed Switch

Perform the following steps to create a new vSphere Distributed Switch:

1. Launch the vSphere Web Client and connect to a vCenter Server instance.

2. On the vSphere Web Client home screen, select the vCenter object from the list on the 
left. Then, select Distributed Switches from the Inventory Lists area.

3. On the right side of the vSphere Web Client, click the Create a New Distributed Switch 
icon (it looks like a switch with a green plus mark in the corner). This launches the New 
Distributed Switch wizard.

4. Supply a name for the new distributed switch and select the location within the vCenter 
inventory (a datacenter object or a folder) where you would like to store the new 
distributed switch. Click Next.

5. Select the version of the vDS you would like to create. Figure 4 shows the options for 
distributed switch versions.

Figure 4   Options for distributed switch versions

6. Specify the number of uplink ports as 2 and create a default port group with the name 
vg-RDMA as shown in Figure 5 on page 7. Click Next and then Finish.
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Figure 5   Number of uplinks and port group name

Adding and managing hosts

Perform the following steps to add an ESXi host to an existing distributed switch:

1. Launch the vSphere Web Client, and connect to a vCenter Server instance.

2. Navigate to the list of distributed switches. One way of getting there is to start at the 
vCenter home screen and click Distributed Switches in the Inventory Lists area.

3. Select an existing distributed switch in the list of objects on the right, and select Add and 
Manage Hosts from the Actions menu shown in Figure 6.

Figure 6   Launching the Add and Manage Hosts wizard

4. Select the Add Hosts radio button and click Next.

5. Click the green plus icon to add an ESXi host. This opens the Select New Host dialog box.

6. From the list of new hosts to add, place a check mark next to the name of each ESXi host 
you would like to add to the distributed switch. Click OK when you are done, and then click 
Next to continue, as shown in Figure 7 on page 8.
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Figure 7   Adding hosts to vDS

7. The next screen offers three different adapter-related tasks to perform, as shown in 
Figure 8. In this case, make sure both the Manage physical adapters and Manage 
VMkernel adapters options are selected. Click Next to continue.

Figure 8   Select network adapter tasks

8. Configure vmnic1000002 in ESXi host (10.245.39.129) and vmnic1000402 in ESXi host 
(10.245.39.241) as uplinks for vDS, as shown in Figure 9 on page 9.
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Figure 9   Manage physical network adapters

9. Attach the vmkernel adapter vmk1 to vDS port group vg-RDMA, as shown in Figure 10.

Figure 10   Manage VMkernel network adapters

Configure an ESXi Host for PVRDMA

To use PVRDMA in vSphere 6.5, your environment must meet several configuration 
requirements, as shown in Table 2 on page 10.
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Table 2   Environment configuration requirements

To configure an ESXi host for PVRDMA, perform the following steps:

1. Tag a VMkernel Adapter for PVRDMA

2. Enable the Firewall Rule for PVRDMA

3. Assign a PVRDMA Adapter to a Virtual Machine

The following subsections describe each of these steps.

Tag a VMkernel Adapter for PVRDMA

Select a VMkernel adapter and enable it for PVRDMA communication using the following 
steps:

1. In the vSphere Web Client, navigate to the host.

2. On the Configure tab, expand System.

3. Click Advanced System Settings.

4. Locate Net.PVRDMA vmknic and click Edit.

5. Enter the value of the VMkernel adapter that you want to use and click OK. In our lab 
environment, we entered vmk1 as shown in Figure 11 on page 11.

Component Requirement

vSphere � ESXi 6.5 or later
� vCenter Server or vCenter Server Appliance 6.5 or later
� vSphere Distributed Switch

Physical host Must be compatible with the ESXi release

Host Channel Adapter 
(HCA)

Must be compatible with the ESXi release 

Notes: Virtual machines that reside on different ESXi hosts require HCA to 
use RDMA. You must assign the HCA as an uplink for the vSphere 
Distributed Switch. PVRDMA does not support NIC teaming. The HCA must 
be the only uplink on the vSphere Distributed Switch.

For virtual machines on the same ESXi hosts or virtual machines using the 
TCP-based fallback, the HCA is not required.

Virtual machine Virtual hardware version 13 or later

Guest OS Linux (64-bit)
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Figure 11   Tag a VMKernel Adapter for PVRDMA

Enable the Firewall Rule for PVRDMA

Enable the firewall rule for PVRDMA in the security profile of the ESXi host using the 
following procedure:

1. In the vSphere Web Client, navigate to the host.

2. On the Configure tab, expand System.

3. Click Security Profile.

4. In the Firewall section, click Edit.

5. Scroll to the pvrdma rule and select the check box next to it. See Figure 12.

6. Click OK. 

Figure 12   Enable the Firewall Rule for PVRDMA
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Assign a PVRDMA Adapter to a Virtual Machine

To enable a virtual machine to exchange data using RDMA, you must associate the virtual 
machine with a PVRDMA network adapter. The steps are as follows:

1. Locate the virtual machine in the vSphere Web Client.

a. Select a data center, folder, cluster, resource pool, or host and click the VMs tab.

b. Click Virtual Machines and double-click the virtual machine from the list.

2. Power off the virtual machine.

3. In the Configure tab of the virtual machine, expand Settings and select VM Hardware.

4. Click Edit and select the Virtual Hardware tab in the dialog box displaying the settings, 
Figure 13.

5. At the bottom of the window next to New device, select Network and click Add. 

6. Expand the New Network section and connect the virtual machine to a distributed port 
group.

7. For Adapter Type, select PVRDMA.

Figure 13   Guest OS network configuration for PVRDMA

8. Expand the Memory section, select Reserve all guest memory (All locked) as shown in 
Figure 14 on page 13.
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Figure 14   Guest OS network configuration for PVRDMA

9. Click OK to close the dialog window.

10.Power on the virtual machine. 

Configure Guest OS for PVRDMA

For our lab test, we need two guest Linux OSes, each one located on an ESXi host. Our test 
topology is as shown in Figure 15.

Figure 15   RDMA hardware topology
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Perform the following three steps on each guest Linux OS:

1. Install the OFED Software Stack

2. Install the PVRDMA Driver and Lib

3. Check InfiniBand status

The following subsections describe each of these steps.

Install the OFED software stack

Download and install the software stack as follows:

1. Download OFED-3.18-3.tgz from the following page: 

http://www.openfabrics.org/downloads/OFED/OFED-3.18-3.tgz 

2. Unzip it and execute install.pl 

3. Select 2) Install OFED Software

4. Select 3) All packages (all of Basic, HPC)

5. Press Q to exit the installation

Install the PVRDMA Driver and Lib

Prerequisites: Kernel modules and libraries to support RDMA are required. You can download 
them from http://www.openfabrics.org or install them using the Linux-distributed package 
management tool.

Currently, the PVRDMA library and driver are not distributed in Linux packages. You can 
download them from these Git repositories:

� Userspace library: git://git.openfabrics.org/~aditr/libpvrdma.git

� Kernel driver: git://git.openfabrics.org/~aditr/pvrdma_driver.git

Run these commands, as root to install the kernel driver:

$ cd /path/to/kerneldriver.git
$ make
# insmod ./pvrdma.ko

Run these commands as root to install the userspace library:

$ cd /path/to/library.git
$ ./autogen.sh
$ ./configure --sysconfdir=/etc/ --libdir=/usr/lib
$ make
# make install
14 Configuring PVRDMA in VMware vSphere 6.5
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InfiniBand information checking

Now we can verify the InfiniBand information from the guest OS shell, as shown in Figure 16. 

Figure 16   InfiniBand information

We can see a port named vmw_pvrdma0, which is paired to the PVRDMA network adapter in 
the guest hardware configuration. In this case, the IP address is 172.16.1.200 and another 
one in the other guest OS will be configured as 172.16.1.100. Both of these IP addresses will 
be used in the RDMA traffic test.

Figure 17   InfiniBand info paired device

Running the RDMA traffic test

We will specify the guest OS with IP address 172.16.1.100 to act as the RDMA server and it 
will listen for RDMA traffic. The other one will act as an RDMA client. In our test, we will use 
the ib_write_bw command. In this case, the test lasts for 30 seconds and both the server and 
client results are shown in Figure 18 and Figure 19 on page 16 respectively.
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Figure 18   RDMA server result

Figure 19   RDMA client result

Conclusion

From the result, we can see that the RDMA bandwidth of the guest OS is 4,363.28 MB/sec, 
which is close to the physical port max bandwidth of 40 Gbps. This means that PVRDMA, a 
new feature in ESXi 6.5, has been successfully enabled in our test environment.

This function is compatible with most vSphere advanced features, such as vMotion, HA, 
Snapshots, and DRS. If you want higher performance and to use these features together in 
vSphere, PVRDMA is a good choice.
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Further information

For more information, see the following web pages.

� Configuring Mellanox RDMA I/O Drivers for ESXi 5.x 

https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displ
ayKC&externalId=2058261 

� Programming the Verbs API for a PVRDMA Device on ESXi 6.5 Hosts (2147694)

https://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displ
ayKC&externalId=2147694 

� Toward a Paravirtual vRDMA Device for VMware ESXi Guests

https://labs.vmware.com/vmtj/toward-a-paravirtual-vrdma-device-for-vmware-esxi-
guests 

Change history

� November 17, 2017:

– Grammar and readability corrections 
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