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Abstract

Preboot eXecution Environment (PXE) is an efficient way to boot Lenovo® servers without 
local media or storage. With the PXE protocol, the server boots from an image stored 
elsewhere on the network. 

This document describes how to use PXE boot when performing a fresh installation of SUSE 
Linux Enterprise Server (SLES) 11 SP4 or SLES 12 SP2 on a Lenovo ThinkSystem™ server. 
The installation uses both the standard golden master (GM) ISO image plus a custom kISO 
(Kernel Update ISO) image, developed specifically for ThinkSystem servers, which include 
updated kernel, drivers and libraries. 

The paper is for IT specialists and architects looking for ways to install SLES onto 
ThinkSystem servers. It assumes that the reader has some experience with Linux commands 
and with installing SLES using normal installation processes. 

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Introduction

Preboot eXecution Environment (PXE) is an efficient way to boot Lenovo servers without 
local media or a boot drive. With the PXE protocol, the server boots from an image stored 
elsewhere on the network. 

This document describes how to use PXE boot to perform a fresh installation of SUSE Linux 
Enterprise Server (SLES) 11.4 or 12.2 on a Lenovo ThinkSystem server. The installation uses 
both the standard golden master (GM) ISO image plus a custom kISO (Kernel Update ISO) 
image, developed specifically for ThinkSystem servers, which include updated kernel, drivers 
and libraries. 

With the procedures describes in this document, when the server is booted via PXE, the kISO 
image is installed first, and then SLES ISO image is installed, thereby resulting in a fresh 
SLES installation that includes all the necessary kernel and drive updates needed for the 
ThinkSystem server.

This paper is split into two main sections:

1. Configure a server to act as the PXE server 

2. Set up the kISO and ISO images on the PXE server for use with target ThinkSystem 
servers

The paper describes the use of PXE boot with the system BIOS set in both in UEFI mode and 
Legacy mode. Both modes are described because the method to install an operating system 
via PXE Boot is slightly different depending on the mode used. 

Building a PXE server 

The PXE server is a server on the network that responds to PXE boot requests from other 
systems on the network and provides the appropriate boot images to those systems. 

The PXE server is a relatively low-function server and does not require a large hardware 
configuration. In our lab environment, our PXE Server is a Lenovo ThinkServer® TS440 
running CentOS 6.4, however you can choose another server and OS environment if so 
desired.

Install and set up DHCP service to get IP address for target server

Make sure that the following two packages have been correctly installed on PXE server.

� dhcp-common-4.1.1-34.P1.el6.x86_64
� dhcp-4.1.1-34.P1.el6.x86_64

If these two packages have not been installed, use the following command:

Figure 1   Install DHCP packages

After the installation of the two packages, perform these steps:

1. Locate configuration file dhcpd.conf in the /etc directory. 

[root@localhost]# yum install dhcp dhcp-common -y
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2. Modify its subnet range to proper address. For example, we set it from 192.168.9.10 to 
192.168.9.245. 

3. Modify next-server to 192.168.9.245 as TFTP server IP. 

4. Replace the default filename mboot.efi with BOOTX64.efi.

The changes are highlighted in Figure 2.

Figure 2   Changes to /etc/dhcpd.conf

5. Save this file and exit

#
# DHCP Server Configuration file.
#   see /usr/share/doc/dhcp*/dhcpd.conf.sample
#   see 'man 5 dhcpd.conf'
#

option space pxelinux;
option pxelinux.magic code 208 = string;
option pxelinux.configfile code 209 = text;
option pxelinux.pathprefix code 210 = text;
option pxelinux.reboottime code 211 = unsigned integer 32;
option arch code 93 = unsigned integer 16;
allow booting;

ddns-update-style interim;

log-facility local7;

subnet 192.168.9.0 netmask 255.255.255.0
{
        range 192.168.9.10 192.168.9.245;
        option subnet-mask 255.255.255.0;
        option domain-name "linuxOS";

#        default-lease-time 3600;
#
#       max-lease-time 7200;
        class "pxeclients"
        {
        match if substring (option vendor-class-identifier, 0, 9) = "PXEClient";
        next-server 192.168.9.254;
        if option arch = 00:07
                {
#               filename "mboot.efi";
                filename "BOOTX64.efi";
                }
        else
                {
                filename "pxelinux.0";
                }
        }
}
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6. Use the following command to restart DHCP:

Figure 3   Restart DHCP

Install and set up TFTP service

TFTP service has been installed to CentOS 6 by default, if it is not installed correctly, you can 
use the following command to install it.

Figure 4   Install TFTP

After installation of TFTP service, do the following steps:

1. Edit the default configuration file /etc/xinetd.d/tftp.

2. Modify parameter disable to no, then modify server args to -s /tftpboot. The parameter 
/tftpboot means the root directory of PXE server’s TFTP service. You can change it to 
other location based on actual requirement.

The changes are highlighted in Figure 5.

Figure 5   Configuration file /etc/xinetd.d/tftp

3. Save and close this file, 

[root@ip10-245-200-125 xinetd.d]# service dhcpd restart
Shutting down dhcpd:                                       [  OK  ]
Starting dhcpd:                                            [  OK  ]

[root@localhost]# yum install tftp-server -y

# default: off
# description: The tftp server serves files using the trivial file transfer \
#       protocol.  The tftp protocol is often used to boot diskless \
#       workstations, download configuration files to network-aware printers, \
#       and to start the installation process for some operating systems.
service tftp
{
disable = no
socket_type = dgram
protocol = udp
wait = yes
user = root
server = /usr/sbin/in.tftpd
server_args = -s /tftpboot
per_source = 11
cps = 100 2
instances = 30
flags = IPv4
}

}

  5



4. Restart the TFTP service with the following commands:

Figure 6   Restart TFTP

Install and set up NFS service

The PXE server also needs NFS installed, as follows:

1. Use the following command to check whether NFS packages have been installed or not.

Figure 7   Listing installed NFS packages

2. If they have not been installed, use the following command to install them.

Figure 8   Install NFS

3. Create NFS directory /install/nfs_share to mount kISO and ISO images

4. Edit the file /etc/exports as highlighted in Figure 9.

Figure 9   File /etc/exports

5. Use the following command to restart NFS service.

Figure 10   Restart NFS

[root@ip10-245-200-125 xinetd.d]# service xinetd restart
Stopping xinetd:                                            [  OK  ]
Starting xinetd:                                            [  OK  ]

[root@ip10-245-200-125 xinetd.d]# rpm -qa | grep nfs-utils
nfs-utils-lib-1.1.5-6.el6.x86_64
nfs-utils-1.2.3-36.el6.x86_64

[root@ip10-245-200-125 xinetd.d]# yum install nfs-utils* -y

/ISO *(ro,sync)
#/ISO *(rw,no_root_squash,sync)
#/ISO/RHEL6.9Alpha *(rw,no_root_squash,sync)
/opt/nfs *(rw,sync,no_root_squash,no_subtree_check)
/install/nfs_share   *(ro,async,no hide,crossmnt)  localhost(ro,async,nohide,crossmnt)
/mnt/part1 *(ro,sync)

[root@localhost ~]# service nfs restart
Shutting down NFS daemon:                                     [  OK  ]
Shutting down NFS mountd:                                     [  OK  ]
Shutting down NFS quotas:                                     [  OK  ]
Shutting down NFS services:                                   [  OK  ]
Starting NFS services:                                        [  OK  ]
Starting NFS quotas:                                          [  OK  ]
Starting NFS mountd:                                          [  OK  ]
Stopping RPC idmapd:                                          [  OK  ]
Starting RPC idmapd:                                          [  OK  ]
Starting NFS daemon:                                          [  OK  ]
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Installing SLES from kISO and GM images with PXE boot

In this section, we describe how to install SLES on a server by using PXE to boot from kISO 
and Golden Master (GM) ISO images on the PXE server.

In our lab environment, we used the following images: 

� kISO image: lenovo_servers_thinksystem-sle11sp4-x86_64-2.1.iso

� GM standard ISO image: sles11.4 as SLES-11-SP4-DVD-x86_64-GM-DVD1.iso

You can obtain the latest kISO image from the SUSE SolidDriver web site:

https://drivers.suse.com/index.php?vendor=Lenovo&SLE=none&name=%25 

In our lab, we installed SLES 11.4; the process to install SLES 12.2 is the same.

UEFI and Legacy Modes

In ThinkSystem servers, there are two different boot modes can be used, the one is Legacy 
Boot and the other is UEFI Boot. The difference between them is the process that the 
firmware uses to find the boot target.

� Legacy Boot is the boot process used by BIOS firmware. The firmware maintains a list of 
installed storage devices that may be bootable (diskette drive, hard disk drive, optical 
drive, tape drive, etc) and enumerates them in a configurable order of priority. When the 
POST procedure has completed, the firmware loads the first sector of each of the storage 
targets into memory and scans it for a valid Master Boot Record (MBR). If a valid MBR is 
found, the firmware passes execution to the boot loader code found in the MBR which 
allows the user to select a partition to boot from.

� UEFI boot is the boot process used by UEFI firmware. The firmware maintains a list of 
valid boot volumes called EFI Service Partitions. During the POST procedure the UEFI 
firmware scans all of the bootable storage devices that are connected to the system for a 
valid GUID Partition Table (GPT). Unlike a MBR, a GPT does not contain a boot loader. 
The firmware itself scans the GPTs to find an EFI Service Partition to boot from. If no EFI 
bootable partition is found, the firmware can fall back on the Legacy Boot method. 

In general, UEFI Boot is more desirable with modern servers such as ThinkSystem, however 
Legacy Boot is still more commonly used and is equally supported. 

Setting up the PXE server

In this section, we describe how to install SLES 11.4 with kISO and GM images in Legacy 
mode. 

Follow these steps to set up PXE server for preparation of installation:

1. Download SLES 11.4 kISO and GM ISO images to the PXE server from SUSE SolidDriver 
web site. In our lab, we downloaded these images:

– kISO: lenovo_servers_thinksystem-sle11sp4-x86_64-2.1.iso

– GM standard iso image of SLES 11.4: SLES-11-SP4-DVD-x86_64-GM-DVD1.iso.

2. Create corresponding directories for NFS share location as shown in Figure 11. The 
directories are used to mount respective images.
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Figure 11   ISO Image locations

3. Use the following commands to mount the images individually:

Figure 12   Commands to mount ISO images

4. Go to TFTP boot directory to create a subdirectory for storing kernel and initrd images of 
kISO. We created folder sles11.4kiso_2.1.

5. Copy the kernel and initrd images from the installation kit ISO image to the appropriate 
location on the tftpboot directory. The initrd and kernel image can be found under the 
./install/boot/x86_64/loader directory.

The commands we used are shown below.

Figure 13   Copy images to the tftpboot directory

6. Modify your access authority to 755 to ensure you have the correct permissions, using the 
following commands. 

[root@ip10-245-200-125 ISO]# ls /install/nfs_share/ -lh
total 60K
...
drwxr-xr-x 2 root root 4.0K Aug  1 22:15 sles11.4kiso
dr-xr-xr-x 7 root root 4.0K Jul  1  2015 sles11.4gm

# mount -o loop /ISO/lenovo_servers_thinksystem-sle11sp4-x86_64-2.1.iso 
/install/nfs_share/sles11.4kiso/

# ls /install/nfs_share/sles11.4kiso/
ARCHIVES.gz  boot  ChangeLog  content  content.asc  content.key  directory.yast  docu  
EFI  gpg-pubkey-c2bea7e6-4c2de264.asc  INDEX.gz  ls-lR.gz  media.1  pubring.gpg  
README  suse

# mount -o loop /ISO/SLES-11-SP4-DVD-x86_64-GM-DVD1.iso 
/install/nfs_share/sles11.4gm/

# ls /install/nfs_share/sles11.4gm/
ARCHIVES.gz  content.asc  COPYING.de      docu gpg-pubkey-3d25d3d9-36e12d04.asc  
INDEX.gz        NEWS boot content.key COPYRIGHT EFI  gpg-pubkey-50a3dd1c-50f35137.asc  
license.tar.gz  pubring.gpg
ChangeLog control.xml COPYRIGHT.degpg-pubkey-307e3d54-53287cdc.asc
gpg-pubkey-9c800aca-53287d18.asc ls-lR.gz  README content  COPYING  directory.yast
gpg-pubkey-39db7c82-510a966b.asc gpg-pubkey-b37b98a9-5328792f.asc media.1  suse

# pwd
/tftpboot/sles11.4kiso_2.1
# cp /install/nfs_share/sles11.4kiso/boot/x86_64/loader/linux ./
# cp /install/nfs_share/sles11.4kiso/boot/x86_64/loader/initrd ./
# ls
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Figure 14   Modifying permissions

7. Edit the file /tftpboot/pxelinux.cfg/default as highlighted in Figure 15. Save and exit the file.

Figure 15   Configuration file /tftpboot/pxelinux.cfg/default 

Performing the installation

Now that PXE Boot and the installation images are prepared, we can now proceed with the 
actual remote install. We are using a ThinkSystem ST550 server as our target server where 
SLES is to be installed.

Follow these steps to enable PXE Boot on the target server and perform the OS installation:

1. Reboot target server.

2. During boot, press F1 when prompted to enter UEFI (System Setup) as shown in 
Figure 16 on page 10

[root@localhost sles11.4kiso_2.1]# ls
initrd  linux
[root@localhost sles11.4kiso_2.1]# chmod 755 initrd linux 
[root@localhost sles11.4kiso_2.1]# ll -h
total 46M
-rwxr-xr-x 1 root root  42M Jan 25 18:53 initrd
-rwxr-xr-x 1 root root 3.9M Jan 25 18:53 linux

label SLES11.4KISO_2.1
menu label ^Install SLES11.4KISO_2.1(Legacy)
kernel /sles11.4kiso_2.1/linux
initrd /sles11.4kiso_2.1/initrd
append ip=dhcp splash=silent vga=0x317 showopts 
install=nfs://192.168.9.254/install/nfs_share/sles11.4gm/ 
addon=nfs://192.168.9.254/install/nfs_share/sles11.4kiso
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Figure 16   ThinkSystem ST550 boot screen - Press F1 to enter System Setup (UEFI)

3. From the System Summary page, select UEFI Setup from the left-hand navigation, 
Figure 17.

Figure 17   System Summary page in UEFI
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4. From the UEFI Setup page, select Boot Manager from the left, and the select Boot 
Modes as highlighted. Figure 18.

Figure 18   Boot Manager page in UEFI

5. Change System Boot Mode to Legacy Mode as shown in Figure 19.

Figure 19   Setting Boot Mode to Legacy

6. Save and reboot target server. 
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7. Press F12 when prompted to select a One Time Boot Device (see Figure 16 on page 10) 
and select Network as shown in Figure 20. The menu selection instructions the server to 
search for PXE Servers on the local network.

Figure 20   Boot from Network

8. Our PXE server responds and presents to the target server the available boot images, 
Figure 21. This list comes from the /tftpboot/pxelinux.cfg/default file on the PXE server.

9. To install SLES 11.4 kISO, we selected SLES11.4KISO_2.1(Legacy).

Figure 21   PXE boot list
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10.The target server is now booted using the updated kernel and initrd images from the PXE 
Server. You can see the drivers being loaded in Figure 22.

Figure 22   Target Server Boots with KISO kernel and initrd
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11.You are now presented with the SLES Welcome Screen, as shown in Figure 23. Proceed 
as normal to install SLES.

Figure 23   Default Welcome Interface of SLES 11.4

Install SLES using UEFI Mode

The steps to install SLES in UEFI mode are the same as with Legacy mode, with the following 
differences:

� In step 7 on page 9, you should instead edit file /tftpboot/efidefault as highlighted in 
Figure 24.

Figure 24   Configuration file /tftpboot/efidefault

� In the UEFI settings in the target server, select UEFI Mode in step 5 on page 11.

title install SLES11.4KISO_2.1(UEFI)
root (nd)
kernel /SLES11.4KISO_2.1/linux ip=dhcp splash=silent vga=0x317 showopts 
install=nfs://192.168.9.254/install/nfs_share/sles11.4gm/ 
addon=nfs://192.168.9.254/install/nfs_share/sles11.4kiso
initrd /SLES11.4KISO_2.1/initrd
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Resources

For more information, see these resources:

https://en.opensuse.org/SDB:PXE_boot_installation#tftpd-hpa_config 

https://www.suse.com/c/setting-pxe-boot-server/ 
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