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Abstract

With the rapid improvement of flash technology and the recent implementation of the 
Non-Volatile Memory express (NVMe) protocol replacing the SATA/SAS protocol, it is to the 
customer’s advantage to select NVMe SSDs instead of conventional drives to gain significant 
improvements to internal storage performance. However, to gain the maximum benefit of 
these new drives, it is important that the components and connections in the storage 
subsystem be properly selected. 

This paper demonstrates why the use of x4 PCIe lanes is crucial to the performance of the 
NVMe storage subsystem and the potential performance impact when a reduced number of 
PCIe lanes is used. This paper is aimed at users planning to deploy servers with high 
performance NVMe SSDs. It is expected that readers will have an understanding of the basic 
concepts of storage performance benchmarking.
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Introduction

Non-Volatile Memory express solid-state drives (NVMe SSDs) are PCIe SSDs supporting the 
NVMe protocol, which designed specifically to reduce latency and utilize internal parallelism 
of the SSDs. It is set to replace SAS and SATA interfaces that were primarily designed for 
mechanical hard disk drives. 

With the technology improvement on fast NVMe SSD in recent years, a single NVMe SSD 
can deliver more than 2,000 MB/s with a sequential workload. The NVMe drive’s throughput 
is no longer the only bottleneck of storage performance. The connection from drive to 
processor need to be taken into consideration to ensure the throughput of storage subsystem 
reach its true potential.

NVMe SSDs are available in the industry in multiple form factors:

� A traditional drive form factor (2.5-inch or 3.5-inch) 
� Standard PCIe adapter form factor (also known as an add-in card or AIC)
� M.2 form factor

This paper is focused on the implementation using the traditional drive form factor as 
implemented in Lenovo ThinkSystem™ servers. 

The purpose of this paper is to show the impact on performance by comparing the 
performance of NVMe storage devices attached to a ThinkSystem server using each of three 
methods: 

� Direct cable connection from NVMe ports on the system board of the server 

� Connection through 1610-4P NVMe Switch Adapter with 16 PCIe lanes

� Connection through 810-4P NVMe Switch Adapter with eight PCIe lanes

These three connections are shown in Figure 1.

Figure 1   The NVMe connections to test

Onboard
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NVMe Switch Adapter 
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interface

ThinkSystem 810-4P 
NVMe Switch Adapter 
with PCIe x8 host 
interface
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Architecturally, the PCIe connections for these three configurations are shown in Figure 2.

Figure 2   Block diagrams showing the PCIe connections and cables of the configurations

For direct cable and x16 adapter configurations, each NVMe SSD in the system has 
bandwidth of four PCIe lanes. For x8 adapter configuration, each NVMe SSD only gets 
bandwidth of two PCIe lanes.

Lab configuration

The system we tested with was a four-socket Lenovo ThinkSystem SR850 server with the 
following configuration:

� 4x Intel Xeon Platinum 8176 processors 
� 24x 16GB memory DIMMs operating at 1600 MHz 
� 1x ThinkSystem 1610-4P NVMe Switch Adapter 
� 1x ThinkSystem 810-4P NVMe Switch Adapter*
� 4x ThinkSystem PX04PMB 960GB Mainstream NVMe SSDs 
� 1x ThinkSystem M.2 Enablement Kit
� Red Hat Enterprise Linux 7.3

RHEL was installed on an M.2 drive rather than on the NVMe SSDs to avoid interference on 
target disks. The Operating mode in UEFI was set to maximum performance to prevent CPU 
frequency fluctuation during test period.

FIO test parameters

FIO (Flexible I/O Tester) is a synthetic benchmark tool that can simulate behaviors of storage 
workloads with specific access patterns, such as sequential/random, read/write, block size, 
thread numbers, queue depth. We use FIO to test the performance of the different 
configurations using different workloads.
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* Note: ThinkSystem 810-4P NVMe Switch Adapter is currently not officially supported for 
use in the ThinkSystem SR850 server. The use of this adapter for this test is for illustrative 
purposes only.
4 Comparing the Effect of PCIe Host Connections on NVMe Drive Performance



Table 1 shows the test parameters used on each workload.

Table 1   Listing of FIO parameters

Test results 

In each test, we scaled from one NVMe SSD to four NVMe SSDs to observe the performance 
as loading to system increase.

The effect on sequential workloads

First, we looked at the impact of the PCIe connection on sequential workloads. 

Figure 3 shows bandwidth in MB/second for a 100% sequential write workload using 256 KB 
blocks. 

Figure 3   Results of 256K sequential write

Figure 4 shows bandwidth in MB/second for a 100% sequential read workload using 256 KB 
blocks. 

Patterns Block Size Workers Queue Depth

Random Write 4KB 8 256

Random Read 4KB 8 256

OLTP 4KB 8 256

Sequential Write 256KB 1 64

Sequential Read 256KB 1 64
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Figure 4   Results of 256K sequential read

As the charts show, the scaling effect of direct cable and 1610-4P x16 adapter configurations 
work out as expected on sequential workloads. As each additional NVMe drive is added, the 
performance increased linearly. 

There is a slightly difference between direct cable and x16 adapter configuration on 
sequential read workload. As the relatively low stress level of sequential workload, the 
performance difference exists but is insignificant.

However, with the 810-4P x8 adapter configuration, due to the x8 PCIe lane constraint, 
bandwidth is capped to 6,200 MB/s once more than two disks are attached. 

The effect on random workloads

We then looked at the impact of the PCIe connection on random workloads. 

Figure 5 shows throughput in I/O operations per second (IOPS) for a 100% random write 
workload using 4KB blocks. 
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Figure 5   Results of 4K random write

Figure 5 shows with the slower write than read behavior on NAND flesh technology and small 
access block size, the disks do not hit any limitation on 4KB random write. All three 
configurations perform equally with good scaling outputs.

Figure 6 shows throughput in IOPS for a 100% random read workload using 4KB blocks. 

Figure 6   Results of 4K random read

In Figure 6, the direct cable configuration shows no performance degradation and 
outperforms the 1610-4P x16 adapter configuration with considerable performance gap. Even 

Note: Figure 5 only appears to show the orange line for the x8 adapter. That is because 
the grey and blue lines are nearly identical and are hidden underneath the orange line.
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with the same x16 PCIe bandwidth to CPU, the processing capacity of the adapter itself limits 
the IOPS from matching the direct connections.

Scaling from one to four disks, the random read IOPS of 810-4P x8 adapter is capped below 
1.3 million IOPS. Due to both bandwidth and processing power limitation, the performance 
reduced by half compared to direct cable with four NVMe SSDs attached.

Conclusion 

When the high performance NVMe SSDs used as the internal storage, high throughput on 
both bandwidth and throughput are expected. It is crucial to check every potential bottleneck 
to ensure that performance is not restricted by any factor to maximize the return of investment 
on the storage subsystem.

This paper demonstrates that the number of PCIe lanes used to connect NVMe SSDs to the 
processors can affect performance in many use cases with the exception of random write 
workloads. Performance drops of up to 50% could happen four NVMe drives are connected 
to the 810-4P adapter with only eight PCIe lanes to the processor. 

The analysis also showed that the performance of NVMe drives connected via an NVMe 
switch adapter may also be impacted compared to NVMe drives directly connected to the 
processor via onboard NVMe ports. A performance impact of up to 30% may be incurred by 
the processing overhead of the switch adapter.

In conclusion, the use of NVMe ports on the system board of the server for connecting NVMe 
drives is a preferable approach to avoid any impact on performance for high performance 
NVMe SSDs. This NVMe direct connection provides a PCIe x4 link for each drive plus there is 
no switch in the path to limit performance. Using a configuration where only a PCIe x2 link is 
available for each drive should only be used when other devices limit the total number PCIe 
lanes.
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specific environment.
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