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2 Introduction to Using DevOps Tools for Network Switch Management

Abstract

DevOps brings together tasks of system developers and operators/administrators under a 
common framework. The use of DevOps ensures service continuity, higher quality of delivery 
and faster service creation, all with reduced cost.

Lenovo® Cloud Network Operating System (CNOS) provides an open and agile environment 
that makes it easy to develop switch applications by using standards-based interfaces, 
protocols and API. This sets the foundation for building robust networks that could be 
managed and monitored from one place. Extending the use of DevOps Tools to automate the 
overall manageability and network resource provisioning enables seamless integration with 
the larger enterprise data center ecosystem supporting cloud and virtualization environments. 

This paper describes how network developers and operators can use DevOps tools to create 
an automated and efficient operation model to manage Lenovo CNOS-based networking 
switches. This paper is intended for network installers, system/network administrators and 
service providers who are engaged in configuring and maintaining a network. The reader is 
expected to be familiar with networking concepts, networking automation and orchestration, 
and network management.

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. See a list of our most recent publications at:

http://lenovopress.com 
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Introduction 

DevOps brings together the tasks of system developers and network operators under a 
common framework across an enterprise that is easy to adapt to. This ensures service 
continuity, higher quality of delivery, and faster service creation with reduced cost. This paper 
is part of an effort of the Lenovo networking team to enable network developers (Dev) and 
network administrators/operators (Ops) to use DevOps tools to support and create an 
automated and efficient operations model in their enterprise networking infrastructure, using 
Lenovo CNOS-based networking devices. 

This document presents a guide to help you map and deliver specific features and 
capabilities of Lenovo Cloud Network Operating System (CNOS). Administrators can use a 
variety of third-party DevOps tools, to provide easy setup and maintenance (software and 
hardware upgrades), as well as troubleshooting and monitoring of network switches. 

For example, updating firmware on our switches using traditional methodologies requires 
significant effort to:

1. Follow instructions that require additional skills/abilities

2. Check for prerequisites (down-level OS, configurations, backup, etc.)

3. Troubleshoot (rollback or recovery)

4. Repeat the task on multiple switches

Automating the firmware upgrade and related configuration tasks with the right DevOps tools 
makes life easier in an enterprise. Traditional automation frameworks require a dedicated 
team of developers with advanced scripting and coding skills, working independently of the 
network operators/administrators team. One of the most difficult aspects is building and 
maintaining this framework. 

DevOps tools address this gap by enabling operators/administrators to write user-readable 
code and playbooks that leverage our modules and APIs that are certified and included with 
the tool. As an added benefit, it also provides reuse, rollback, and recovery. 

Cloud agility for scale and speed, high availability, programmability, and zero touch 
provisioning are de facto requirements of today’s enterprise network infrastructure. Networks 
play the most important role in running business critical applications, and every business 
expects 100% uptime and seamless scaling to meet future requirements. To run newer 
advanced business tool and to scale and upgrade other data center hardware (servers and 
storage), there is a need to run a prerequisite check on network quality, compatibility, and 
compliance beforehand. 

Applying DevOps tools with network switches running Lenovo CNOS addresses these 
challenges through its extensive use for automation and orchestration. Most of these tools 
also extend their support to servers, storage, management applications, operating systems, 
cloud orchestrators and security appliances. As a result, they form a universal framework for 
the entire enterprise data center, not just networking. When selecting a DevOps tool, factors 
to consider beyond automation and orchestration include security, user interface, 
programmatic interfaces and communication protocols for seamless integration into existing 
high-end applications and management ecosystems, such as Azure, vRealize Suite, 
OpenStack, AWS, etc.

In this era of virtualization, most hypervisor/cloud OS vendors provide a unified means to 
control and manage compute, storage, and network resources using a single orchestration 
tool. Cloud Service Providers (CSPs) or Managed Service Providers (MSP) use these tools to 
integrate their self-service portals that hold demand-based billing and service catalogues, 
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which depend on the underlying network infrastructure for quality of service and seamless 
delivery. DevOps tools provide the ability to provision and manage networking resources 
without having to run explicit network operations on the switches directly.

DevOps with CNOS

Lenovo provides a set of certified modules/libraries for its Cloud Networking Operating 
System (CNOS), available for the most widely used DevOps tools, such as Ansible, Chef, 
and Puppet. The modules/libraries either are part of the DevOps Software Installer package 
or are available on a secure download link maintained by the DevOps tool vendor. Chef and 
Puppet require a client agent running on the switch or managed by a proxy VM. Ansible is 
agentless and uses communication protocols, APIs, or CLIs to communicate with the switch. 

Lenovo CNOS provides an open and agile operating environment that offers programmability 
and supports industry-standard interfaces and protocols, connecting to CNOS building blocks 
that can be managed and monitored from one place. 

One of the most common application of DevOps tools are in the management and 
provisioning of network resources following the network switch deployment and maintenance 
lifecycle as depicted in Figure 1 on page 4.

Figure 1   Deployment and maintenance lifecycle

Ansible

Ansible is an automation framework used for configuration management of your data center 
infrastructure. For CNOS, it provides a library of modules that accelerate switch deployment 
and provisioning of network resources, and offers configuration options for CNOS network 
requirements. Ansible for CNOS provides tools to view Ansible Facts, manage/save/rollback 
configuration, install/upgrade NOS, Interface/Protocol configuration, and reset/reboot/shut 
down managed network switches.
4 Introduction to Using DevOps Tools for Network Switch Management



With Ansible, you can:

� Automate repetitive tasks to speed routine network changes and free up your time for 
more strategic work

� Leverage the same simple, powerful, and agentless automation tool for network tasks that 
operations and development use

� Separate the data model (in a playbook or role) from the execution layer (via Ansible 
modules) to manage heterogeneous network devices

� Benefit from community and vendor-generated sample playbooks and roles to help 
accelerate network automation projects

� Communicate securely with network hardware over SSH or HTTPS 

Ansible uses a client-server architecture. The Ansible software is installed on a control node 
running a BSD UNIX or Linux distribution (such as Red Hat Enterprise Linux or Ubuntu), 
which manages one or more other nodes. Ansible uses an agentless architecture and thus 
does not require installing any Ansible-specific software on the managed nodes. 

The components in the Ansible architecture are as follows:

� Control Node – Any machine with Ansible installed

– Run commands invoking /usr/bin/ansible
– Run playbooks invoking /usr/bin/ansible-playbook

� Managed Nodes – Network switches/devices (hosts) - agentless

� Inventory – List of Managed Nodes (hostfile)

� Modules – Units of code

– Each module has a particular use (for example, managing VLANs)
– Invoke a single module with a task
– Invoke multiple modules in a playbook

� Tasks – Units of Action (for example, show VLAN)

� Playbooks – Ordered list of tasks

– Includes variables and tasks
– Written in YAML (Easy to read, share and understand)

Ansible modules work with ad-hoc commands, playbooks, and roles. Ansible supports 
multiple communication protocols for working with network switches. 

� network_cli: CLI over SSH

� netconf: XML over SSH

� local: depends on provider (e.g., API over HTTPS)

Ansible is written in Python, but it uses simple YAML syntax to run automation jobs from a 
playbook or role. 

ENOS support: Lenovo also supports Ansible with ENOS (Enterprise Networking 
Operating System)-based switches
  5



Running Ansible with Lenovo CNOS

Executing an Ansible command is similar to executing other Linux commands. For example:

ansible all -i <cnos.example.com>, -c network_cli -u <admin> -k -m cnos_facts -e 
ansible_network_os=cnos 

Ansible commands have seven values:

all host group(s)

-i inventory (the device or devices-inventory-file to target)

-c connection method

-u user

-k password prompt

-m module

-e extra variable (-e of NOS)

Creating your first Ansible playbook (first_playbook.yml) follows the format shown in Figure 2.

Figure 2   Contents of first_playbook.yml

Running your playbook requires the following command syntax:

ansible-playbook -i <cnos.example.com>, -u <username> -k -e 
ansible_network_os=cnos first_playbook.yml

Ansible-playbook command has four values:

-i inventory (the device or devices-inventory-file to target)

-u user (credential of Ansible control node)

-k password prompt

-e extra variable

The output of the command is shown in Figure 3.

Meaning of the colors: The colors in the commands and examples have the following 
meaning:

� Red text means Lenovo CNOS attributes – DNS hostname, credential, module name 
and OS

� Blue text means Ansible attributes – Connection Method and Network OS Variable

� Green text means a Task Summary

- name: Network Getting Started First Playbook
  connection: network_cli
  hosts: all
  tasks:
    - name: Get config for CNOS devices
      cnos_facts:
        gather_subset: all
    - name: Display the config
      debug:
        msg: "The hostname is {{ ansible_net_hostname }} and the OS is {{ ansible_net_version }}"
6 Introduction to Using DevOps Tools for Network Switch Management



Figure 3   Output of the ansible-playbook command

Lenovo CNOS Ansible roles

Roles are sets of Ansible defaults, files, tasks, templates, variables, and other Ansible 
components that work together. Moving from a command to a playbook makes it easy to run 
multiple tasks and repeat the same tasks in the same order. Moving from a playbook to a role 
makes it even easier to reuse and share your ordered tasks. Ansible Galaxy lets you share 
your roles and use others’ roles, either directly or as inspiration. 

Lenovo provides the following roles for CNOS on Ansible Galaxy:

� cnos-clos-leaf - leaf switches configuration for BGP in a CLOS fabric

� cnos-clos-spine - spine switches configuration for BGP in a CLOS fabric 

� cnos-vlag-1tier-leaf - leaf switches configuration for VLAG in a Tier 1 fabric

� cnos-vlag-2tier-leaf - leaf switches configuration for VLAG in a Tier 2 fabric

� cnos-vlag-1tier-spine - spine switches configuration for VLAG in a Tier 1 fabric

� cnos-vlag-2tier-spine - spine switches configuration for VLAG in a Tier 2 fabric

Figure 4 shows how Lenovo Ansible CNOS modules are used to derive tasks/roles and 
playbooks to be applied on CNOS switches (hosts).

PLAY [First Playbook]
********************************************************************
TASK [Gathering Facts]
********************************************************************ok: [cnos.example.com]
TASK [Get config for CNOS devices]
********************************************************************ok: [cnos.example.com]
TASK [Display the config]
********************************************************************ok: [cnos.example.com] => {
    "failed": false,
    "msg": "The hostname is cnos.example.com and the OS is CNOS"
}

  7



Figure 4   Creating custom playbooks for switches in a spine-leaf network

Puppet

Puppet is a configuration management tool that can be used to deploy, configure, manage, 
and maintain a network switch. You can use Puppet for the entire life of a network switch, 
from connecting the switch to getting facts and applying configurations. You can use Puppet 
to define distinct configurations for each switch, and to continuously check and confirm 
whether the required configuration is in place and unaltered. 

The Lenovo Network Development Toolkit for Puppet is designed to be used for configuring 
port channels, IP management, and telemetry on switches running CNOS. 

Puppet uses a master/slave architecture as depicted in Figure 5 on page 9.

Lenovo CNOS 
modules

Sample playbooks and roles 
customized by the end user

SW-SPINE1

SW-SPINE2

SW-LEAF1

SW-LEAF2

Provision Fabric 
Spine Nodes

Common Config

BGP Config
(node specific)

Provision Fabric 
Leaf Nodes

SW-LEAF3

SW-LEAF4

Common Config

BGP Config
(node specific)

Template

Conditional
Template

Template

Conditional
Template

hostsplaybookrole/taskmodule
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Figure 5   Puppet master/slave architecture

Puppet uses Declarative Domain Specific Language (DSL) and runs on open source software 
written in Ruby. Puppet comes in the open source and commercial versions (Puppet 
Enterprises). Puppet Modules for Lenovo CNOS are available at Puppet Forge. Puppet 
Master talks to managed nodes (switches) using its client software (Puppet Agent), running 
either on the switch (slave) or on a Proxy Linux instance. Lenovo CNOS-based switches use 
a Linux instance to act as a Proxy Slave for talking to the Puppet Master. 

Puppet Agent running on a slave sends facts to the Puppet Master. Facts are key/value data 
pairs that represent some aspect of the switch state, such as its IP address, uptime, operating 
system, etc. Puppet Master uses the facts to compile a catalog that defines how the slave will 
be configured. A catalog is a document that describes the desired state for each resource that 
the Puppet Master manages on a slave. The slave reports back to the master to indicate that 
configuration is complete. 

Puppet consists of the following components:

� Manifests 

– Puppet Master stores switch configuration in the native Puppet language

– Using the .pp extension, you can write, for example, a Manifest on the Master that 
creates a VLAN on all Slaves (switches) connected to the Master

– The default main manifest file is located on your Master at: 
/etc/puppetlabs/code/environments/production/manifests/site.pp

� Modules

– A collection of libraries/APIs located in the Module Path of Puppet Master 

– Self-contained bundles of code and data

� Resources and Resource Types

– A resource is the fundamental unit for modeling system configurations

– Each resource describes some aspect of a system, like a specific service or package

� Providers

– Also referred to as Resource Providers - Fulfillers of any particular resource

1

2

3
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– Not all resources have or need providers

� Catalog

– The desired state of each managed resource on a Slave

– A compilation of all resources, with relationships that the Master applies to a given 
Slave

– Compiled by a Master from manifests and Slave-provided data (such as Facts, 
certificates, and an environment, if one is provided)

– The Master then serves the compiled catalog to the Slave when requested

� Templates

– Ruby expressions to define customized content and variable input

– Defined in Manifests

� PuppetDB stores all the data generated by Puppet

� Puppet Console – WebUI (Available through Puppet Enterprise)

Lenovo CNOS model for Puppet

CNOS operates in puppet device mode using a Puppet Proxy Slave running the Agent, rather 
than running Puppet Agent on the switch directly. The CNOS model for Puppet is shown in 
Figure 6.

Figure 6   CNOS model for Puppet

SWITCH                     PROXY AGENT              PUPPET MASTER

Device Cert

Device Connect

Plugins

Custom Facts

Compile Catalog

Apply Catalog

Device Resource

Report
? Report Processor

Finish
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Puppet Manifest for Lenovo CNOS offer the following features:

� Image upgrade

� Configure download/upload

� VLAN provisioning

� IP interface configuration

� Telemetry configuration

� VRRP configuration

Figure 7 shows the communication framework for Lenovo CNOS switches in a Puppet 
environment.

Figure 7   Lenovo CNOS switch connection to Puppet Enterprise

Chef

Chef is a Ruby-based configuration management tool designed to streamline the tasks of 
configuring and maintaining your network switches. Chef can integrate with cloud-based 
platforms to automatically provision and configure new switches. 

The Lenovo Development Toolkit for Chef provides a native Ruby implementation for 
programming Lenovo CNOS network devices using Ruby. The Ruby client APIs can be used 
to build native applications in Ruby that can communicate with CNOS remotely using HTTP 
or HTTPs.

The Ruby API implementation also provides an API layer for building native Ruby objects to 
configure and manage Lenovo switches. The library is freely provided to the open source 
community for building applications using CNOS REST API infrastructure.

The Chef system configuration files are called recipes and they are stored in a cookbook. A 
Cookbook relates to a single task but can have multiple switches assigned. Recipes and 
cookbooks are written using the Ruby programming language.

Figure 8 on page 12 shows the layout of the Chef DevOps setup in an enterprise data center. 

RB GEMPuppet 
Agent

Puppet Master

Proxy Puppet Slave REST APIs 
over 

HTTP/HTTPs CNOS Switch
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Figure 8   Chef DevOps in an enterprise data center

The Chef server stores cookbooks and when a new Chef client node checks in with the 
server, Recipes are sent to tell the node how to configure itself. The client then checks the 
server occasionally to see if any changes have been made. If so, the client node updates 
itself. By changing a recipe, you can roll out patches and updates over your entire 
infrastructure, rather than having to do so on each individual machine.

Lenovo offers certified cookbooks through the Chef Supermarket portal. Chef Server also 
holds configuration files, metadata and status of all the nodes. 

Chef Workstation is where you create, test, and maintain cookbooks and policies that will be 
pushed to nodes. Chef Repository is where cookbooks are written and maintained. It is 
located in the directory ~/chef-repo.

Chef communicates with the server using the knife command. Knife enables the Chef server 
to maintain sync with this repository.

Lenovo CNOS model for Chef

Similarly to Puppet, Chef enables communication to managed nodes (switches) using its 
client software (Chef client) either running on the switch (Chef node) or on a Proxy Linux 
instance (proxy Chef node). Lenovo CNOS switches use a Linux instance to act as a proxy 
Chef node while talking to Chef Workstation and Chef Server. 

Chef Server

Chef Workstation

Nodes

Chef Server

node objects

cookbooks

cookbooks

settings

knife
github

repository

Chef client
Cloud-based 

Web Services

Cloud 
Provisioning 

requests
12 Introduction to Using DevOps Tools for Network Switch Management



Chef resources and providers can also define new functionality for use in Chef recipes. A 
resource defines a set of actions and attributes; a provider tells the Chef client how to commit 
each action. 

Chef cookbooks for Lenovo CNOS offer the below features:

� Image upgrade

� Configuration download/upload

� VLAN provisioning

� IP interface configuration

Figure 9 shows the communication framework for Lenovo CNOS switches in a Chef 
environment.

Figure 9   Lenovo CNOS switch connection to Chef Server and Workstation

Conclusion

There are many operational tasks involved in setting up a network, provisioning network 
resources, and maintaining everything. As a result, adapting DevOps in the networking world 
can seem dauntingly complex.

For this reason, Lenovo provides supported services and libraries that enable DevOps tools 
like Ansible, Puppet, and Chef to simplify the configuration management of switches and 
routers running Lenovo CNOS. 

Links and resources

For more information on DevOps and Lenovo CNOS, see these resources:

� Lenovo DevOps Solutions page

https://www3.lenovo.com/us/en/data-center/solutions/DevOps/p/devops 

� Product web page for Lenovo Networking Development Toolkit for Chef

https://www3.lenovo.com/us/en/data-center/networking/networking-software/networ
k-management/#tab-restr_00004829 

� Lenovo Information Center - Ansible for Lenovo Networking

http://systemx.lenovofiles.com/help/index.jsp?topic=%2Fcom.lenovo.switchmgt.ans
ible.doc%2FAnsible_for_Lenovo_Networking.html 

RB GEM

Chef Workstation

Cookbook

Chef Server

Ruby.org

Proxy Chef Node

RB GEM

REST APIs 
over 

HTTP/HTTPs CNOS Switch
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� Ansible and Lenovo

https://www.ansible.com/integrations/networks/lenovo 

� Developer’s Guide for Lenovo Network Development Toolkit for Puppet

http://systemx.lenovofiles.com/help/topic/com.lenovo.switchmgt.puppet.doc/Puppe
t_DG_1-0.pdf 

� Puppet Forge - Module to manage and configure Lenovo CNOS devices

https://forge.puppet.com/lenovo/cnos 

� Developer’s Guide for Lenovo Network Development Toolkit for Chef

http://systemx.lenovofiles.com/help/topic/com.lenovo.switchmgt.chef.doc/Chef_DG
_1-0.pdf 

� Chef download page - recipes for managing network resources on Lenovo switches

https://supermarket.chef.io/cookbooks/chef-cnos 
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Notices

Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult 
your local Lenovo representative for information on the products and services currently available in your area. 
Any reference to a Lenovo product, program, or service is not intended to state or imply that only that Lenovo 
product, program, or service may be used. Any functionally equivalent product, program, or service that does 
not infringe any Lenovo intellectual property right may be used instead. However, it is the user's responsibility 
to evaluate and verify the operation of any other product, program, or service.

Lenovo may have patents or pending patent applications covering subject matter described in this document. 
The furnishing of this document does not give you any license to these patents. You can send license 
inquiries, in writing, to:

Lenovo (United States), Inc.
1009 Think Place - Building One
Morrisville, NC 27560
U.S.A.
Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER 
EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF 
NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some 
jurisdictions do not allow disclaimer of express or implied warranties in certain transactions, therefore, this 
statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made 
to the information herein; these changes will be incorporated in new editions of the publication. Lenovo may 
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at 
any time without notice.

The products described in this document are not intended for use in implantation or other life support 
applications where malfunction may result in injury or death to persons. The information contained in this 
document does not affect or change Lenovo product specifications or warranties. Nothing in this document 
shall operate as an express or implied license or indemnity under the intellectual property rights of Lenovo or 
third parties. All information contained in this document was obtained in specific environments and is 
presented as an illustration. The result obtained in other operating environments may vary.

Lenovo may use or distribute any of the information you supply in any way it believes appropriate without 
incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in 
any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the 
materials for this Lenovo product, and use of those Web sites is at your own risk.

Any performance data contained herein was determined in a controlled environment. Therefore, the result 
obtained in other operating environments may vary significantly. Some measurements may have been made 
on development-level systems and there is no guarantee that these measurements will be the same on 
generally available systems. Furthermore, some measurements may have been estimated through 
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their 
specific environment.
© Copyright Lenovo 2018. All rights reserved.
Note to U.S. Government Users Restricted Rights -- Use, duplication or disclosure restricted by Global Services 
Administration (GSA) ADP Schedule Contract 15
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Trademarks

Lenovo, the Lenovo logo, and For Those Who Do are trademarks or registered trademarks of Lenovo in the 
United States, other countries, or both. These and other Lenovo trademarked terms are marked on their first 
occurrence in this information with the appropriate symbol (® or ™), indicating US registered or common law 
trademarks owned by Lenovo at the time this information was published. Such trademarks may also be 
registered or common law trademarks in other countries. A current list of Lenovo trademarks is available on 
the Web at http://www.lenovo.com/legal/copytrade.html.

The following terms are trademarks of Lenovo in the United States, other countries, or both: 

Lenovo(logo)® Lenovo®

The following terms are trademarks of other companies:
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