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Abstract

Configuring a server with balanced memory is important for maximizing its memory 
bandwidth and overall performance. Lenovo® ThinkSystem 2-socket servers running Intel 
3rd Generation Xeon Scalable processors (formerly codenamed “Ice Lake”) have eight 
memory channels per processor and up to two DIMM slots per channel, so it is important to 
understand what is considered a balanced configuration and what is not.

This paper defines three balanced memory guidelines that will guide you to select a balanced 
memory configuration. Balanced and unbalanced memory configurations are presented along 
with their relative measured memory bandwidths to show the effect of unbalanced memory. 
Suggestions are also provided on how to produce balanced memory configurations.

This paper is for customers and for business partners and sellers wishing to understand how 
to maximize the performance of Lenovo ThinkSystem 2-socket servers with Intel 3rd 
Generation Xeon Scalable processors.

At Lenovo Press, we bring together experts to produce technical publications around topics of 
importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Introduction 

The memory subsystem is a key component of Intel 3rd Generation Xeon Scalable server 
architecture which can greatly affect overall server performance. When properly configured, 
the memory subsystem can deliver extremely high memory bandwidth and low memory 
access latency. When the memory subsystem is incorrectly configured, memory bandwidth 
available to the server can become limited and overall server performance can be reduced.

This paper explains the concept of balanced memory configurations that yield the highest 
possible memory bandwidth from the Intel 3rd Generation Xeon Scalable architecture. 
Memory configuration and performance for all supported memory configurations are shown 
and discussed to illustrate their effect on memory subsystem performance.

This paper specifically covers the Intel 3rd Generation Xeon Scalable processor family, code 
named “Ice Lake”. 

Figure 1 illustrates how Intel 3rd Generation Xeon Scalable processor’s memory controllers 
are connected to memory DIMM slots.

Figure 1   Intel 3rd Generation Xeon Scalable processor with four integrated Memory Controllers (iMC), eight memory 
channels, and sixteen memory DIMM slots.

Each integrated Memory Controller (iMC) supports two memory channels as below:

� iMC0 supports channels A and B
� iMC1 supports channels C and D
� iMC2 supports channels E and F
� iMC3 supports channels G and H

To illustrate various memory topologies for a processor, different memory configurations will 
be designated as A:B:C:D:E:F:G:H where each letter indicates the number of memory DIMMs 
populated on each memory channel. As an example, a 2:2:2:2:1:1:1:1 memory configuration 
has 2 memory DIMMs populated on channels A, B, C, D and 1 memory DIMM populated on 
channels E, F, G, H.

Cooper Lake processors: The 4-socket-capable Intel 3rd Generation Xeon Scalable 
processors, formerly codenamed “Cooper Lake”, follow the same rules/performance 
guidance as the 2nd Generation 2-socket processors (“Cascade Lake”). 

For a discussion about balanced memory configurations for those processors, as used in 
the ThinkSystem SR860 V2 and SR850 V2, see the paper Balanced Memory 
Configurations with Second-Generation Intel Xeon Scalable Processors, available from 
https://lenovopress.com/lp1089.
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Memory interleaving

The Intel 3rd Generation Xeon Scalable processor family optimizes memory accesses by 
creating interleave sets across the memory controllers and memory channels. For example, if 
two memory channels have the same total memory capacity, a 2-channel interleave set is 
created across the memory channels. 

Interleaving enables higher memory bandwidth by spreading contiguous memory accesses 
across more memory channels rather than sending all memory accesses to one memory 
channel. In order to form an interleave set between two channels, the two channels are 
required to have the same channel memory capacity.

If one interleave set cannot be formed for a particular memory configuration, it is possible to 
have multiple interleave sets. When this happens, performance of a specific memory access 
depends on which memory region is being accessed and how many memory DIMMs 
comprise the interleave set. For this reason, memory bandwidth performance on memory 
configurations with multiple interleave sets can be inconsistent. Contiguous memory 
accesses to a memory region with fewer channels in the interleave set will have lower 
performance compared to accesses to a memory region with more channels in the interleave 
set.

Figure 2 illustrates a 4-channel interleave set which results from populating identical memory 
DIMMs on channels A, C, E, G. This 4-channel interleave set interleaves across memory 
controllers and between memory channels. Consecutive addresses alternate between 
memory controllers with every fourth address going to each memory channel.

Figure 2   4-channel interleave set across memory controllers and between memory channels

Balanced memory configurations

Balanced memory configurations enable optimal interleaving which maximizes memory 
bandwidth. Per Intel memory population rules, channels A, E, C, G must be populated with 
the same total capacity per channel if populated, and channels B, D, F, H must be populated 
with the same total capacity per channel if populated.

The basic guidelines for a balanced memory subsystem are as follows:

1. All populated memory channels should have the same total memory capacity and the 
same number of ranks per channel.

2. All memory controllers on a processor socket should have the same configuration of 
memory DIMMs.
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3. All processor sockets on the same physical server should have the same configuration of 
memory DIMMs.

About the tests

STREAM Triad is a simple, synthetic benchmark designed to measure sustainable memory 
bandwidth. Its intent is to measure the highest memory bandwidth available. STREAM Triad 
will be used to measure the sustained memory bandwidth of various memory configurations 
supported by Intel 3rd Generation Xeon Scalable processors. Unless otherwise stated, all 
test configurations were done at the same memory speed, 3200MHz.

For more information about STREAM Triad, see the following web page:

http://www.cs.virginia.edu/stream/ 

Applying the balanced memory configuration guidelines

We will start with the assumption that balanced memory guideline 3 (described in “Balanced 
memory configurations” on page 4) is followed: all processor sockets on the same physical 
server have the same configuration of memory DIMMs. Therefore, we only have to look at 
one processor socket to describe each memory configuration.

When installing memory DIMMs into your server, follow the DIMM installation sequence for 
your specific server model. The following rules must be followed when populating memory 
DIMMs on Intel 3rd Generation Xeon Scalable processor platform:

� Max two different DIMM capacities can be supported per system.

� Channel A, C, E, G must be populated with the same total capacity per channel if 
populated.

� Channel B, D, F, H must be populated with the same total capacity per channel if 
populated.

� Populate higher electrical loading (higher rank, higher capacity) in slot 0 (further away 
from CPU).

Tip: We will refer to the above guidelines as Balanced Memory Guidelines 1, 2 and 3 
throughout this brief.
  5
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In our lab measurements, all memory DIMMs used were 32GB dual-rank (2R) RDIMMs. The 
examples in this brief follows the recommended memory population sequence as shown in 
Table 1 below.

Table 1   Memory population sequence for Intel 3rd Generation Xeon Scalable Processors

For a more complete memory rules and population guide, please refer to product guide for 
each specific ThinkSystem V2 server that uses the 3rd Gen processors:

https://lenovopress.com/search#term=icelake&rt=product-guide 

Configuration with 1 DIMM – unbalanced

We will start with one memory DIMM which yields the 1:0:0:0:0:0:0:0 memory configuration 
shown in Figure 3.

Figure 3   1:0:0:0:0:0:0:0 memory configuration, relative memory bandwidth: 13%

Balanced memory guideline 2 is not followed with only one iMC populated with memory 
DIMM. This is an unbalanced memory configuration.

A single 1-channel interleave set is formed. Having only one memory channel populated with 
memory greatly reduces the memory bandwidth of this configuration which was measured at 
13% or about one eighth of the full potential memory bandwidth.

iMC iMC0 iMC1 iMC2 iMC3

Channel A B C D E F G H

DIMM slot 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

Number 
of DIMMs

1 X

2 X X

4 X X X X

6 X X X X X X

8 X X X X X X X X

12 X X X X X X X X X X X X

16 X X X X X X X X X X X X X X X X

Tip: Some ThinkSystem V2 servers only implement 1 DIMM per channel. Take that into 
consideration when reviewing the memory recommendations. 
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The best way to increase the memory bandwidth of this configuration is by using more 
memory DIMMs. Two 16GB RDIMMs populated on two channels A and C would provide the 
same memory capacity while nearly doubling the memory bandwidth.

Configuration with 2 DIMMs – unbalanced

The recommended memory configuration with 2 memory DIMMs is the 1:0:1:0:0:0:0:0 
configuration as shown in Figure 4.

Figure 4   1:0:1:0:0:0:0:0 memory configuration, relative memory bandwidth: 25%

This memory configuration follows guideline 1, but not guideline 2 since not all iMCs were 
populated with identical memory configuration. This is an unbalanced memory configuration.

A single 2-channel interleave set is formed. Only two memory channels are populated with 
memory which greatly reduces the memory bandwidth of this memory configuration to about 
25% or one fourth of the full potential memory bandwidth.

Configuration with 4 DIMMs – balanced

The recommended configuration with 4 memory DIMMs is 1:0:1:0:1:0:1:0 memory config as 
shown in Figure 5.

Figure 5   1:0:1:0:1:0:1:0 memory configuration, relative memory bandwidth: 50%

This memory configuration follows both memory population guidelines 1 and 2. All populated 
channels have the same channel capacity, and memory configurations are identical with all 
iMCs. This is a balanced memory configuration.
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A single 4-channel interleave set is formed. Although it is a balanced memory configuration, 
only four memory channels were populated with memory DIMMs. Memory bandwidth is 
measured at 50% of one half of the full potential memory bandwidth.

Configuration with 6 DIMMs – unbalanced

The recommended configuration with 6 memory DIMMs is 1:1:1:0:1:1:1:0 memory 
configuration as shown in Figure 6.

Figure 6   1:1:1:0:1:1:1:0 memory configuration, relative memory bandwidth: 75%

This memory configuration follows memory population guideline 1, but not guideline 2. 
Memory configurations are not identical between the iMCs. This is an unbalanced memory 
configuration.

A single 6-channel interleave is formed, and memory bandwidth measured at 75% of the full 
potential memory bandwidth. Even though a 6 DIMM population is unbalanced, the 3rd 
Generation Intel Xeon Scalable Processor design includes the technology to create a single 
6-channel interleave which results in relatively good performance. Without this technology, 
multiple interleave sets would have been formed and performance would be degraded.

Configuration with 8 DIMMs – balanced

The recommended configuration with 8 DIMMs is 1:1:1:1:1:1:1:1 memory configuration as 
shown in Figure 7.

Figure 7   1:1:1:1:1:1:1:1 memory configuration, relative memory bandwidth: 100%
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This memory configuration follows both guidelines 1 and 2. All channels were populated with 
the same memory capacity, and memory configurations were identical between all iMCs. This 
is a balanced memory configuration.

A single 8-channel interleave is formed, and memory bandwidth measured at 100% of the full 
potential memory bandwidth.

Configuration with 12 DIMMs – unbalanced

The recommended configuration with 12 DIMMs is 2:2:2:0:2:2:2:0 memory configuration as 
shown in Figure 8.

Figure 8   2:2:2:0:2:2:2:0 memory configuration, relative memory bandwidth: 72%

This memory configuration follows guideline 1, but not guideline 2. This is an unbalanced 
memory configuration.

A single 6-channel interleave is formed, and memory bandwidth measured at 72% of the full 
potential memory bandwidth. Similar to the unbalanced 6 DIMM population, the 3rd 
Generation Intel Xeon Scalable Processor design includes the technology to create a single 
6-channel interleave which results in relatively good performance. Without this technology, 
multiple interleave sets would have been formed and performance would be degraded.

Configuration with 16 DIMMs – balanced

This is a fully populated configuration 2:2:2:2:2:2:2:2 as shown in Figure 9.

Figure 9   2:2:2:2:2:2:2:2 memory configuration, relative memory bandwidth: 98%
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This is a fully populated memory configuration. It follows both guideline 1 and 2. This is a 
balanced memory configuration.

Each channel is populated with two dual-rank (2R) DIMMs, so the total number of ranks per 
channel is 4R. Memory bandwidth measured at 98% of the full potential memory bandwidth.

Both 8-DIMM and 16-DIMM memory configurations have all channels populated. The 
8-DIMM configuration has one DIMM populated per channel, or total 2R per channel while the 
16-DIMM configuration has two DIMMs populated per channel, or total 4R per channel. In 
previous Xeon processor generations, having 4R per channel resulted in slightly better 
memory bandwidth performance compared to having 2R per channel. This behavior is 
reversed with Intel 3rd Generation Xeon Scalable processors. In this set of measurements, 
having 4R per channel with the 16-DIMM configuration resulted in slightly lower memory 
bandwidth compared to having 2R per channel with the 8-DIMM configuration. This behavior 
has also been confirmed by Intel.

Summary of the performance results

Table 2 shows a summary of the relative memory bandwidth of all the memory configurations 
that were evaluated. It also shows the number of interleave sets formed for each and whether 
it is a balanced or unbalanced memory configuration.

Table 2   Summary of all memory configurations with their relative memory bandwidth performance

When using the same memory DIMM, only memory configurations with 8 or 16 memory 
DIMMs provide the full potential memory bandwidth. These are the best memory 
configurations for performance. Balanced memory configuration can also be achieved with 
four memory DIMMs, but this configuration does not populate all the memory channels which 
reduces its memory bandwidth and performance.

Balanced memory configurations are the only memory configurations that should be used if 
memory bandwidth and performance are important.

Maximizing memory bandwidth

To maximize the memory bandwidth of a server, the following rules should be followed:

Number of 
DIMMs 
Populated

Configuration Number of 
Interleave Set(s)

Relative 
Performance

Balanced or 
Unbalanced

1 1:0:0:0:0:0:0:0 1 13% Unbalanced

2 1:0:1:0:0:0:0:0 1 25% Unbalanced

4 1:0:1:0:1:0:1:0 1 50% Balanced

6 1:1:1:0:1:1:1:0 1 75% Unbalanced

8 1:1:1:1:1:1:1:1 1 100% Balanced

12 2:2:2:0:2:2:2:0 1 72% Unbalanced

16 2:2:2:2:2:2:2:2 1 98% Balanced
10 Balanced Memory Configurations for 2-Socket Servers with 3rd-Gen Intel Xeon Scalable Processors



1. Balance the memory across the processor sockets – all processor sockets on the same 
physical server should have the same configuration of memory DIMMs.

2. Balance the memory across the memory controllers – all memory controllers on a 
processor socket should have the same configuration of memory DIMMs.

3. Balance the memory across the populated memory channels – all populated memory 
channels should have the same total memory capacity and the same total number of 
ranks.

Peak memory performance is achieved with 8 or 16 DIMMs per socket. Given a memory 
capacity requirement per server, follow these steps to get an optimal memory bandwidth 
configuration for your requirement:

1. Determine your needed memory capacity per socket.

2. Divide this memory capacity by eight to determine the minimum memory capacity needed 
per DDR channel.

3. Round this calculated memory capacity per channel up to the closest capacity available 
with 1 DIMM Per Channel (DPC) or 2 DPC combination, and 

4. Populate your server with eight identical DIMM combination per channel derived from 
step 3.

5. When two DIMMs are populated on a memory channel, the total number of ranks per 
channel should be an even number to achieve the best memory performance. 

For example, two 2-rank DIMMs per memory channel will have higher performance when 
compared to one 2-rank DIMM plus one 1-rank DIMM per memory channel.

Examples:

� If 512GB of total memory capacity is needed per socket, you can populate each socket 
with 16x 32GB DIMMs.

� If 768GB of total memory capacity is needed per socket, each DDR channel needs to be 
populated with 96GB (768/8) of memory, which can be achieved using one 64GB DIMM + 
one 32GB DIMM. You can populate each socket with 8x 64GB DIMMs and 8x 32GB 
DIMMs. Using all 2-rank DIMMs will result in the best performance.

Summary

Overall server performance is affected by the memory subsystem which can provide both 
high memory bandwidth and low memory access latency when properly configured. 
Balancing memory across the memory controllers and the memory channels produces 
memory configurations which can efficiently interleave memory references among its DIMMs 
producing the highest possible memory bandwidth. An unbalanced memory configuration can 
reduce the total memory bandwidth to as low as 13% of a balanced memory configuration 
with 8 or 16 identical DIMMs installed per processor.

Implementing all three of the balanced memory guidelines described in this paper results in 
balanced memory configuration and produces the best possible memory bandwidth and 
overall performance.

Lenovo recommends installing balanced memory population with 4, 8, or 16 DIMMs per 
socket. Peak memory performance is achieved with 8 or 16 DIMMs per processor.
  11
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