
Introducing the New Features of Microsoft Azure
Stack HCI 21H2
Planning / Implementation

Azure Stack HCI, a host operating system from Microsoft, is Microsoft’s HCI solution for customers who
wish to run workloads on-premises and extend easily to Microsoft Azure for hybrid capabilities such as
back-up, site recovery, storage, cloud-based monitoring and more. Lenovo ThinkAgile MX Series Solutions
are built using Lenovo’s popular servers and Microsoft Azure Stack HCI software.

Microsoft requires that Azure Stack HCI needs to be updated at least once every six months to be in
supported state. The recommendation is to install the quality and security updates once they are released,
every month.

More details about the modern Lifecycle Policy that Azure Stack HCI follows is described in the followoing
web page:
https://docs.microsoft.com/en-us/lifecycle/policies/modern

Information about the naming convention for Azure Stack HCI updates is described in the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/concepts/updates

Lenovo ThinkAgile MX
Lenovo has worked closely with Microsoft for many years to ensure our products perform smoothly and
reliably with Microsoft operating systems and software. Our customers can leverage the benefits of our
partnership with Microsoft by taking advantage of HCI solutions that have been certified under the Microsoft
Azure Stack HCI program using the Azure Stack HCI operating system.

The benefits of Lenovo ThinkAgile MX Series solutions include:

Highly available and scale-on-demand compute/storage integrated solutions
Easy to provision new IT services and reduce deployment time
Better performance and lower Total Cost of Ownership (TCO)
Flexible infrastructure and data centers

Lenovo ThinkAgile MX Series uses the Storage Spaces Direct technology to aggregate the storage and
compute in one flexible solution. With the release of Azure Stack HCI version 21H2, support for GPU pools
has been added consolidating multiple services in one solution. The continuous development of Windows
Admin Center is making sure that the clusters and the services running can be managed from a single
interface accessible from any modern browser.

Lenovo has worked closely with Microsoft to make sure that our products perform reliably with Microsoft
operating systems and software. Our customers can leverage the benefits of our partnership with Microsoft
by taking advantage of ThinkAgile MX solutions that have been certified under the Microsoft Azure Stack
HCI program.

GPU usage with clustered virtual machines
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GPU usage with clustered virtual machines
Azure Stack HCI 21H2 allows attaching GPU`s to the VM`s running on the cluster. The GPU is passed-
through over Discrete Device Assignment with little or no performance penalty. The GPU`s from multiple
nodes can be pooled together and allow a VM to be failed over from one node to another (the nodes must
have a GPU available). In this release for Azure Stack HCI, the live migration feature is not available.
Management and creation of the GPU resources can be done from Windows Admin Center (the GPU
extension must be installed) or from PowerShell.

The certified solutions provided by Lenovo are validated to work with various GPU`s that can suit different
computing requirements. Some of the GPU`s supported at this moment are: NVIDIA A40, A100, A10, T4
and A2.

For more information and instructions on using the a GPU with Azure Stack HCI, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/manage/use-gpu-with-clustered-vm

Storage thin provisioning
Thin provisioning is now available for the volumes created on the Azure Stack HCI cluster. By enabling thin
provisioning better usage of the resources available can be done and based on the usage, more drives can
be added to the pool to accommodate growth. Overprovisioning can be done and to avoid running out of
space, alerts can be configured to alert when a certain percentage of the pool capacity is used. The thin
provisioning is available with any resiliency available. Also fixed volumes cannot be converted to thin
provisioning.

As most of the new features the storage provisioning option can be accessed when a volume is created
from Windows Admin Center or from PowerShell

For more information and instructions to enable the feature, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/manage/thin-provisioning

Storage repair speed adjustment
Adjusting the storage repair speed gives administrators the option to prioritize the workloads that are
running Azure Stack HCI 21H2 to prioritize the active workloads instead of the resync process. By default,
the setting is Medium (there are five settings ranging from very low to very high). The setting can be
adjusted from Windows Admin Center or from PowerShell.

For more information and instructions to enable the feature, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/manage/storage-repair-speed

Kernel Soft Reboot
This new feature allows in certain circumstances for the cluster node to bypass the traditional reboot
BIOS/firmware initialization and have less downtime during restart. The feature can be used with Cluster-
Aware Updating (CAU), Windows Update plugin for Quality Updates and Hotfix plugin for MSI/MSU/EXEs
files only.

The feature can be enabled from PowerShell for all the CAU future runs:

Get-Cluster | Set-ClusterParameter -Name CauEnableSoftReboot -Value 1 -Creat
e

Or a certain CAU by just adding -AttemptSoftReboot at the end of the PowerShell command.

For more information and instructions to enable the feature, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/manage/kernel-soft-reboot
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Nested virtualization on AMD CPUs
Another feature that is helpful especially in testing scenarios is the option to enable nested virtualization
also on AMD CPUs. This allows enabling Hyper-V in virtual machines on Azure Stack HCI 21H2 and
lowering the costs for testing or training scenarios. It is required to have an AMD CPU with SVM enabled (is
supported on first generation EPYC and newer), VM configuration newer than 10.0 and Azure Stack HCI
21H2

For more information and instructions to enable the feature, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/concepts/nested-virtualization

Dynamic CPU compatibility mode
This feature checks the capabilities that the CPU`s across the nodes supports and calculating the common
denominator across all the processors. Only on virtual machines with the latest configuration (10.0) and
running on Azure Stack HCI 21H2 the performance can be improved by enabling compatibility mode for the
processor.

By enabling this feature live migration of a virtual machine is possible between nodes that have processors
with different capabilities. This is limited to processors from the same manufacturer (to move the VM from a
node with AMD CPU to another one that has an Intel CPU it is required to shut down the VM first).

The processor compatibility mode can be enabled from Windows Admin Center and PowerShell.

For more information and instructions to enable the feature, see the following page:
https://docs.microsoft.com/en-us/azure-stack/hci/manage/processor-compatibility-mode

Network ATC
Network ATC comes to simplify the network configuration on Azure Stack HCI clusters allowing a
consistent and clear configuration across all nodes of a cluster. For a smooth deployment it is
recommended that the network interfaces have the same specifications across the nodes, to use the same
PCI slots and to be configured (DCB, MTU, and VLANs).

Network ATC supports multiple scenarios where it can manage the networks. Some of the scenarios are
presented in the following document:
https://docs.microsoft.com/en-us/azure-stack/hci/deploy/network-atc

Resources
For more information see:

What's new in Azure Stack HCI, version 21H2
https://docs.microsoft.com/en-us/azure-stack/hci/whats-new
ThinkAgile MX product page:
https://www.lenovo.com/us/en/p/servers-storage/sdi/thinkagile-mx-certified-node/wmd00000377

Related product families
Product families related to this document are the following:

ThinkAgile MX Series for Microsoft Azure Local
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Notices
Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult your
local Lenovo representative for information on the products and services currently available in your area. Any
reference to a Lenovo product, program, or service is not intended to state or imply that only that Lenovo product,
program, or service may be used. Any functionally equivalent product, program, or service that does not infringe any
Lenovo intellectual property right may be used instead. However, it is the user's responsibility to evaluate and verify
the operation of any other product, program, or service. Lenovo may have patents or pending patent applications
covering subject matter described in this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:

Lenovo (United States), Inc.
8001 Development Drive
Morrisville, NC 27560
U.S.A.
Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION ”AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of
express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the
information herein; these changes will be incorporated in new editions of the publication. Lenovo may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time
without notice.

The products described in this document are not intended for use in implantation or other life support applications
where malfunction may result in injury or death to persons. The information contained in this document does not
affect or change Lenovo product specifications or warranties. Nothing in this document shall operate as an express
or implied license or indemnity under the intellectual property rights of Lenovo or third parties. All information
contained in this document was obtained in specific environments and is presented as an illustration. The result
obtained in other operating environments may vary. Lenovo may use or distribute any of the information you supply
in any way it believes appropriate without incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the materials
for this Lenovo product, and use of those Web sites is at your own risk. Any performance data contained herein was
determined in a controlled environment. Therefore, the result obtained in other operating environments may vary
significantly. Some measurements may have been made on development-level systems and there is no guarantee
that these measurements will be the same on generally available systems. Furthermore, some measurements may
have been estimated through extrapolation. Actual results may vary. Users of this document should verify the
applicable data for their specific environment.

© Copyright Lenovo 2025. All rights reserved.

 

This document, LP1579, was created or updated on March 28, 2022.

Send us your comments in one of the following ways:

Use the online Contact us review form found at:
https://lenovopress.lenovo.com/LP1579
Send your comments in an e-mail to:
comments@lenovopress.com

This document is available online at https://lenovopress.lenovo.com/LP1579.
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Trademarks
Lenovo and the Lenovo logo are trademarks or registered trademarks of Lenovo in the United States, other
countries, or both. A current list of Lenovo trademarks is available on the Web at
https://www.lenovo.com/us/en/legal/copytrade/.

The following terms are trademarks of Lenovo in the United States, other countries, or both:
Lenovo®
ThinkAgile®

The following terms are trademarks of other companies:

AMD is a trademark of Advanced Micro Devices, Inc.

Intel® is a trademark of Intel Corporation or its subsidiaries.

Microsoft®, Azure®, Hyper-V®, PowerShell, and Windows® are trademarks of Microsoft Corporation in the
United States, other countries, or both.

Other company, product, or service names may be trademarks or service marks of others.
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