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1 Introduction

This deployment guide will walk the customer through deploying a Hybrid Cloud using VMware Cloud
Foundation (VCF) on Lenovo ThinkAgile VX servers. It offers a turnkey hybrid cloud solution, combining
Lenovo hardware, VMware software with Lenovo XClarity integration, and Azure VMware Solution (AVS) to
provide customers with an automated hyperconverged infrastructure with easy management.

This deployment guide is intended for IT professionals with varying levels of VMware expertise who are
responsible for deploying or managing VMware-based Software-Defined Datacenters (SDDCs) in both on-
premises deployments and hybrid cloud architecture. The audience will benefit from having a base
understanding of the VMware SDDC stack, including vCenter, ESXi, vSAN, NSX, as well as familiarity with
deploying cloud components in Microsoft Azure. While some exposure to Lenovo's tools such as XClarity
Controller, XClarity Administrator, or XClarity Integrator can be helpful, it is not a prerequisite for
understanding and utilizing this reference architecture document.

An is also available on the VMware site that covers the steps to upgrade an existing VMware
Software Defined Datacenter (SDDC) deployed using VMware Cloud Foundation 4.5.1, with Lenovo
integrations, to VCF 5.0. The guide ensures that customer environments remain accessible with no
downtime for workloads running on the cluster being upgraded.
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2 Prerequisites

There are several requirements, including software packages, tools, network configuration, and information
gathering the customer will need prior to starting the deployment.

2.1.1 VMware components
Below are the required VMware components which can be downloaded from

o VMware Cloud Builder Version 4.5.1 — build number 21682411

o Cloud Builder Deployment Parameter Guide

o VMware vSphere Hypervisor (ESXi) Offline Bundle version 7.0u3L — build number 21424296
= Ensure download of the offline bundle .ZIP file, not the .1SO file.

o Lenovo OEM Addon for ESXi
= If the OEM Customized Addon file doesn’t exist for 7.0u3L, select a previous ESXi

version to locate the Lenovo Addon for ESXi 7.0 U3.

o Image Builder is included with PowerCLlI, but additional components are required

= Powershell 5.x (not Powershell Core or 7.x)

|}
o Newer versions are available but may cause Image Builder to not run

properly

2.1.2 Lenovo Components

o Download the latest Lenovo XClarity Administrator Virtual Appliance Full Image for VMware
= Download the OVA and accompanying MD5 or SHA256 file to verify integrity.

= At the time of this writing, version 4.0.0 is latest, requiring
= Download all files associated with the GA Fix

o Download the full image as well as any fix patches

2.1.3 Network Configuration
Before proceeding, verify the following network requirements are met.

= Two top of rack (ToR) switches designated as Path A and Path B
o Itis possible to deploy this configuration with a single top of rack switch, but not

recommended.
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https://customerconnect.vmware.com/
https://customerconnect.vmware.com/downloads/info/slug/datacenter_cloud_infrastructure/vmware_cloud_foundation/4_5
https://customerconnect.vmware.com/downloads/details?downloadGroup=ESXI70U3L&productId=974&rPId=105519
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https://datacentersupport.lenovo.com/us/en/products/solutions-and-software/software/lenovo-xclarity/lxca/downloads/ds562398-lenovo-xclarity-administrator-ga-fix-403-for-anyos
https://datacentersupport.lenovo.com/us/en/products/solutions-and-software/software/lenovo-xclarity/lxca/downloads/ds562398-lenovo-xclarity-administrator-ga-fix-403-for-anyos
https://datacentersupport.lenovo.com/ve/en/products/solutions-and-software/software/lenovo-xclarity-integrator/lxci/solutions/lnvo-vmware

= Jumbo frames with an MTU size of 9000 is recommended for all interfaces, VLANSs, and uplinks
o Jumbo frames must be configured for the entire data path end-to-end, including any routers
where NSX-encapsulated traffic may traverse.
= The following VLANs must be configured prior to deployment for a consolidated architecture:
o Management — Jumbo frames not required but recommended for consistency.
o VvMotion — Jumbo frames required.
o VSAN — Jumbo frames required.
o NSX host overlay — Jumbo frames required.
o NSX edge overlay — Jumbo frames required.
o Uplink A — Jumbo frames required.
o Uplink B — Jumbo frames required.
o VM workload(s) — Jumbo frames not required but recommended for consistency.
o Additional required VLANS for a standard architecture:
=  Workload domain NSX host overlay — Jumbo frames required.
= Workload domain NSX edge overlay — Jumbo frames required.
=  Server physical cabling
o Server ports cabled for HA between Path A and Path B
=  Minimum of dual port network adapters split between Path A and Path B
o XClarity Controller (XCC) cabled & configured
= Ensure proper firewall rules are in place to allow communication from LXCA & LXCI
to the XCC:

= DNS
o Ensure that forward and reverse records exist for all components being deployed by VCF, as
well as the Lenovo components:
= SDDC Manager
= vCenter
= all ESXi host management IPs
*» Three NSX Managers and one management virtual IP (VIP)
e For simplicity, supply the NSX manager DNS name for the VIP and append
a/b/c for the three virtual appliances
= NSX Edge VMs
e Management interface for each edge VM, IP assigned out of the
management network
= Lenovo XClarity Administrator (LXCA)
= Lenovo XClarity Integrator for VMware vCenter (LXCI)

= BGP configuration — optional but recommended
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https://sysmgt.lenovofiles.com/help/topic/com.lenovo.lxca.doc/plan_openports.html?cp=1_3_3
https://sysmgt.lenovofiles.com/help/topic/com.lenovo.lxca.doc/plan_openports.html?cp=1_3_3

o Each Tier-0 gateway will have four interfaces.
= Two on Uplink A VLAN and two on Uplink B VLAN.
= Each Services Router (SR) component will have two interfaces, one per uplink VLAN.
= The BGP neighbors on the ToR will need to be configured for all four source IP
addresses.

= The keep alive timer should be configured for four (4) seconds
= The hold down timer should be configured for 12 seconds

e These timers are pre-configured when deploying an NSX Edge cluster

through SDDC Manager
e The deployment will fail if the timers do not match.
o Ifthere’s a requirement for different timers, such as 10/30, users can
edit the timers on the Tier-0 gateway when deployment fails, retry

peering then retry the task to complete the edge cluster deployment.
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3 Installation Steps

The following steps are to be considered a framework for the deployment of a VMware Hybrid Cloud solution
on Lenovo ThinkAgile servers. While the guide may be a complete installation walkthrough, there may be
some additional steps needed for each individual environment.

3.1 Assumptions

For the purposes of this guide, it is assumed that all hardware is physically racked, cabled, and powered on.
All Out-Of-Band (OOB) endpoints are configured and accessible from the network.

For the ThinkSystem DM5000H, please see the Hardware Installation and Maintenance Guide:
https://thinksystem.lenovofiles.com/storage/help/topic/dm5000f-dm5000h-dm3000h-
himg/Lenovo DM3000x _and DM5000x Hardware Installation and Maintenance Guide.pdf

3.2 Step 1 - Configure ToR Switches

The following VLANSs outlined above need to be configured on the switches. The CIDRs, VLAN IDs, and
gateway IPs will be used in the next step. For consistency, building all networks as a /24 CIDR with an MTU of

9000 will result in less human error.

3.3 Step 2 — Complete Deployment Parameter Workbook

The Deployment Parameter Workbook assists in gather all requisite information for the successful deployment
of the VCF management domain. For detailed information regarding the Deployment Parameter Workbook,
see here: https://docs.vmware.com/en/VMware-Cloud-Foundation/4.5/vcf-deploy/GUID-08E5E911-7B4B-
4E1C-AE9B-68C90124D1B9.html

A. Credentials tab

e ESKXi, vCenter, and SDDC Manager policy: Each password must be at least eight (8) characters
up to 20 with at least one uppercase, lowercase, number, and a special character (!@#$%"?).

e Configure all ESXi installations with the password supplied in this workbook.

o NSX-T Data Center requires at least 12 characters in addition to the previous password
requirements, must not be a dictionary word, nor have three (3) of the same consecutive
characters.

B. Hosts and Networks tab
e Management Domain Networks
o Provide VLAN ID, CIDR subnet, gateway IP, and MTU for each of the three networks that
were created in the ToR switch configuration. Enter VLAN ID “0” for native VLAN. Port
groups should be named in such a manner as to differentiate the management domain,
cluster, and use for each port group. Example: m01-cl01-vds01-pg-mgmt conveys that it
is the management port group for the first cluster in the management domain.

¢ Management Domain ESXi Hosts
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Provide the hostname and IP address for the first four nodes of the management domain.
Do not supply the FQDN, the DNS zone will be provided at a later step. Provide the IP
address pools for vMotion and vSAN. Supply a sufficient pool size for vMotion and
VvSAN to accommodate any additional nodes that may be deployed following the initial

four nodes of the management domain.

e Virtual Networking

o

Leave vSphere Standard Switch (VSS) Name as vSwitchO, as that is the default VSS
name of newly deployed ESXi hosts.

Provide a descriptive name for the Primary vSphere Distributed Switch (VDS), as well as
the physical NICs that will be assigned to the VDS, either two or four NICs, and set MTU
to 9000. Profile-1 assigns all physical NICs to the VDS and can have two or four NICs.
Profile-2 separates vSAN traffic on to a secondary VDS and requires four NICs split
evenly between the two VDSs. Profile-3 separates NSX overlay traffic on to a secondary
VDS and requires four NICs split evenly between the two VDSs. Specify the desired
physical NICs for each VDS. It is recommended that each VDS has physical NICs cabled
to different paths, Path A and Path B for instance.

e  Security Thumbprints

o

Once the four nodes of the management cluster are built, it is possible to supply the SSH
RSA key fingerprint as well as SSL thumbprint for each node in the cluster.

Alternatively, it is easier to select No for Validate Thumbprints.

e NSX-T Host Overlay Network and Static IP Pool

o

Provide the VLAN ID that was created in the ToR switch configuration for the NSX host
overlay network.

To avoid the requirement of a DHCP server, set Configure NSX-T Host Overlay Using
a Static IP Pool to Yes

Provide a pool name & description, the gateway IP and subnet in CIDR notation created
in the ToR switch configuration, and a pool size large enough to accommodate all NSX
interfaces in the environment. For example, if each node in an eight (8) node cluster has
two vmnics assigned to the VDS for NSX Host Overlay, then the pool will need to be a
minimum of 16 addresses. It is recommended to create a pool large enough to

accommodate future expansion of the cluster.

C. Deploy Parameters tab

e Existing Infrastructure Details

o

o

Provide two DNS servers and at least one NTP server by either IP or FQDN. Enter “n/a”
to ignore validation in the workbook. These values will be used for all components
deployed by VCF and should also be used when manually deploying any ESXi nodes or
Lenovo components for consistency.

Enter the DNS zone that will be appended to hostnames to form the FQDN.
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o lItis recommended to Enable the Customer Experience Improvement Program, CEIP.
License Keys

o This deployment guide will use individual license keys for the components deployed by
VCF.

o Supply the appropriate keys for the license level required for the deployment. For
instance, VCF Advanced Edition requires NSX-T Advanced and vSAN Advanced license
keys.

vSphere Infrastructure

o Supply the desired hostname and sizes for the vCenter appliance, as well as an IP
address from the management network.

o Supply the desired virtual Datacenter and Cluster names.

o Leave Cluster EVC Setting as n/a unless otherwise required for your environment

= NOTE: For live migration of workloads to Azure AVS, verify the CPU of the AVS
cluster. As of this writing (August 2023) the “av36” host sku in Azure is Intel
Skylake. For more information on selecting the correct EVC mode, see this KB

article: https://kb.vmware.com/s/article/1003212

o Select the VCF architecture to be deployed:
= Consolidated — Select this if the environment will be a single cluster with
workload VMs residing on the same physical cluster as the SDDC components.
= Standard — Select this if the environment will consist of additional workload
clusters not residing in the same management vCenter, also known as VI
Workload Domains.
= If deploying a Consolidated Architecture, supply descriptive resource pool names
to provide a level of separation within the consolidated deployment.
o Supply the desired vSAN datastore name, and whether to enable deduplication and
compression or not.
NSX-T Data Center
o Supply the desired NSX VIP and hostname, as well as the three virtual appliance
hostnames and IPs, and select the desired appliance size.
SDDC Manager
o Supply the desired hostname and IP address for the SDDC Manager.
o Supply the desired network pool name. This network pool is where the vSAN and vMotion
IP pools will reside that were provided in the Hosts and Networks tab.
o Supply the desired VCF Management Domain Name. This is an identifying name for the

SDDC manager when deploying additional management domains.
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3.4 Step 3 — Create custom ESXi ISO

The following steps walk through installing the necessary components needed to create a customized ESXi
installation ISO consisting of the Lenovo Addons. Proceeding with a non-customized ESXi installation may
result in undetected hardware, as the necessary drivers may not be included.

D. Install PowerCLI
o Verify the proper version of Powershell by opening a Powershell terminal and typing
$PSVersionTable
o Image Builder works with Powershell up to 5.x and doesn’t work with later releases
known as Powershell Core, which may be version 6.x or 7.x. If a newer version is
installed, run powershell.exe to open a Powershell 5.x version. Rerun

SPSVersionTable to verify the Powershell version.

—

EN Windows PowerShell - O x

PSVersion . |
PSEdition [
PsCompatibleVersions I 3.0

Buildversion

CLRVersion

wsManstackVersion

PSRemotingProtocolvVersion
serializationVersion

¢ Install the latest version of PowerCLI by running Install-Module VMware.PowerCLI -
Scope CurrentUser
e You can verify PowerCLlI installation by running Get-Module -Name VMware.PowerCLI -

ListAvailable
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EX Windows PowerShell - O x

PS C:%\> Get-Module WMware.PowerCLI

Directory: C:\Program Files\WindowsPowerShel1\Modules

ModuleType Version Name ExportedCommands

VMware.PowerlLI

E. Install Python & PIP

e Download & install Python 3.7.9 from the following link:

o You will need to right-click and select Run As Administrator when installing Python 3.7.9.
o Take note of where Python is installed, the path needs to be entered in a later step.
o ltis typically installed in:
C:\Users\<User>\AppData\Local\Programs\Python\Python37
¢ Install PIP by running the following command:
o C:\Users\<User>\AppData\Local\Programs\Python\Python37\python.exe
-m pip install --upgrade pip

o Alternatively, you can save this file as get-pip.py and run the command below:

e C:\Users\<User>\AppData\Local\Programs\Python\Python37\pytho
n.exe get-pip.py
¢ Install required packages via PIP
o C:\Users\<User>\AppData\Local\Programs\Python\Python37\Scripts\pip
3.7.exe install six psutil lxml pyopenssl
F. Setthe PowerCLI python path
e Set-PowerCLIConfiguration -PythonPath
C:\Users\<User>\AppData\Local\Programs\Python\Python37\python.exe -Scope
User
G. Inspect the base image version in the offline bundle downloaded in the prerequisites and take note of
the version:
e Get-DepotBaseImages C:\ISO\VMware-ESXi-7.0U31-21424296-depot.zip
o There may be more than one base image version in the depot, be sure to use build
number 21424296
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EN Windows PowerShell

PS C:\ISO> Get-DepotBaseImages C:\ISO\Wware-ESX1-/.0U31-21424296-depot.zip

/ersion vendor Release date

7.0.3-0.85.21424296 wWware, Inc. 03/30/2023 00:00:00

/.0.3-0.80.21422485 wware, Inc. 03/30/2023 00:00:00

PS C:\ISO>

H. Inspect the Lenovo addon package and take note of the version
Get-DepotAddons C:\ISO\lnv-esx-7.0.3-custom-20230105-EGS_addon.zip

EN Windows PowerShell
0> Get-DepotAddons C:\ISO\Inv-esx-/.0.3-custom-20230105-EGS_addon.zip

ion ID Vendor ase date

.3=-Lv0.703.10.9/Lv0:7.0.3-Lv0.703.10.9 Lenovc e, 2SI

I. Create a software specification, save it as a json file. Below is an example you can copy & paste:

{
"base_image": {

"version": "7.0.3-0.85.21424296"

3
"add_on": {

"name": "LVO",

"version": "7.0.3-LvV0.703.10.9"
}

}

J. Generate the new customized ESXi installation ISO with Lenovo addons

e New-IsoImage -Depots "C:\ISO\VMware-ESXi-7.0U31-21424296-

depot.zip","C:\ISO\1lnv-esx-7.0.3-custom-20230105-EGS_addon.zip" -

SoftwareSpec "C:\ISO\lenovo-spec.json" -Destination "C:\ISO\Lenovo-ESXi-

7.0u3L-21424296.1is0"

3.5 Step 4 — Install ESXi on the first server

Interactively installing ESXi on the first server in the cluster will allow the installation of Lenovo XClarity
Administrator (LXCA) to facilitate the automated deployment of all remaining servers.
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A. Launch the XCC web interface for the first server of the cluster and launch the Remote Console.
e Mounting virtual media is done through the Remote Console

B. Click the Media button to launch the virtual media interface.

@ B 102514226/ UseERD

(") Power & Media [5] Recording B4 Keyboard

C. Click the Activate button to enable mounting of virtual media.

D. Ensure ISO Image is selected and click Browse, locate the customized I1SO created in the previous
section, then click Mount all local media

Total 0 wirtual media mounbed

Mount Media file from the Client Browsar 0 mounted + @
— bl Doy ]

Mount kedia File from Nebwork: 0 mounted L
FS - ] 3<aely o

Remess Diie On Card (RDOC) O uploaded (50 MB available) o

e A green checkmark will indicate the virtual media is mounted successfully.
E. Scroll down, expand Select one virtual media to boot on next restart, select the ISO Image from the

drop down, set behavior to Restart server immediately, click OK, then Apply

¥ Select one virtual media to boot on next restart

(120 Image]ESXi-Lenovo-T.0ull iso w | | Restart seqrver immedialely i Prafer Legacy Eoot OK
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F. After clicking Apply, click Close and watch the console to verify the server is rebooting from the

custom installation I1SO:

- _—
. n 80025, 14 250 / LISERID - Rtn Usersil) =

[L T . T [ fecoeang B kerymoara 0 vose T 3 Screen kicds

Loading EDH installer

LM TLH
Maitonat ic boof In 2 seconds. ..

G. Follow the prompts of the Interactive ESXi installer, providing the ESXi root password created in the
Deployment Parameter Workbook.

e Click here for installation instructions:

H. Once the installation is complete, the system prompts to remove the installation media before
rebooting.
e Click the Media button, click Unmount to the right of the ISO image, OK to confirm, then scroll
down and click Close.
e Hit Enter in the remove console to initiate the reboot.
I. After ESXi has rebooted, the network will need to be configured to match the information provided in
the Deployment Parameter Workbook.
e Hit F2, type in the password provided during installation, and navigate to Configure Management
Network.
o Ifa VLAN ID other than zero (“0”) was supplied in the Deployment Parameter Workbook,

enter it under VLAN ID, otherwise leave it blank to use the switch port’s native VLAN.
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o

Navigate to IPv4 Configuration and specify the static IP address, subnet mask, and default
gateway supplied in the Deployment Parameter Workbook.

Navigate to DNS Configuration, provide the DNS servers from the Deployment Parameter
Workbook, as well as the Hostname of the server (Hostname only, not FQDN)

Navigate to Custom DNS Suffixes and provide the DNS Zone from the Deployment
Parameter Workbook.

Hit escape to exit the Configure Management Network menu, then hit Y to apply the changes
and restart the management network.

Verify you can reach the Host Ul of the server by navigating to it's FQDN in a web browser.

J. Configuration requirements for VCF (these steps will be automated using an unattend file while
deploying ESXi through LXCA)
e Enable SSH

@)

Log into the Host Ul and click Manage under Host

e Select the Services on the top of the right pane and locate TSM-SSH

e With TSM-SSH selected, click the Actions button, navigate to Policy, and select “Start
and stop with host”

e Then click Start. A green triangle with “Running” should appear in the row signifying the

service is now running.

e Configure NTP

@)

Click the System tab at the top left of the right pane, then select Time & Date

¢ Click Edit NTP Settings, then select the radio button for “Use Network Time Protocol
(enable NTP client).

e Change the NTP service startup policy to “Start and stop with the host”

e Provide the NTP server specified in the Deployment Parameter Workbook, then click
Save

¢ Refresh the page and verify current date and time and NTP service status is Running.

o Regenerate certificates

@)

By default, the self-signed certificates have localhost.localdomain as the CN, but VCF
requires the CN match the host name of the server.

e SSH into the server and type the following commands

e /sbin/generate-certificates

e /etc/init.d/hostd restart

e /etc/init.d/vpxa restart

Verify the certificate now matches the hostname by refreshing the Host Ul and viewing the

new certificate’s CN.

3.6 Step 5 — Deploy Lenovo XClarity Administrator

A. Log into the Host UI, click Virtual Machines in the left navigation pane and click Create / Register VM

13
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B. Inthe New virtual machine wizard, select “Deploy a virtual machine from an OVF or OVA file” then

click Next.

e Provide a name for the LXCA VM as it will be viewed in the Hosts & VMs view.

e Click the light blue box and navigate to the Lenovo XClarity Administrator OVA downloaded
during the prerequisite section.

e Select datastorel and click Next.

o Leave Network mappings as “VM Network”, select the appropriate Deployment type that matches
the size of the environment. Select the disk provisioning type desired.

e Uncheck “Power on automatically” and click Next.

e At Additional settings, click Next, the network configuration will be supplied during boot.

¢ At Ready to complete, click Finish.

C. After the import completes, navigate to the VM and click the Start button inside the console window to

power on the VM and open the web console.

e Watch the console for the network configuration prompt, you have 2.5 minutes to make a
selection before it continues.
' £l Lxca A 00 o
acpid: starting up with netlink and the input layer
acpid: 1 rule loaded
acpid: waiting for events: event logging is off
Starting crond: OK
Starting system message bus: dbus.

influxdb proc ; is already rumming [ OK 1]
Starting ntpd: done

Lenovo LXCA Uersion 4.0.0 build 264

etho: AST,RUNNING ,MULTICAST> mntu 1500 mnetric 1
inetb fedo: :; ] e97:48b7 prefixlen 64 scopeid 0x20<1link>
ether 00:0¢:29:9 b7 txqueuelen 1000 (Ethernet)

BX errors 0 dropped 0 overruns 0 frame 0

ethl: flags=4163<UP,BROAD T,RUNNING,MULTICAST> ntu 1500 metric 1
cther 00:0c:29:9 el txqueuelen 100C Lthernet)
RX errors 0 dropped 0 overruns 0 frane €

have 150 seconds to change IP settings. Enter one of the following:

To set a wtic IP dress for Lenovo XClarity virtual appliance ethd port
To use a DHCP address for Lenovo XClarity virtual appliance ethO port

To continue without changing IP settings

e Press 1 and hit Enter to set a static IP

e Follow the prompts to enter the desired network configuration, then hit Y and enter to confirm:
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£l LXCA

Gather all required
infomation for ea

to enter

the
For ipu4 protocol:
For ipub protocol:

IP addr

IP address and prefix

IP information before proceeding.
prompt.
subnetmask and gateway IP address

You have 60

length.

Do you want to continue? (enter y or ¥ for Yes, n for No) y

Enter the appropriate static IP settings for the XClarity virtual
appliance ethO port when prompted and then pr
Enter to proceed to next prompt without providing any input to the
current prompt.

IP protoc
IP addre
netnask:
gateway:
DNS1

Processing

IP protocol:

IP addr:
netmask:

Do you want to continue?

ol (specify

IP (optional):
DNSZ IP (optional):

ipud or ipub):
1?2.29.174.2
, .295.252.0
02.29.172.1
2.29.240.7
172.29.8.7

ipud
172.29.174 .2
255.255.252.0
2.29.172.1

172.29.8.

ipud

Enter, DR just

pre

(enter y or Y for Yes, n for No) y

e It may take a few minutes for the appliance to reboot and set the configuration.

indicates when the initially deployment is completed:

This screen

£l LXCA

R

This

interface is

not for user or customer usage

LR R

D O

Lenovo LXCA

>thO:

inet 172.29.174.2
inetb feB0O
cther 00:0c
RX errors 0O

=thl:

RX errors

fint:

localhost

flags=4163<UP,BROA
ether 00:0c:29: 18:cl

Uersion 4.0.0 build 264

9ff:
97:48:b7

dropped 0 overry

txque
overnr

dropped O

Nun Lock on

login:

» RUNNING, MUL

s 0

flags=4163<UP, BROADCAST , RUNNING ,MULTICAST>
netnask 255.255.252.0
[e97:48b7 prefixlen
txqueuelen 1000

frane

TICAST>

len 1000

ms 0

frane

ntu 1500 metric 1
broadcast 172.29.175.255
64 scopeid Ox20<link>
(Ethernet)
0

ntu 1500 nmetric 1
(Ethernet)

0
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D. Navigate to the web interface for the LXCA appliance to start the configuration wizard:

16

https://<ipaddress>/
e Click below for the steps to configure LXCA for the first time:

https://sysmgt.lenovofiles.com/help/topic/com.lenovo.Ixca.doc/setup configurelxca.html?cp=1 5

03
Initial Setup
Language English US - <4 Restore from backup Learn more
W
M
o * Read and Accept Lenovo® XClarity Administrator License Agreement >
[ ptent ]
G5
L -

¢ Follow the setup wizard to the Configure Network Access section
o Leave “Select the interface for the operating system image management and deployment” set
to None.
o Click Return to initial setup. Do not change any network configuration yet.
e Continue through the initial setup wizard.
e Click Start Managing Systems, then select “No, don’t include Demo Data”
e Once at the Lenovo XClarity Administrator dashboard, click Administration, then select “Update
Management Server”
e Click the Import button to import the 4.0.3 GA fix downloaded during the prerequisites section.
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Update Management Server

Update the management server software to the latest level,
Update Management Server. Getting Started

Before updating, make sure that you
« Back up the management server. Learn more
« Check the job log to make sure that there are no jobs currently running.

Lenovo® XClarity Administrator Update History

Version: 400
Last Updated:  May 23, 2023, 3:07:09 PM

(@) Repository Usage: 0.3 KB of 50 GB

% R " e 1) I All Actions ~

Update Name Release Notes Version

e Select all files associated with the GA fix

Import

Select Files ] Make sure that you import the XML file as well as all package
files, readme files, and change log files for the update. Any
package files not specified in the XML file are discarded.

# Type File Name Size

1 CHG Inwgy_sw_Ixca_gtc-4.0.3_anyos_noarch.chg 25KB

2 TGZ Inwgy_sw_kica_gtc-4.0.3_anyos_noarch.igz 4255 MB

3 TXT Inwgy_sw_kxca_gfc-4.0.3_anyos_noarch. b 31KB

4 XML Inwgy_sw_kxca_gic-4.0.3_anyos_noarch.xml 69 KB
Import Close

e Once imported, select the radio button for the newly imported update and click Perform Update
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Update Management Server

Update the management server software to the latest level
Update Management Server: Getting Started

Before updating, make sure that you
« Back up the management server, Learn more
« Check the job log to make sure that there are no jobs currently running

Lenovo® XClarity Administrator Update History

Version: 400

LastUpdated:  May 23, 2023, 3.54:31 PM

(?) Repository Usage: 0.3 KB of 50 GB

All Actions ~

% X ® 3

Update Name

Perform Update

Version +« Build Number

(i) 403 V403_GFX

e This may be a long-running process taking several minutes.

Release Date

2023-04-20

o Log into the ESXi Host Ul, navigate to the LXCA VM and launch the web console.

o Watch for the appliance to reboot back to the main login screen pictured above.

o Ignore the section to reconfigure the network either by letting it time out or by hitting X and

Enter.

o Verify the new version listed is 4.0.3
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£l Lxca ril=! &

R R R R )

This interface is not for user or customer usage bt

B B B i e B i R R R R e

Lenovo LXChA Uersion 4.0.3 build 264

ethO: flags=4163<UP,BROADCAST, RUNNING ,MULTIC > ntu 1500 petric 1
inet 172 174 netnask 255.25¢% broadcast 172.29.175.255
inett feB 2911 :fe97:48b7 prefixlen 64 scopeid 0x20<1ink>
ether 00: 37:48:b7 txqueuelen 1000 (Ethernet)
RX errors 0 dropped © overruns 0 frame O

ethl: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> ntu 1500 metric 1
ether 00:0c:29:97:48:c1  txqueuele 00 (Ethernet)
RX errors 0 dropped 0 overruns 0 frame 0

Hint: Num Lock on

localhost login:

e Log into LXCA and click Administration, then “Network Access”
e Click the Edit Network Access button.
e Select the required network adapter for operating system image management and deployment.
o Insome cases, Ethl may need to be configured and selected. Review the firewall requires
outlined in the prerequisites section.
e If any static routes are needed, enter them in Advanced Routing.
o Click Save IP Settings, then Save.
e Click Restart at the next prompt after saving IP settings.
o This may be a long running process that takes several minutes.
o Refreshing the LXCA interface may result in “‘ERR_CONNECTION_REFUSED” until the
services are back online.
o The appliance may not reboot if watching the web console.
o Do not manually reboot the appliance, wait for the services to come back online and

provide the login prompt.

3.7 Step 6 — Deploy ESXi on remaining servers

This step will use the custom ISO created earlier in this document to create an automated OS deployment
that applies the needed VCF configuration.

e Loginto LXCA and click on Hardware, select “Discover and Manage New Devices” at the bottom.

e In the Discover and Manage New Devices pane, click the “Manual Input” button.
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Select the “Multiple Systems” radio button, then provide the scope of IP address for the XCC IP
addresses.

o It may take several minutes to discover all new systems.

At the Manage window, set the following configuration:

o Leave Managed Authentication Checked

o Either enter a user ID and password or create a new stored credentials

o The rest can be left as default, click Manage

ﬂ 4 servers are going to be managed.

RackServer Credentials View Server List
Choose to use managed authentication or not
» Managaed Authentication
Choose the type of credentials
[ Use manually entered credentials

() Use stored credentials

USERID

SEsdEREEIEE

i Do not create a recovery account and leave all local users enabled.
lf‘___"l Create a recovery account and disable all local users,

f__"l Create a recovery account from stored credential and dizable all local users.

| Sel new password if credantials are expired (Optional) (7)
Rode Groups: Default =

This will perform the following actions against servers:
1. Configure NTP clienis o use the NTP settings from Lenovo® XClarity Administrator
2. Configure Tor managed authentication

Manage Cancel

e This process may take several minutes. When complete, the process bars will show Successfully

managed.
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Manage
Manage completed
100%
w Wiew Details:
S-]I atem Mame IP Address Siatus
SHEJO2RMKT 172 16 174228 ﬂ Succassiully man aged
SHEJI0ZRMK3 172.16,174,229 [ Successtully managed
SNENO02RMKS 1IT216.174.227 3 Successhully managed
SNEJ102ZAMKS 17216174226 [ Successtully managed
View All Storage View All Switches View All Chassis View All Servers Close

e Click View All Servers.
o The status will show “Pending” while LXCA is doing a discovery/inventory of the newly added
servers. This will take several minutes.
E. Click Provisioning and navigate to “Manage OS Images”.

F. Inthe Deploy Operating Systems: Manage OS Images section, be sure OS Images tab is selected

and click the import icon.
G. Click Browse and locate the custom ISO created earlier in this document, then click Import.

o Verify the import was successful:

|:| 0% Name Type Deploy Status

......................................................................

______________________________________________________________________

| esxi7.0_3-21424296 1-x86_64-install-Virtualization Predefined Profile Ready

H. Create the Unattend file: Click the Unattend Files tab and click the “Create Unatten File” icon.
e Change the OS Type drop down to ESXi and provide a name for the file.

e Below is an example that includes the requirements for VCF:

vmaccepteula

%include /tmp/installcfg

rootpw <change>
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network --bootproto=static --ip=#predefined.hostPlatforms.networkSettings.ipAddress# --
gateway=#predefined.hostPlatforms.networkSettings.gateway# --
nameserver=#predefined.hostPlatforms.networkSettings.dns1#,#predefined.hostPlatforms.networ
kSettings.dns2# --netmask=#predefined.hostPlatforms.networkSettings.subnetMask# --
hostname=#predefined.hostPlatforms.networkSettings.hostname#

reboot

#predefined.unattendSettings.preinstallConfig#

#predefined.unattendSettings.postinstallConfig#

# Locate the disk to install
Y%pre --interpreter=busybox
DISK="Is /vmfs/devices/disks/ | grep M.2 | grep -v

echo "install --disk=$DISK --overwritevmfs" > /tmp/installcfg

Y%firstboot --interpreter=busybox

# VCF Prerequisites
# Enable SSH
vim-cmd hostsvc/enable_ssh

vim-cmd hostsvc/start_ssh
#NTP
esxcli system ntp set -s #predefined.otherSettings.ntpServer#

esxcli system ntp set -e 1

# Regenerate certificates to match hostname for VCF

/sbin/generate-certificates

reboot

The example includes macros from LXCA.
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e |t also uses a %pre script to determine the disk to install ESXi on. This may need to be modified
to fit the specific configuration of the physical servers. In this instance, the OS disk is the M.2
SATA disks.

o Edit the rootpw line to the password supplied in the Deployment Parameter Workbook.

e Click Save.

Create the VCF profile: Click the OS Images tab and check the box next to the newly imported OS

image.

e Click the Create Customized Profile icon.

e Provide a Name and Description, then select “Only unattend files” from the Customization Type
drop down.

e Click the Unattend Files tab and check the box next to the unattend file create previously.

¢ Click Customize to create the VCF profile.

I:_ 05 Name Type Deploy Status
[} =] &sxi7.0_3-21424296 1 iElase 0S5 Image

| VCF Customized Profile Ready

M esxi7 0_3-21424296 1-x86_64-instal-Virtualizal pregefined Profile Ready

Click Hardware and navigate to Servers to verify inventory discovery has completed.

Click Provisioning and navigate to Deploy OS Images.

e Click the Global Settings icon and provide the ESXi root password from the Deployment
Parameters Workbook

e Click the checkbox at the top left to select all servers.

e Click Change Selected and navigate to Image to Deploy.

e Select the newly created VCF profile and click OK.

e Click the checkbox at the top left to select all servers again (setting the image deselects the
checkbox)

e Click Change Selected and navigate to Network Settings

e Provide the hostnames, IP addresses, Subnet Mask, Gateway, and DNS servers that match the

Deployment Parameter Workbook and click OK:
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Edit Network Settings

Manage the network settings for operating-;ystem deployments. Learn more

Change AllRows ~  Reset All Rows

Chassis and Node Host Name MAG Address “IP Address “Subnet Mask *Gateway DNS 1 DN52 L]
XCETZE2-J102RMK envi7d-noded pse lab AUTo | - 17229174108 2552552520 172291721 172292407 1722887 1500
XCC-TZ62-J102RMKS env174-nodel pse lab auTO |+ 17229174101 255 2552520 172291721 172292407 1722957 1500
XCETZ62-J102RMKT envi7d-node3 pse lab AUTo | - 17229174103 2552552520 172291721 172292407 1500
XCC-TZ62-J102RMKS env174-node? pse lab auTO | - 17229174102 255 2552520 172291721 172292407 1500

OK Cancel

o NOTE: The storage section and global password are overridden when using a profile with an
unattend file. It is possible to deploy ESXi without the unattend file example by selecting the non-
VCEF profile. If the non-VCF profile is selected, the storage selected will be used as the destination
OS disk. VCF settings will need to be applied to any ESXi installations made without the example
unattend file.

e IMPORTANT: Ensure the first server where the LXCA VM is running is now unchecked

e Click the Deploy Images icon:

'a’, Change Selected ~ All Actions =

Deplay Images

Rack Name / Unit

Unassigned / Unassigned

] XCC-TZ62-J102EMK4 Unassigned / Unassigned
W XCC-TZ62-J102RMKT Unassigned / Unassigned
W XCC-TZ62-J102RMK9 Unassigned / Unassigned

¢ Verify the VCF unattend file is provided by the profile in the drop down. Click Deploy.
o Thisis a long running process.
o The XCC remote console can be opened for each server to monitor the progress of the ESXi

installation.
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@ B 17216172227 1 usERD

QJ Power @ Media m Recording E Keyboard 0 Mouse : : Screen Mode

neto.

o Click the Jobs menu at the top right, then select View All Jobs at the bottom to monitor the

OS deployment tasks:

Job Status Scheduled Jobs
= a2 | anactions ~
Job Status

Power management Restart job for X Complete
| Power management Restart job for X.. Complete
| Power management Restart job for X.. Complete

Mount Media job for XCC-7Z262-J102... Complete

Mount Media job for XCC-7Z262-J102... Complete

| Mount Media job for XCC-7262-1102... Complete

| Deploy O35 image 25%
Import OS image Complete
Bulk Management job 95 Complete

| Update management server Complete
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o LXCA will unmount the virtual media when OS deployment is completed:

Job Status Scheduled Jobs

& | = | | &2 | AnActons ~

[] Job Status

[ Ynmount media job for server XCC-7... | [ complete
[ Ynmount media job for server XCC-7... | @ complete
] Ynmount media job for server XCC-7... | [ complete
[7] Power management Restart job for X... | 3 Complete
| Power management Restart job for X... | &3 Complete
7] Power management Restart job for X... | [ Complete
|_i Mount Media job for XCC-7Z62-J102... | |3 Complete
|_i Mount Media job for XCC-7Z62-J102... | |3 Complete

[7] Mount Megia job for XCC-7262-J102... @ Complete

[] Deploy OS image kd complete
[7] mport OS image kd complete
|:j Bulk Management job 95 4 Complete
[] Urdate management server kd complete

3.8 Step 7 — Deploy VMware Private Cloud

VMware Cloud Foundation is deployed using VMware Cloud Builder. Cloud Builder performs validation on the
parameters supplied in the Deployment Parameter Workbook to ensure configuration is correct and meets the
prerequisites. This is a long running step and will take several hours to complete.

A. Log into the Host Ul of the first ESXi host and verify there’s adequate local storage to deploy the
VMware Cloud Builder appliance.
B. With Host selected on the left Navigator pane, click Create/Register VM.
e Select Deploy a virtual machine from an OVF or OVA file and click Next.
e Provide a name and locate the Cloud Builder OVA downloaded previously and click Next
e Select the local datastore, agree to the license agreement.
e Select the network port group that allows the Cloud Builder VM to communicate with all nodes &
networks. It is preferred to use the management network.
e Set disk provisioning to Thin, select the checkbox to power on automatically, click Next.
e Provide all the parameters under Additional settings. DNS and NTP server(s) should match what
was supplied in the Deployment Parameter Workbook.

o Verify all settings and supplied properties, then click Finish.

26 Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



C. Once the Cloud Builder appliance is deployed & powered on, verify it is online by accessing the web
interface by navigating to either it's IP address or FQDN. A VMware Cloud Builder login prompt will be

displayed if successful:

Welcome to

VMware Cloud Builder

o

D. Login with the credentials supplied during the OVA deployment, check the box to agree to the license
agreement and click Next.

E. Select the radio button for VMware Cloud Foundation and click Next.
Read through the Prerequisites section to ensure all are met. Check the box signifying all
prerequisites are configured and click Next.

G. If the Deployment Parameter Workbook is not already completed, download the file, click next, and
revert to the Complete Deployment Parameter Workbook section of this document. Once the
document is completed, click Next.

H. Supply the completed Deployment Parameter Workbook and click Next.

VMware Cloud Foundation

Complete and uplead your configuration file

o 9 ® O O
Select Platform Review Prerequisites Prepare Configuration Validate Configuration Deploy Cloud Foundation
| > @ Download Workbook
| > @ Complete Workbook Fill out the workbook with details about your infrastructure.
v 3. Upload File Upload configuration file for validation and deployment.

Upload Configuration File
Upload the XLS or JSON file that contains your SDDC configuration details

‘ @ Configuration file upload successfu

R N vCT-params-451.xisx

BACK NEXT

I. The next step validates all parameters supplied in the Deployment Parameter Workbook, as well as

all validates all prerequisites are in place prior to deploying Cloud Foundation.
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VMware Cloud Foundation

Cloud Builder will validate data provided in the configuration file and elements of the physical infrastructure.

@ @ 9 C O

Select Platform Review Prerequisites Prepare Configuration Validate Configuration Deploy Cloud Foundation

7 Configuration file validation in progress.

4 DOWNLOAD T PRINT

History Validation Items Status

Current JSON Spec Validation © success
Cloud Builder Configuration Validation @ Success
DNS Resolution Validation @) success
Preparing Security Requirements for Running Validation @© success
ESXi Host Configuration Validation © success
VSAN Disk Availability Validation(AllFlash) © Success
License Key Validation @ Success
Password Validation ) success
Network Configuration Validation 7 In Progress

J. Correct any errors and click Retry until everything validates successfully. Once validated successfully,
click Next.
e Some NTP warnings can be ignored if all ESXi hosts are configured with the same NTP server,

the service is running, and time is in-sync:

VMware Cloud Foundation

Cloud Builder will validate data provided in the configuration file and elements of the physical infrastructure.

< 9 9 O O

Select Platform Review Prerequisites Prepare Configuration Validate Configuration Deploy Cloud Foundation

@ Conniguration file validated successfully.

L DOWNLOAD @ PRINT

History Validation Items Status
License Key Valdation LJ) success -
Current

Password Validation © Success
Network Configuration Validation @ Success
vMotion Network Connectivity Validation © Ssuccess
VSAN Network Connectivity Validation @© success
NSX-T Data Center Host Overlay Network Connectivity Validation © success

~ Time Synchronization Validation /A Warning

No remote NTP Server exists for ESXi Host cbOla

NTP Server us.pool.ntp.org and ESXi Host envi74-node3. pse.lab time drift is not below 30 seconds

Network IP Pool Validation © Success

BACK NEXT

K. If you are ready to deploy the SDDC, this step is also called Bring Up, click Deploy SDDC in the
dialog box to begin the Bring Up process:

28 Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



Deploy SDDC? X

Select Deploy SDDC to begin deployment of VMware Cloud Foundation.
Once you begin deployment, you cannot stop the process.

If you are not yet ready, select Cancel to stay at this step until you are ready

to deploy the SDDC.
CANCEL DEPLOY SDDC

Bring Up is a long running process and may take several hours to complete. If there are any errors,

correct the configuration issue and click Retry.
This document assumes LXCA is running in the environment being deployed, Cloud Builder won’t
migrate the networking and will stop. Log into the newly deployed vCenter and manually move the

network adapter to the newly created distributed port group and click Retry.

VMware Cloud Foundation
Cloud Builder will deploy your SDDC.

29

9 9 o o ®

Select Platform Review Prerequisites Prepare Configuration Validate Configuration Deploy Cloud Foundation

(@ Bring-up has completed with failure, refer ta the bring-up task table below for details

SDDC Bringup finished at 6/5/23, 5:20 PM. O tasks in progress Q, Search Tasks Status
Tasks Start Time End Time Status
Create vSAN vmknics 5:19:46 PM  5:20:05 PM (@ Success
Configure VLANSs on vSphere Distributed Switch Portgroups 5:20:06 PM  5:20:10 PM @ Success
~ @ Failed
Migrate VMs to vSphere Distributed Switch 5:20:10 PM  5:20:18 PM

VMs [LXCA] were not migrated to DvSwitch env174-m01-clO1-vdsO1

Migrate ESXi Host vmknics to vSphere Distributed Switch (© Not Started
Detach ESXi Host vmnics from vSphere Standard Switch (© Not Started
Attach ESXi Host vmnics to vSphere Distributed Switch (© Not Started
Remove vSphere Standard Switch (© Not Started
Update vSAN Hardware Compatability List (HCL) Database (3) Not Started

BACK RETRY
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Edit Settings | Lxca

Virtual Hardware

EW DEVICE ~

192

LSI Logic Parallel

¥ Connected

¥ Connected

Additional Hardware

‘ CANCEL |

VMware Cloud Foundation
Cloud Builder will deploy your SDDC.

< 9 9 < ®

Select Platform Review Prerequisites Prepare Configuration

Validate Configuration Deploy Cloud Foundation

) SDDC Bringup is in progress.

SDDC Bringup started at 6/5/23, 5:28 PM. 1 tasks in progress

Tasks Status
Tasks Start Time  End Time Status
» Create vSphere Cluster &) success -
~ Management Cluster Configuration @ Success
Create vMotion vmknics 5:19:44 PM  5:19:46 PM @ Success
Create vSAN vmknics 5:19:46 PM  5:20:05 PM @ Success
Configure VLANS on vSphere Distributed Switch Portgroups 5:20:06 PM 5:20:10 PM @ Success

I Migrate VMs to vSphere Distributed Switch 5:28:56 PM  5:28:57 PM (@ success I

Migrate ESXi Host vmknics to vSphere Distributed Switch

5:28:57 PM  5:29:04 PM @ Success
Detach ESXi Host vmnics from vSphere Standard Switch 5:29:04 PM  5:29:06 PM @ Ssuccess
Attach ESXi Host vmnics to vSphere Distributed Switch 5:29:06 PM 5:29:09 PM @ Success
Remove vSpbhere Standard Switch 5:29:09 PM_5:29:10 PM ) suceess e

BACK

N. When Bring Up is completed, click the Finish button:
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VMware Cloud Foundation
Cloud Builder will deploy your SDDC.

@ 9 9 o ®

Select Platform Review Prerequisites Prepare Configuration Validate Configuration Deploy Cloud Foundation

@ Deployment of VMware Cloud Foundation is successful

1 DOWNLOAD @ PRINT

SDDC Bringup finished at 6/5/23, 6:28 PM. O tasks in progress Q, Search Tasks Status
Tasks Start Time End Time Status
> Populate Inventory for transport zone and cluster association for management domain ) Success .
> Post Deployment Configuration of vSphere Cluster © Success
> Post Deployment Configuration of vSphere Cluster (@) Success
> Disable Bash Shell on vCenter ) Success
> Configure NSX-T Data Center to Comply with Security Requirements @ Success
> Perform configuration changes on SDDC Manager to disable basic auth based API access ©) Success
v Perform disable SSH operation on all ESXi hosts ) Success
Generate SDDC Manager Input Data 6:28:44PM  6:28:44 PM @ Success
Disable SSH on ESXi host 6:28:44 PM  6:28:45 PM © Success

BACK FINISH

O. Cloud Builder has successfully deployed the new VMware Cloud Foundation SDDC. Click Launch

SDDC Manager to view the newly deployed environment:

SDDC Deployment Complete X

@ You have successfully deployed YMware Cloud Foundation.

VMware Cloud Foundation Proactive Support

Skyline proactive support helps you avoid problems before they occur and
reduces the time spent on resclving active support requests. With just a few
clicks you can increase team productivity and the overall reliability of your
VMware environments. And, it's included in your active Production Support or
Premier Services subscription. With Skyline, you've got control, and we've got
your back. Please install Skyline to enable proactive support for your Cloud

LAUNCH SDDC MANAGER

P. At this point, the Cloud Builder appliance can be powered off and deleted from disk.

Foundation environment

3.9 Step 8 — Deploy Lenovo XClarity Integrator for VMware
vCenter

A. Log into the vCenter Ul, click the Navigation menu on the left and select Inventory.

B. Right-click on the desired cluster and select Deploy OVF Template.
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C. Provide the LXCI file downloaded at the beginning of this document, Invgy_sw_vmuim_102-

8.2.0_vmware_x86-64.ova

I o mmo

Provide the Virtual Machine name, select the folder, and click Next.
Select the compute resource, either cluster or resource pool, click Next.
Under Review details, click Next.

Select the desired storage location and click Next.

Select the desired port group, leave IP allocation and IP protocol as Static — Manual and IPv4,

respectively.

I.  Under Customize template, provide the following information:

Leave IP allocation and IP protocol as default.
Provide IP address, Netmask, and Gateway.
Provide the Host name & Domain name.

Provide the DNS servers supplied in the Deployment Parameter Workbook, click Next.

Click Finish and wait for the OVA template to deploy, then power it on.

K. This screen indicates when the initially deployment is completed:

" LXCI - VMWhware Remote Consele - O *

VMRC ~ ="}

dosZunix: converting file retcrslenovorslxci uus-global.conf to Unix format...
update-rc.d: retcrsinit.d-/postgresgl-server exists during rc.d purge (continuwing)
nginx: [warnl “s=sl_stapling” ignored, no OCSP responder URL in the certificate "
setc/nginxsca.pen”
update-rc.d: setcsinit.dsntpd exists during rc.d purge (continuing)

Removing any system startup links for ntpd ...

~etc/rcO.d/K20ntpd

~etcsrel.d K20mtpd

~etcsrcd . d/S20mtpd

~etcsred.d S20mtpd

~etcsred . d S20mtpd

~etc/rc5.d/S520mtpd

~etc/rch.d K20ntpd
update-rc.d: setcrsinit.dssshd exists during rc.d purge (continuing)

Removing any system startup links for sshd ...
Starting nginx: Starting record

Lenovo XClarity Integrator - Uers

Manage the appliance from: https:- -172.29.175.73admin

etho: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500 metric 1
inet 172.29.175.73 netmask 235.2595.252.0 broadcast 172.29.175.255
inetb fed0::250:56ff:febB8:499c prefixlen 64 =copeid 0x20<link>
ether 00:50:56:b8:49:9¢c txqueuelen 1000 (Ethernet)

Ixciumuw login: _

L. Navigate to the LXCI web interface displayed on the console:
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XClarity Integrator for VMware vCenter

m Step 2 Step 3

License Agreement
Please read the following license agreement carefully.

License Agreement

This License Agreement (this “Agreement™) by and between Lenovo on behalf of itself and its
Affiliates {collectively,

“Lenovo™) applies to each Lenovo Software Product that You acquire, whether it is
preinstalled on or included with a

Lenovo hardware product, acquired separately, or downloaded by You from a Lenovo website, a
third-party website

or an application store approved by Lenowvo. It alsc applies to any updates or patches to
these Software Products.

This Agreement does not apply to non-Lenovo software that is either preloaded on or
downloaded to Your product,

nor does it apply to any Software as & Service or Software Product offerings that come with
their own licensing terms.

This Agreement is available in other languagess at
https://support.lenovo.comfus/en/solutions/htlae141.

1. Acceptance of this Agreement

Lenovo will license the Software Product to You only if You accept this Agreement. You agree
to the

terms of this Agreement by clicking to accept it or by installing, downloading, or using the

Fiuiorg

(]l accept the terms in the license agreement

Third party licenses

Previous Mext

M. Check the box to accept the license agreement and click Next.

N. Verify the network settings are correct and click Next:
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XClarity Integrator for VMware vCenter

Step 1 Step 3

MNetwork Setting

Edit network access of the management server

Host Name, Domain Name and DNS for virtual appliance

If you configure both host name and domain, FQDN ( [hostname].[domain] ) will be used for vCenter registration. In this case,
please ensure DNS is correctly set in vCenter.

Host Name: |Ixci |
Domain Name: |pse.lab ‘
DNS: |1T2.29.24D.T,1?2.29.8.? |

Separate multiple DNS address with ')’

IP Settings
By default eth0 is used for connecting both vCenter and BMC network. You can enable eth1 for BMC network, as below:

Eth0: [ vCenter [ BMC

IPv4 IPv6
Eth0: [ Use statically assigned IP address  w| | [ Use stateless auto configuration v
IPaddress:  [17229.175.73 | | IPaddress:
Netmask: |255_255_252_0 \ Prefix Length:
Default gateway: | 17229172 1 | AUTO
(]Enable Eth1:
Previous Mext

O. Provide a username & password for the LXCI appliance and click Submit:
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XClarity Integrator for VMware vCenter

Step 1 Step 2

Account Configuration
Create a user account to access Lenovo XClarity Integrator for VMware vCenter.

Username: ‘ admin ‘

Password:

Must be from 8 to 20 characters
Must contain at least one number
Must contain at least one upper/lower letter
Cannot be a repeat or reverse of user 1D
Mot more than 2 consecutive instances of same character
Cannot contain "\ character
Must contain at least 2 of the following combinations:
1.At least one upper-case letter
2 At least one lower-case letter
3.At least one special character

Confirm (R —

Password:

Previous Submit

P. Once completed, the wizard will redirect to the LXCI login interface. Provide the credentials supplied
and click Login.
Q. Navigate to the Date And Time section on the left pane.
e Set Region & Time Zone
e Select the radio button for Synchronize with NTP server and provide the NTP server utilized in the
Deployment Parameter Workbook

e Clicking Save will prompt to reboot the LXCI appliance for the changes to take effect.

Warning :

Please reboot Lenovo XClarity Integrator Appliance manually to sync
date and time. Othenwise, date and time will be inconsistent between

log files and the system

e Click OK, then click Power Control on the top right:
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Power Control
This will shutdown or restart the management appliance. The user jobs listed below will be canceled as part of the shutdown or restart.

Job Name v Status v Start ~  Progress v

Shutdown Restart Cancel

e Click Restart and wait for the appliance to reboot.
R. After reboot, navigate to vCenter Connection and click Register:

S. Provide the vCenter FQDN, Username, and Password, then click Register:

Plug-in Registration

The XClarity Integrator plug-in needs to register itself to a vCenter Server with an administrative user or a dedicated service
user. You can also register this plug-in to multiple vCenter Servers that are linked to a Platform Services Controller{(PSC) by
providing a PSC hostname and administrative user. You will then be asked to provide the service user for the XClarity

Integrator plug-in to use permanently with those vCenter Servers.

@ vCenter Server () Platform Services Controller

Host: envi74-vc pse lab

@ User Input (O Use Stored Credentials

Username: administrator@vsp Password: R |

(] Grant the needed privileges automatically

Ensure that the user has these privileges, or you may provide an administrative user for one time usage to grant the needed
privileges to the service user.

Cancel Register

e Repeat if you have additional Workload Domains.
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Plug-in Registration

Register/deregister Lenovo XClarity Integrator with VMware vCenter.

Register Deregister Edit Credential
Host ~  Username
env174-vc.pse.lab administrator@vsphere local
env174-wld01-vc pse. lab administrator@vsphere local

v Version
703
703

~  vSphere Lifecycle Manager

Enabled

Enabled

T. Once registration is complete, navigate to the vSphere Client, click the Navigation menu and select

Lenovo XClarity Integrator at the bottom:

(n] Home

& Inventory

[ Content Libraries

vSphere Client

o Workload Management

=L Global Inventory Lists

[% Paolicies and Profiles

¢~ Auto Deploy

! Hybrid Cloud Services

* Developer Center

%% Administration

£ Tags & Custom Attributes

r‘\'}' Lifecycle Manager

‘} Lenovo XClarity Intearator

U. Click ADD LENOVO XCLARITY ADMINISTATOR, provide a Hostname, Username, and Password:
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Registration Wizard Registration X

C = Acti .
1 Choose Action ) Use an existing account

© Create a new account by connecting with this administrative account
2 Reqistration

Hostname or IP address: Ixca.pselab
3 Result

Username: admin

Password: R ——

CANCEL BACK NEXT

V. This integrates LXCI and LXCA together into vCenter:

= vSphereClient O,

Lenovo XClarity Integrator INSTANCE

Home
Manage Firmware Packages
&5 Managed Servers @ Q Discover Servers (7]
6 mo Manageable Lenovo Servers Discover New Servers
@,
=f§ Service Status [ j Product Information [
Lenovo XClarity Integrator for VMware
Service Address Status Action B n:8.2.0 102
XClarity ce xcipse lab | i t, All Rights Reserved
envi74- \/ I -t
XClarity
envi74-
[3Len e Agreement
XClarity X S
7 Ad
i Online Docum
Launch to the page to: (7 ADD VCENTER SERVER © Produc
Visit Forum
[7 ADD LENOVO XCLARITY ADMINISTRATOR -
@ Submit idea

e |t's possible to download firmware packages to deploy directly in vCenter through vSphere

Lifecycle Management:
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vSphere Client O, Administrato

Lenovo XClarity Integrator INSTANCE LXCI.PSE.LAB:443

Manage Firmware Packages Import firmware packages that are stored in CIFS remote repositories or download them from Lenovo repositories on the Internet.  Note: please delete outdated or ir f ages that you are not using to

save spac
0O copy DELETE | £] IMPORT LIST
Firmware Package Name version 4 status Description %
(Date) Lenovo ThinkSystem V2 Server Repository Pack 4.0.0
Lenovo
Lenovo ThinkSystem Server Repository Pack Lenovo valic
nioaded Lenovo validated firmware best recipe and packages for ThinkSystem V2 Server
Lenovo ThinkSystem V2 Server Repositol 4.0.0(2023/03/22) Reaah Lenovo valic
° Pack ¥ postory d )0 v e Supported ESXi Versions
7.03
Lenavo ThinkSystem Server Rej tory Pack Lenc valic 8.00
nicaded R
801
Lenovo ThinkSystem V2 valic
Pa nioaded .
Supported Addon Versions
hinkSystem Server Rey LV0.800.10:1
nioaded
LVO.801.10.1
hinkSystem V2 valic Lvo 12.1
Downloaded V07031011
Supported Machine Types -
» »

e |t's also possible to bring in Firmware Policies from LXCA and patch at the cluster level:

vSphere Client O , | & Administra PHERE LOCAL

¢ @ env174-widO1-clO1 |

Configure
Services

[ envi7a-moiciot Configuration
1 Create Task
envi74-widO1-ve pse lab T

B RPSI firmware update
E| Aps-nc Trust Authority n

Alarm Definitions

S T 3 Task Options © Update with a p fi rity Administrator
CERITE T EIED 2 4 Confim « The update task will be delegated to run from XClarity Administrator u

policies and fi
Lenove XClarity Integrator v

Rolling Update Thef i sitory must be re
Rolling Reboot
VSAN
Services
Disk Management * The update t will be carried by XClarity
Fault Domains « The firr y must be configt
Remote Datastores ee configuring t

cancEr m
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— vSphere Client

< @ envi74-wid0l-clol | :

Configure

Select Version

1 Create Task

All hosts

2 select Version envi74-node pse lal

[ envi74-wido1-ciol

ons
B 1229174190 . . 3 Task Options

4 Confirm

3.10 Step 9 — Deploy VI Workload Domain (Optional)

Caution must be taken when deploying new VI Workload Domains or clusters. If it is intended to use the new
vSphere Lifecycle Management (vVLCM) feature introduced in vSphere 7, the image must be applied during
the cluster creation process. For more information on vLCM, see the following:
https://core.vmware.com/resource/introducing-vsphere-lifecycle-management-vicm.

*NOTE* - DO NOT apply a vLCM image to any pre-existing clusters inside vCenter, as this may result in the
inability to apply ESXi upgrades in the future. Please see the following: htips://kb.vmware.com/s/article/93220.

Workload domains consist of their own vCenter and NSX managers that are separate from the management
domain. The workload domain vCenter will join the SSO domain of the management domain, but NSX will
remain separate. Ensure the following configuration items:

e DNS
o vCenter
o NSX Managers
= AB,andC
= Cluster VIP
o Any planned NSX Edge nodes
= These are not deployed during workload domain creation
e Networking
o NSX Overlay VLANS for hosts and edges

= Edge overlay network is needed if/iwhen edge nodes are deployed

The following steps walk through creating a VI Workload Domain with a vLCM image. At a high level, an
empty cluster must be created and the image settings applied, then imported into SDDC Manager. Let’s get
started.
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A. Create cluster image

e Log into vCenter, ensure to be in the Hosts and Clusters view

e Right-click on the virtual datacenter and select New Cluster

¢ Provide a descriptive name, leave DRS, HA, and vSAN disabled, check the box for Manage all

hosts in the cluster with a single image and select Compose a new image.

New Cluster Basics

1 Basics Name VLCM Image

Location M env174-mO1-dcOt
i) vSphere DRS
L) vSphere HA

VvSAN

Select 7.0 U3l — 21424296 for the ESXi Version, and the appropriate Lenovo Customization
Addon for the servers being deployed.
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New Cluster Image

1 Basics

Image setup

ESXI Version

Vendor Addon (optional)

The cluster image can be further customized later

e Then click FINISH to create the empty cluster with the vLCM image.

New Cluster

1 Basics VLCM Imago

Location ) envi74-mO1-acOt
2 Image
vSphere DRS Disabled

3 Review vSphere HA Disabled

VvSAN Disabled

Single Image for Enabled
duster

Lenovo, Inc. Lenovo Customization ..

Now that the cluster is created and vLCM image applied, we must update it to include firmware

updates. Click EDIT on the top right.
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Select Lenovo XClarity Integrator as the hardware support manager (HSM), then select the latest

Repository Pack that is supported.

Select Firmware and Drivers Addon

Select the hardware support manager

Lenovo XClarity Integrator

Select a firmware and driver addon

Lenovo ThinkAgile VX Repository Pack

Lenovo ThinkAgile VX Repository Pack

Supported ESXi Versions

No included drniver components

o Verify the Image settings and click SAVE.
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B. Import vLCM into SDDC Manager

e Loginto SDDC Manager and navigate to Image Management under Lifecycle Management.

Image Management

e Navigate to the Import Image tab, select the workload domain where the empty cluster was
created, then select the cluster. Provide a descriptive name of the image being imported, then

click EXTRACT CLUSTER IMAGE.
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Image Management

05 EXTRACT CLUSTEN IMAGE

Image Management

e Navigate to Available Images to view the newly imported image and the configurations associated
with it.

Image Management

C. Commission new ESXi hosts in SDDC Manager

e Log into SDDC Manager, navigate to Hosts under Inventory, then click COMMISSION HOSTS
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46

e Ensure the hosts meet all requirements

Checklist

Commissioning a host adds it to the VMware Cloud Foundation inventory. The host you want to commission must =
meet the checklist criterion below.

select All
Host for vSAN workload domain should be vSAN compliant and certified per the VMware Hardware

Compatibility Guide. BIOS, HBA, SSD, HDD, etc. must match the WMware Hardware Compatibility
Guide.

Host has a standard switch with two NIC ports with a minimum 10 Gbps speed.

ﬂ Host has the drivers and firmware versions specified in the VMware Compatibility Guide.

Host has ESXiinstalled on it. The host must be preinstalled with supported versions (7.0.3-
21424296)

Host is configured with DNS server for forward and reverse lookup and FQDN,

Hostname should be same as the FQDN,

Management IP is configured to first NIC port.

Ensure that the host has a standard switch and the default uphnks with 10Gb speed are configured
starting with traditional numbering (2.g., vmnic0) and increasing sequentially.

Host hardware health status is healthy without any errors,

All disk partitions on HDD / S50 are deleted.

Ensure required network pool is created and available before host commissioning.

Ensure hosts to be used for VSAN workload domain are associated with VSAN enabled network
pool

Ensure hosts to be used for NFS workload domain are associated with NFS enabled network pool.

Ensure hosts to be used for VMFS on FC workload domain are associated with NFS or VMOTION -

e Add the host FQDN, select the storage type, provide the network pool, login credentials, and click
ADD.
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EI Commission Hosts Host Addition and Validation @

w Add Hosts
1 Host addition and Validation

You can either choose 1o add host one at & tme or download JSON template and perform bulk commission

ﬂ add new It
Hast FQDN envii4-nodes pse lab
Storage Type 0 vsan NFS VMFS on FC vl
VAN Type (D Local WSAN
Metwork Pool Name (5 ST -mOnp0
User Name oot
Password avemaraaens o m

Hosts Added
ck on Confirm FingerPrint button & @ in the below grid te énable or disable 1o validate hosts before procesding to commi y
CANCEL

o After all nodes are added, click the checkbox to confirm the fingerprints of the nodes, then click
VALIDATE ALL.

] Commission Hosts Host Addition and Validation @

WALIDATE ALL

1 Host Addrbion and Validation Vallidation

FGODN Mptwok Pood IP Asdress B Contirm FingerPrist Sialus "
eN174:n00e " 4 9,174,908 o = alsdatid
-
o
174.nodeT D Ay i 2174 o .:_'_':.* alidated
@
n & a = alsda
@
4 £ & o 5 e = alslal
CI-\ xE& ". h
1 *L B+Tugk
CHXXCN 12 AR
1 4 hodts
CAMCEL

D. Create VI Workload Domain

47 Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



¢ Navigate to Workload Domains under Inventory, click + WORKLOAD DOMAIN and select VI —

Workload Domain.

Workload Domains

+ WORKLOAD DOMAIN

e Select vSAN and click BEGIN

Storage Selection @

0 vsan
MFS
WMFS on FC

Vol

C;“;CE_ m

e Provide a name for the new Workload Domain and check the box for Manage clusters in this

workload domain using images.

48 Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



VI Configuration General Info @

1 General info

Virtual infrastructure Name (0 RP

)

Organization Name (@) RPS

Lifecycle Management
J v

Manage clusters in this workiocad domain using images

o Thas option will s&t up clusters m this workioad domam with mages. All hostsn &
cluster inhent the same software and firmware specified in the image, thus

o This setting replaces baselines in the cluster, and cannot be changed once the

workload doman i deployed

Scakon

e Provide a name for the cluster and select the image that was previously imported.
VI Configuration Cluster @ %
Enter the detads for the first cluster that will be created as default in this new worklioad domain
! General info
2 Cluster

Cluster Name (D)

ewW174-wid01-clol

image (3) ESXt 7.0u3L - LVO.703.10.1
ESXi Version Vendor Addon (3) Components ()

CANCEL BACK ‘ NEXT

Provide the FQDN for the workload domain vCenter, as well as the appliance credentials.
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Wl Configuration

V1 Configuration

50

General info

3 Compute

3

L]

Compute &

vCenter

vCenter FQDN ()

vCenter IP Address (1)
vCenter Subnet Mask ()
vCenter Default Gateway G}
vCenter Root Password @

Confirm vCenter Reot Passwond

enyi74-wid01-v pse lan

2353382500

1722010721

e The network section requires multiple components:

General Info

Cluster

Compute

Networking

o

o

e}

Three NSX manager FQDNs and one cluster VIP FQDN

NSX Manager and appliance credentials

IP configuration for host overlay

Networking @

MEX Mansger details for warklosd domaan snd detault dhuster

Workload Domain details

FQDN1 (D

P Address 1(D)

FoDM 2 (D

P Address 2 I:L\

FGON 3 (D)

P Address 3 (D)

env174-nsx-widOla pse lab

1722917412

e 17 4-nex=-widOib pse. lab

1722917413

envTFd-nix-widOie pas lab

1722917414

CANCEL

S

BACK

Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



VI Configuration Networking @

1P Aliocation (D Static IP Pool

A WSS WIER § S1A1C 1P OOl CANNOt DE SHEIChed SCI0ss avatabinty Tone

1 General info

2 Cluster

© Craate New Stanc 1P Pool
3 Compute
Pool Name (@ wid01-®-Pool-v23
4 Networking

Description (D

CiorR @© 17223172.0/22
1P Range (© 17223172 100-172.23.172.199
Gateway P () 172231721

e Select the desired vSAN configuration

W1 Configuration vSANMN Storage &
1 General Info vSAMN Parameters
2 Cluster
Failures to Tolerate (T) o @

3 Compuis

WS &M DIRE " OmoE o
4 Metworking vSAN Deduplication and Compression ﬁ}

5 vSAM Storage

CANCEL BACK | HEXT

e Select the desired hosts to build out the workload domain’s cluster
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Wl Configuration

W1 Configuration

52

General Info

5]

Cluster

(]

Compute

s

MNetworking

w

VEAMN Storage

6 Host Selection

Host Selection &

A\ Add Wi only supports hosts that have physical NICs O and 1, please ensure these are connected and active, as
these will be used to connect 1o DWS from UL Use AP to select hosts with other physical NIC configurations

At least 3 ESXi hosts are required for creating a Vi workload domain with vSAMN storage. As a best practice,

WMware recommends using hosts with identical or similar configuratson including storage for a cluster. For more

information. see the product documentation

Select Hosts

4 hosts selected (3« hosts required) (T)

FODN

envi74-nodes pse lab (1)

B envi?anodeTpselab (D

envi74-nodes pse lab (1)

anwiT4-

Mamary

38366 GB

HBisece

38356 GB

Show only selected hosts

Raw
Slorage

1381 Ge

1381 68

1371.81 G8

CANCEL

Dy

BSSD. 0
HDD

B550.0
HDD

85500

T

RESET FILTER

Sterage v
Type

ALL-FLASH
ALL-FLASH

ALL-FLASH

o Verify the object names for everything being created in the workload domain and then begin

deployment

1 General info

2 Chuster

3 Compute

4 MNetworking

5 wSAN Storage

6 Host Salection

7 License

8 Object Names

e This is a long running task that may take several hours to complete

Object Names @

wirtual Infrastructure Mame
Cluster Mame

wCenter Mame

RP3

anv]74-wid01-ch

envl74-wid0l-ve

Your mput above will be used 45 & pre-fix 1o géndrate vSphere Object Npmes

Object Namad

resource vis

FEsSoUrce DOrigroupmanagemant

FESOUNCE DOl igroum vmaoton

FESOUNCE DOrtgroum vsan

Description

vSphere Destnbuted Switch

Distnibuted Port Group for

Management Traffic

Distributed Port Group for vMation

Trathc

Distributed Port Group for vSAN

Trafhc

Ganarsled Nama

RPS-enviT4-wid01-ve-enmvl 7 4-wid Ot
c=wdsn

RPS-env174-widDl-ve-em 74-widoi-

CR-vdE0T-management

O1-vmation

O1-w San

AT4-wdd0N-ve-env] 7 4-wid Ol

AT 4-WAd0N-ve-env] T 4-wid Ol

CANCEL BALCK m
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*IMPORTANT* - Workload domain creation may fail at the step of applying the cluster image. This is due to
the HSM not being registered to the newly deployed vCenter, in this case Lenovo XClarity Integrator (LXCI).
Once the vCenter is deployed and online, log in to LXCI and register the newly created vCenter. If the
workload domain creation task failed, click RETRY once LXCI is registered to the new vCenter.

e Once completed, the newly created workload domain will register as ACTIVE

Workload Domains

¢ WORKLOAD DOMAIN

e Log into vCenter, navigate to the newly created cluster and select the Updates tab to verify the

image was applied and all nodes are compliant.

e Delete the vLCM Image cluster

3.11 Step 10 — Deploy Azure VMware Solution

For instructions regarding the deployment of Azure VMware Solution (AVS), please see the following
documentation: https://learn.microsoft.com/en-us/azure/azure-vmware/deploy-azure-vmware-

solution?tabs=azure-portal

AVS requires a single /22 network to deploy the management components of the hosted SDDC stack. All
infrastructure items will be assigned IP addresses from this block, including vCenter, NSX Managers, ESXi
hosts, etc. Additional subnets will be required for VM workloads, Azure Virtual Networks, and other Azure
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Native components. Care must be taken when creating these subnets to ensure these IP subnets do not
overlap anywhere else in the environment.

There are multiple solutions available to connect the on-premises VMware private cloud to the hosted
VMware cloud, such as Microsoft Azure ExpressRoute or VMware VeloCloud SD-WAN. The accompanying
reference architecture uses ExpressRoute as the connection. For an example of setting up Microsoft Azure
ExpressRoute, please see the following document:

3.12 Step 11 — Configure Hybrid Cloud Management

3.12.1 VMware Aria Operations

Through the utilization of Software-as-a-Service (SaaS), there’s no need to deploy and manage the lifecycle
of the VMware Aria Operations appliance. This removes the burden from the VMware admin, removing
complexity and freeing up local resources otherwise consumed by the virtual appliances. VMware Aria
Operations SaasS is regularly updated, which ensures continuous delivery of new features and bug fixes.
Note: A VMware Cloud on AWS instance is not required to run the SaaS version of VMware Aria Operations.

To get started with VMware Aria Operations, please see the following document:

The customer will need to deploy the VMware Aria Operations cloud proxy. For detailed instructions on
deploying the cloud proxy, please visit the following document:

After the VMware Aria Operations cloud proxy has been deployed and registered in the cloud services portal
(CSP) in VMware Cloud on AWS, proceed with the following steps to build the single pane of glass visibility
into the on-premises, private cloud, and public cloud components.

A. Connect VMware Aria Operations to the newly deployed VCF SDDC.
e Log into the VMC on AWS console by navigating to
e Select Services on the left navigation bar, then click “LAUNCH SERVICE” on the VMware Aria
Operations tile.
¢ In VMware Aria Operations, click Data Sources on the left navigation pane and select
Integrations, click ADD.
e Click the VMware Cloud Foundation tile:
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https://docs.vmware.com/en/VMware-Aria-Operations/SaaS/Getting-Started-Operations/GUID-7C52B725-4675-4A58-A0AF-6246AEFA45CD.html
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-] VMware Aria Operations ~ N Luke Huckaba

B s regon)

Integrations

e Click YES when prompted to install the required Management Pack.

Juired

o install Manat

e Provide the required information to connect to the SDDC manager, ensuring to select the newly

deployed cloud proxy under Collector / Group.
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w VMware Aria Operations

vmi

unt Information
Integrations

[y Environment

SDDC Manager
Credential

Collector / Group

o After clicking SAVE, the Domains tab becomes available with both the Management Domain, as

well as the VI Workload Domain.
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w VMware Aria Operations
|

Integrations

ud P

Credential

Collector / Group

MNear Real-Time Monitoring

Operational Actions

Settings

e Click NEXT to view the vSAN section (no changes are needed):
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VMware Aria Operations

vimw
US West (Oregon)

Search for an object, metric, dashboard and more...

Add Account

i /

Domains

Data Sources

Integrations Configure each domain to enable it for monitoring.

Cloud Proxies & env174-mO1

Environment
vCenter Service Discovery
Visualize
vSAN configuration @ Activated
Troubleshoot
|:| Use alternate credentials

L (] Enable SMART data collection

Configure

Automation Central

Administration

Developer Center

e Click NEXT to view the NSX-T section, provide credentials for the NSX-T Manager provided
during SDDC Bring Up. There will be multiple certificate trust prompts as the cloud proxy

validates connections to all nodes in the NSX-T Manager cluster.
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w VMware Aria Operations
U n)

Integrations

Cloud Pr

Credential

e Click NEXT to move to the Service Discovery section (no changes are needed).
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VMware Aria Operations

B Data Sources

Integrations.

£\ The Service Discovery works with specific versions of VMTools. For details, see KB78216

e Click SAVE THIS SDDC.
e The status of the newly added VCF integration will show a Warning while the initial connection &
discovery is being made. Once complete, the status will have a green check mark and say “OK”.
B. Connect VMware Aria Operations to Microsoft Azure public cloud.
Before adding the Microsoft Azure account to VMware Aria Operations, an application and secret
must be created in Azure Active Directory.
e Log into the Microsoft Azure portal and navigate to Azure Active Directory.

o Click App registrations in the left navigation pane and click “+ New registration”.
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Microsoft Azure D Search resources, servi

Home >

v VMware, Inc. | Overview

Azure Active Directory

“ + Add %J;?'.Ef Manage tenants What's new 5 Preview fe
O overview -
Braview festures @ Azure Active Directory is becoming Microsoft Entra ID. Learn more C
# Diagnose and solve problems Overview Maonitoring Properties Recommendations T
Manage =
J A Search your tenant
& Users
Basic information
&% Groups
BE External Identities Name VMware, Inc.
& Roles and administrators
Tenant ID I I |E
-‘l Administrative units
_ Primary domain | |
& Delegated admin partners
#  Enterprise applications License | |
LN Devices Workload License | |
&% App registrations I
Alerts

— S

Home » VMware, Inc.

gz VMware, Inc. | App registrations  #

- .
Azure Active Directory

“ + Mew registration @ Endpoints ﬂ Troubleshooting O Refresh i Download & Preview features Rj Got feedback?

-
O overview Mew registration

B2 preview features
o Starting June 30th, 2020 we will no longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will o

% Diagnose and solve prablems upgraded to Microsoft Authentication Library (MSAL) and Microsoft Graph. Learn more

Manage
All applications Owned applications ~ Deleted applications
ﬂ Users —
& Groups ‘ P Start typing a display name or application (client) ID te filter these r... | +? Add filters

e Provide a descriptive name, select “Accounts in this organizational directory only”, and click

Register.

62 Deployment Guide for VCF on ThinkAgile VX and Azure Virtual Services



Microsoft Azure £ Search resources, services, and docs (G+/)

Home » VMware, Inc. | App registrations >

Register an application

* Name

The user-facing display name for this application (this can be changed later).

Wikware Ariz Operations [V

Supported account types

Who can use this application or access this API7

@ Accounts in this organizational directory only (vMware, Inc. only - Single tenant)

O Accounts in any organizational directory (&ny Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts (e.g. Skype, Xbox)

O Personal Microsoft accounts only

Help me choose...

Redirect URI (optional)

We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Select a platform ~ | | e.g. https://example.com/auth

Register an app you're warking on here, Integrate gallery apps and other apps from outside your organization by adding from Enterprise applications.

By proceeding, you agree to the Microsoft Platform Policies =

e Click the name of the newly created registration, then click “Add a certificate or secret” under

“Client credentials”.
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Microsoft Azure £ search resources, services, and docs (G+/)

Home > VMware, Inc. | App registrations >

8 VMware Aria Operations  »

|,D Search | « j Delete @ Endpoints [&] Preview features

B Overview 0 Got a second? We would love your feedback on Microsoft identity platferm (previously Azure AD for developer).

& Quickstart

# Integration assistant A Essentials
Manage Display name Client credentials
VMware Aria Operations Add a certificate or secret

B Branding & properties Application (client) ID Redirect URIs
| Add a Redirect URI

—3 Authentication

Object ID Application ID URI
Certificates & secrefs | | Add an Application 1D URI
I Token configuration IDirectory {tenant) ID 1 Managed alpplicatior.\ in local directory
VMware Aria Operations

= -
APl permissions Supported account types

& Expose an API My organization only

e Click “+ New client secret” and provide a description of the secret and expiration.

e Be sure to copy the value for the secret, as the only time it is viewable is upon creation.

= Microsoft Azure 0 search resources, services, and docs (G+/) = 7 Ihuckaba@vmware.com | &,
VMWARE, INC. (ONEVMW.ONMI... .

Home » VMware, Inc. | App registrations » VMware Aria Operations

VMware Aria Operations | Certificates & secrets = X

|P Search | « (C'{j Got feedback?

i Overview
& Quickstart @ Gota second to give us some feedback? =

# Integration assistant

Credentials enable confidential applications to identify themselves to the authentication service when receiving tokens at a web addreszable
Manage location {using an HTTPS scheme). For 2 higher level of assurance, we recommend using a certificate (instead of a client secref) as a
credential.
B2 Branding & properties

—3 Authentication

“ Application registration certificates, secrets and federated credentials can be found in the tabs below.
Certificates & secrets

Il Token configuration

. Certificates (0) Client secrets (1) Federated credentials {0)
- AP| permissions e

& Expose an API A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.

B App roles Client secret values cannot be viewed, except for immediately after creation. Be sure to

L App I = Mew client secretl save the secret when created before leaving the page.

& Owners
Description Expires Value & Secret ID

ik Roles and administrators _
ViMware Aria Operations 7/17/2025 1 In | In ™

il Manifest

Now that an application and secret have been created, VMware Aria Operations can now connect to
Microsoft Azure.

e In VMware Aria Operations, click Data Sources on the left navigation pane and select
Integrations, click ADD.
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e Click the Microsoft Azure tile.

" VMware Aria Operations

and more...

| SDDC ) | VMware Cloud | | PublicCloud ) [ APM | | Other |

e Provide a name and description (optional), as well as the information created in the previous
steps from the Microsoft Azure portal. A new Credential is needed consisting of the application ID

and secret created in the previous steps.
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w VMware Aria Operations
U i O

ount Information
Name

Description

Conn

Account Type

Services

Regions

Subscription ID

Directory (Tenant) ID

Credential

Collector / Group

e Click ADD. The status will display a Warning while the service begins the initial discovery
process.

C. Connect VMware Aria Operations to Microsoft Azure VMware Solution (AVS).

The workflow to connect AVS to VMware Aria Operations is nearly identical to the process of adding
VCF. However, the key difference is the credentials for AVS are the same used to add Microsoft
Azure.

e In VMware Aria Operations, click Data Sources on the left navigation pane and select

Integrations, click ADD.
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B VMware Aria Operations

VW s egon)

Public Cloud

Integrations

R Environment

2 Tro

Optimize

e Click YES when prompted to install the required Management Pack

Installation Required

It will t while all Mana

e Provide the name and description (optional), as well as the application credentials created for the

previous step.
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w VMware Aria Operations
A \

ud A nt Information

Integrations

Name
ud P

Description

Subscription ID

Directory (Tenant) ID

Credential

Collector / Group

e After clicking SAVE, the Private Clouds tab becomes available.
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w VMware Aria Operations

Integrations le it for monitoring

Credential

Collector / Group

MNear Real-Time Monitoring

Operational Actions

i Settings

e Click NEXT to view the vSAN section (no changes are needed):
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VMware Aria Operations
US West (Oregon)

Search for an object, metric, dashboard and more...

Add Account

Ll !

Private Clouds

Data Sources
Integrations Configure each private cloud to enable it for monitoring.

Cloud Proxies

i PSE-AVS

Environment
vCenter Service Discovery
Visualize
vSAN configuration B Activated
Troubleshoot
|:| Use alternate credentials

Optimize [_] Enable SMART data collection

Configure

Automation Central

Administration

Developer Center

e Click NEXT to view the NSX-T section, provide credentials for the NSX-T Manager. These will be
found in the Microsoft Azure portal in the AVS resource under the Credentials section. There will
be multiple certificate trust prompts as the cloud proxy validates connections to all nodes in the

NSX-T Manager cluster.
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VMware Aria Operations
U n)

and more...

Integrations

Cloud Pri

Credential

e Click NEXT to move to the Service Discovery section (no changes are needed).
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VMware Aria Operations

Integrations

£\ The Service Discovery works with specific versions of VMToo!s. For details, see KB78216

D. Now that VMware Aria Operations is configured and all components have been registered, you can
view the status of these integrations by selecting Integrations under Data Sources in the left

navigation pane, and ensuring the Accounts tab is selected.

VMware Aria Operations
oy US We: o

14 items

Integrations
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3.12.2 VMware Aria Automation

This deployment guide also leverages the SaaS version of VMware Aria Automation for the same reasons
noted for VMware Aria Operations.

To get started with VMware Aria Automation, please see the following document:

VMware Aria Automation also requires the deployment of a cloud proxy specifically for Aria Automation. For
detailed instructions on deploying the cloud proxy, please visit the following document:

After the VMware Aria Automation cloud proxy has been deployed and registered in the cloud services portal
(CSP) in VMware Cloud on AWS, proceed with the following steps to register all the necessary components to
build a multicloud project that deploys VMs to the on-premises, private cloud, and public cloud environments.

NOTE: It is crucial to ensure all components added are tagged accordingly to ensure the automated
deployment of multicloud applications. This allows any items deployed by VMware Aria Automation to
automatically select the appropriate location, network, storage, and cloud zone.

A. Connect VMware Aria Automation to the new multicloud environemt.
e Log into the VMC on AWS console by navigating to
e Select Services on the left navigation bar, then click “LAUNCH SERVICE” on the VMware Aria
Automation tile.
o Atthe VMware Aria Automation welcome page, click the Assembiler tile.

e Click the Infrastructure tab.

Starting at the bottom of the navigation pane on the left and working towards the top provides the best
logical flow to set up all needed components in VMware Aria Automation.

B. Starting at the bottom of the navigation pane on the left and working towards the top provides the best
logical flow to set up all needed components in VMware Aria Automation.
o Click NSX-T Manager — Start here instead of adding vCenter
e Provide the name, NSX Manager VIP FQDN, select the newly deployed cloud proxy, provide a
username & password, then click VALIDATE.
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https://docs.vmware.com/en/VMware-Aria-Automation/SaaS/Using-Automation-Assembler/GUID-B9291A02-985E-4BD3-A11E-BDC839049072.html
https://docs.vmware.com/en/VMware-Aria-Automation/SaaS/Using-Automation-Assembler/GUID-B9291A02-985E-4BD3-A11E-BDC839049072.html
https://docs.vmware.com/en/VMware-Aria-Automation/SaaS/Using-Automation-Assembler/GUID-5CA0801E-A395-49DF-AF64-2CE4DFEDA016.html
https://docs.vmware.com/en/VMware-Aria-Automation/SaaS/Using-Automation-Assembler/GUID-5CA0801E-A395-49DF-AF64-2CE4DFEDA016.html
https://console.cloud.vmware.com/

¢ New Cloud Account

Type % NSX-T Manager

Mame * env174-nsx-widOl.pse.lab

Description

Credentials
NSX-T Manager IP address / FQDN * envl74-nsx-widOl.pse. lab @
Cloud proxy * Palmer-RPS
+ NEW CLOUD PROXY
Username * admin
Password *
Manager type Local
M5X mode Policy

74

[@ Credentials validated successfully. X I

e Skip the associations section and add Capability tags to associate this location with your project
or business unit, and add a location as a tag. In this example, Palmer is the project name and

RP5 is the location.

Capabilities

Capability tags ' Palmer x:} l RPS >-<:I' () Enter capability tags

e Now click + ADD CLOUD ACCOUNT and select vCenter Server.

e Provide the Name, vCenter FQDN, select the cloud proxy, username and password, then click
VALIDATE.

e Click the checkbox next to the virtual datacenter name to enable provisioning of resources to this
resource.

e Ensure Create a cloud zone for the selected datacenters remains checked.
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e Select the NSX Manager created in the previous step.

¢& New Cloud Account

Type [ vCenter Server
Mame * envl74-wld0l-vc_ pselab
Description

4
Credentials
IP address / FQGDN * env174-wid0ol-vc pselab @
Cloud proxy * Palmer-RP5

= NEW CLOUD PROXY

Username * administrator@vsphere.local

Password *

l@ Credentials validated successfully. b4

Configuration

Allow provisioning to these RP5-DC
datacenters *

Create a cloud zone for the selected datacenters

NSX Manager O, @& Palmer-RP5-NSX

e Skip site associations and add the same tags added to the NSX Manager created in the previous
step.

e Repeat the same steps for the AVS cluster:
o Add the NSX Manager first and select it when connecting to the AVS vCenter.

o Ensure the tags for the AVS deployment include a unique location tag:

Capabilities

Capability tags (Paimer X ) ( AVS X ) Q Enter capability tags

o If multiple AVS clusters are being used, assign a tag based on region, such as “AVS-
EastUS”.
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e Click “+ ADD CLOUD ACCOUNT” and click the Microsoft Azure tile.
e Adding Azure Cloud to Aria Automation follows the same process as Aria Operations, with the

addition of selected regions to deploy resources:

Configuration

Allow provisioning to these regions *

Ao

T
W
i
(&l
I
in
Jat

bd East US

| East US 2

[ | EastUs 2 EUAP

| East US STG .

Create a cloud zone for the selected regions

Capabilities

Capability tags

e Ensure Create a cloud zone for the selected regions remains selected.

|_Palmer X ) ( azure X ) (O Enter capability tags

e Add tags to associate this account with your project, as well as Azure Cloud.
C. Move up to Storage under Resources. Tagging datastores here is what tells Aria Automation where to

deploy the storage.

¢ If you have specific vSAN policies for different RAID or FTT levels, assign tags to them
accordingly. This deployment guide deploys onto VSAN datastores and inherits the default
storage policy.

e Click the Datastores / Cluster tab
o Locate the datastore for the on-premises deployment, select it by checking the box, then click

the TAGS button at the top. Enter the tags for project name and location:

Tags

1 objects selected

™ En ~ s
Add tags () Enter a new tag
Remove tags i:ﬂ Palmer X l 'Z:':ﬂ' RPS X :ﬁl @D

o Repeat this step for the AVS vSAN datastore named “vsanDatastore”.
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Storage Gier)

Storage Policies Datastores / Clusters Storage Accounts

Datastores and datastore clusters that can be used for provisioning disks. @

[Rccount - [paimer %] O add fiter. ® @ C

[ | Name Account / Region Type Free Capacity Total Capacity Supports Encryption Tags
(| datastorel % Palmer-RPS-WLD / RP5-  Datastore 93.84 GB 9525 GB
DC
[ | datastore1(1) 5 Palmer-RPS-WL Datastore 84 G8 256GB
DC
(O | aatastore1(3) 5 Paimer-RP5-WLD /RPS-  Datastore 93.84 GB 95.25 GB
DC
O | ma-ds-52a4859¢-34bd2b39-0e72-806d450e0e5D 3 Palmer-RPS-WLD /RPS-  Datastore 500 TB 500 T8
DC
O m 33-25ba-638c1bb714bS % Palm Datastore 500 TB 500 TB
SDD
[J | rPs-envi74-wid0l-ve-envi74-widO1-ci01-vsan0l 3 Palmer-RPS-WLD /RPS5-  Datastore 3064 T8 34478 - (pamer ) (
DC
a % Palm Datastore 329778 4192 T8 (Cramer ) (avs )

SDD!

o Click Storage Accounts for Azure Cloud storage.
NOTE: You cannot assign the tag ‘azure’ to components deployed in Azure.

o Supply the project name tag only.

D. Move up to Networks and stay on the Networks tab. This section associates port groups, NSX
Segments, and Azure Subnets in Aria Automation. Pay special attention to the NSX Segments, as a
corresponding port group is created on the vSwitch in vCenter. This guide uses port groups on-prem
and NSX Segments in AVS to show the two different types.

e Locate the port group for VM workloads in the on-prem environment and assign the tags
accordingly.

e Locate the NSX Segment for VM workloads in the AVS environment and assign the tags
accordingly.

e Locate the Azure Subnet for VM workloads in the Azure Cloud environment and assign the tags

accordingly.

Reminder: The ‘azure’ tag cannot be assigned to components inside Azure Cloud.

Networks Giens)

Networks IP Ranges IP Addresses Load Balancers Network Domains

Networks and networking objects that can be used for provisioning

(Tags | paimer x | O Adad rilter. ®OC

(] Name 1+ Account / Region Zone Network Domain CIDR Default for Zone | Origin Tags
O F;PDM( Public
(O | 1230460 & Palmer-AVS-NSX TNT89-OVERLAY-TZ 172.30.46.0/ - - &) Discovered  (“paimer )
25 ( )
2
O | Res-enviz4-workicad ¥ Palmer-RPS-WLD / RPS-DC Ri -WidO1-ve-env174-wido1- - v %
clo by

O | vM-Network A Palmer-Azure-Cloud / East US AVS-vnet 172.30.44.19 v v
2/26

E. Move up to Compute. This section associates the cluster or Azure Availability Zone (AZ) in Aria
Automation.
e Locate the on-premises cluster and assign tags accordingly.

e Locate the AVS cluster and assign tags accordingly.
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e Locate the desired Azure AZ and assign tags accordingly. The ‘azure’ tag can be assigned to the

AZ as a location for compute resources.

Compute
O, Addfiter. ® @ C

[J | Name Account / Region Type Tags

O | 1229174190 [73 Palmer-RPS-WLD / RP5-DC Host

O | 172304067 [ Paimer-Avs-Cluster / SDDC-Datacenter Host

0O | custer: [73 Palmer-AVS-Cluster / SDDC-Datacenter Cluste

0| Eastusq A Paimer-Azure-Cloud / East US Availability Zone

O eastus2 A Paimer-Azure-Cloud / East US Avallapility Zone

(0| Eastusa A Palmer-Azure-Cloud / East US Availability Zone (Paimer ) (Cozure )
O ewi7a-w [ Palmer-RP5-WLD / RP5-DC Cluste: (paimer ) (RPS )

F. Move up to Storage Profiles and click “+ NEW STORAGE PROFILE” — This assigns specific storage
profiles to resources deployed by Aria Automation.

e Locate the on-premises cloud account, then provide all the desired configuration items for this
storage profile. Storage policies in the associated vCenter can be assigned through Aria
Automation by selecting the desired policy in the profile. This guide uses the default storage
policy assigned to the vSAN datastore.

e Assign the tags accordingly.

B New Storage Profile

Account / region * Q, [} Palmer-RP5-WLD / RP5-DC
MName * Default
Description
)
Disk type * © Standard disk (C) First class disk (FCD) @
Storage policy Datastore default
Datastore / cluster O\ RP5-env17 4-wldOl-vc-env17 4-wld01-clOl-vsan 01
Provisioning type Thin
Shares MNormal
Limit IOPS
Disk mode Dependent

|:| Supports encryption @

Preferred storage for this region @

Capability tags | _Palmer X ) [ RRS X ) O Enter capability tags

CREATE CANCEL
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e Repeat this process for the AVS vSAN datastore.
e Click “+ NEW STORAGE PROFILE” and select the Azure Cloud

e Provide all the desired configuration items for this storage profile and assign the tags accordingly.

= New Storage Profile

Account / region * Q, A Palmer-Azure-Cloud / East US
Name * Palmer-Azure
Description

A
Storage type * Unmanaged disks (using storage account) (D
Storage account * Q, €5210032001840e5e35 @
OS disk caching * None 6)
Data disk caching * MNone @

|:| Supports encryption @
Preferred storage for this region @

e U e | pe . _
Capability tags | _Palmer X )| azure X ) (O Enter capability tags

CREATE CANCEL

G. Move up to Network Profiles — This section defines networks used by Aria Automation when
resources are provisioned.
e Click “= NEW NETWORK PROFILE” and select the on-premises cloud account, provide a name,

and assign the tags accordingly.

< New Network Profile

Summary Networks Network Policies Load Balancers Security Groups

A network profile defines a group of networks and network settings used when machines are provisioned.

Account / region * Q, [ Palmer-RP5-WLD / RP5-DC
Name * Palmer-RPS-network
Description
y
Capabilities

Capability tags listed here are matched to constraint tags in the Template.

I YV Y A
Capability tags \_Palmer X )| RP5 X ) (O Enter capability tags @
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e Click the Networks tab and then click “+ ADD NETWORK”.

¢ Since this deployment guide used a distributed port group for the on-premises deployment,
change the view at the top right to VIEW VCENTER SERVER NETWORKS. A tag filter can be
applied in the search to locate the port group that was tagged in the Networks step.

e Click the checkbox next to the network, click ADD.

Add Network x

VIEW VCENTER SERVER NETWORKS v 1285 °[Paimer x | O Add filter. ®0C

Name Account / Region Zone Network Domain CIDR Support Public IP Default for Zone Origin Tags
RPS5-env174-workioad (3 Palmer-RPS-WLD / RP5-envi74-widO1-ve-envi74-wido1- - v & Discovered (Paimer )
R, clot-vdsot 3 /
RP:
1 networks

e Click CREATE.

O New Network Profile

Summary Networks Network Policies Load Balancers Security Groups

Networks listed here are used when provisioning to existing, on-demand, or public networks. @

[ + ADD NETWORK | © TAGS | © MANAGE IPRANGES | X REMOVE

Name T Account / Region Zone T Network Domain T CIDR T Support Public IP v Default for Zone v Origin Tags v

RPS5-env174-workload 3% Paimer-RPS-WLD / RP5-DC RP5-env174-wldO1-ve-env174-widO1-clO1-vdsO1 - v & Discovered (Paimer ) (

e
&

[ Manage Columns |

CREATE | CANCEL ‘

o Repeat these steps to add the AVS NSX Segment, assigning the appropriate AVS location tag.
Ensure the view is set to VIEW NSX NETWORKS.

e Adding the Azure network follows the same process, and the ‘azure’ tag can be assigned to this
network profile to signal Aria Automation to use this network profile when deploying resources in

the Azure Cloud.
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& Palmer-Azure-Cloud  oeere

Summary Networks Network Policies Load Balancers Security Groups

A network profile defines a group of networks and network settings used when machines are provisioned.

Account / region I Palmer-Azure-Cloud / East US
Mame * Falmer-Azure-Cloud
Description
2
Capabilities

Capability tags listed here are matched to constraint tags in the Template.

Capability tags ' Palmer X:' ' azure X:Z' O, Enter capability tags

H. Move up to Image Mappings — This tells Aria Automation the specific OS template to use when
deploying resources across different clouds. A single Image Mapping is made per template and
associates the location-specific template or image to use when deploying in each location.

NOTE: Existing VMware templates must be available in the vCenters, including AVS. These can

either be templates in inventory or templates in a Content Library.

e Click “+ NEW IMAGE MAPPING”

e Provide an image name — This is the name of the template, specifically, so it could relate to the
OS & version, pre-built application servers, or hardened configurations.

e Locate the on-premises Cloud Account, then click in the images box and allow the wizard to

populate the available templates.
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£% New Image Mapping

Define one or many images or machine templates for a specific name. You can also define images or machine templates for a specific region. ¢

Image name * Palmer-Ubuntu-2204

Configuration *

Account / Region Image
Q, [} Palmer-RP5-WLD / RP5-DC Q, Search for images O]
29692348
5 t LIMLIX
‘ CANCEL | RP5-CL / ubuntu-22 04-tpl 3790f602...
LINUX
ubuntu-22_04-tpl 50199f81-_..
ubuntu-22.04-tp LIMUX

¢ If nothing is displayed, verify any template VMs are converted to template in vCenter, or added to
the Content Library as a template or as an OVA/OVF. In the above example, “RP5-CL / jammy...”
is the ubuntu cloud OVA in a Content Library, “RP5-CL / ubuntu-22.04-tpl” is a VM template in a
Content Library, and “ubuntu-22.04-tpl” is a VM template in the vCenter inventory.
e Click the + icon to add an additional row, then repeat this process for the AVS cloud account.
e Click the + icon to add an additional row, then select the Azure Cloud cloud account.
o There are over 58,000 images available in Azure Cloud.
o It may be easier to begin the creation of a new VM in the Azure Portal to locate the desired
image.
o This deployment guide uses Ubunutu Minimal 22.04 LTS:
e Canonical:0001-com-ubuntu-minimal-jammy-daily:minimal-22_04-daily-Its:latest
e |t broken down into multiple parts:
o Canonical
o 0001-com-ubuntu-minimal-jammy-daily
o minimal-22_04-daily-Its
o latest
e Using the above may help locate the desired image by changing specific portions of the
full image string.

e Once all three images are provided for the new image mapping, click CREATE.
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C& New Image Mapping

Define one or many images or machine templates for a specific name. You can also define images or machine templates for a specific region. @

Image name

Configuration *

Palmer-Ubuntu-2204

Account / Region Image Constraints Cloud Configuration

Q_[i§ Paimer-RP5-WLD / RP5-DC Q) RP5-CL / ubuntu-22.04-tpl Q, Example: llicense:none:hard [+ 200 | -]
O, [ Palmer-AVS-Cluster / SDDC-Datacenter O, AVS / ubuntu-22.04-tpl Q, Example: licenseinone:hard [+ 400 | (-]
Q| A\ Palmer-Azure-Cloud / East US O, Canonical:0001-com-ubuntu-minimal-ammy-dz Q, Example: licer [+ 400 | [-1-+)

CREATE ‘ CANCEL |

There’s no need to assign tags here, as only a single Image Mapping is needed that maps to all

available Compute resources.

I.  Move up to Flavor Mappings — This is what tells Aria Automation the size of the VM being created.

Multiple sizes can be created and have mappings to each Compute resource.

NOTE: No tags are needed here, as the flavor mapping can be used for any virtual server and the

corresponding flavor will be applied based on the location of the resources being provisioned.

Click “+ NEW FLAVOR MAPPING”

Provide a descriptive name of the new flavor. This example creates two: Palmer-1core-2gb and

Palmer-4core-16gb

o The names describe the size of the VMs that will be deployed with these “flavors”.

Locate the on-premises cloud account, then supply 1 for Number of CPUs and 2 for Memory in

GB.

Click the + icon and repeat the process for the AVS Cluster cloud account.

Click the + icon and select the Azure Cloud cloud account.

o There are over 750 flavors in Azure Cloud.

o It may be easier to begin the creation of a new VM in the Azure Portal to locate the desired
flavor.

o This deployment guide uses Standard_A1l_v2

Once all three flavors are provided for the new flavor mapping, click CREATE.

a1l New Flavor Mapping

Define one or many flavors for a specific name. Flavors act as upper limits if machine properties are overriden in the Template. You can also define flavo

Flavor name *

Configuration

a specific region. @

Palmer-lcore-2gb

Account / Region Value

O, [[5} Palmer-RPS-WLD / RP5-DC 1 2 GB (-]
Q, = Palmer-AvS-Cluster / SDDC-Datacenter 1 2 GB

Q_ /& Palmer-Azure-Cloud / East US Q, Standard_A1_v2 [-T1+]

CREATE | CANCEL ‘
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Repeat this process for any additional flavor mappings that are needed.
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o An example of a 4 CPU and 16GB flavor is Azure Cloud is Standard_D4as_v5

J.  Move up to Cloud Zones — This is how Aria Automation associates compute resources to specific

zones to deploy resources. Cloud Zones should already be pre-populated.

Cloud Zones

I + NEW CLOUD ZONE | l%TES’ CONFIGURATION ]

@ Palmer-RP5-WLD / RP5-DC f’(’é Palmer-Azure-Cloud / East US

Account / region _;c Palmer-RP5-WLD / Account / region A Palmer-Azure-Cloud
~ RP5-DC /East US

Compute 0 Compute 3

Projects 0 Projects o

OPEN DELETE OPEN DELETE

¢ Click on the on-premises Cloud Zone and click the Summary.

e Assign the tags accordingly and click the Compute tab.

"{-’5 Palmet

Datacenter

Account / region

Compute

Projects

OPEN DELETE

e Click the drop down box and select “Dynamically include compute by tags”

-AVS-Cluster / SDDC-

[ Palmer-AvVS-Cluster /
~7 SDDC-Datacenter

e The filter should include the tags assigned in the Summery tab and pre-populate the available

compute resource.

@\ Palmer-RP5-WLD / RP5-DC

Insights Summary Compute Projects Alerts

All compute resources listed apply to this cloud zone. Use the filter to add or remove resources from the list. Only compute resources that are not assigned to another zone can be used

Dynamically include compute by tags @

Filter tags (CPamer x ) ((RPS X ) O Enter tags to filter resources
]| Name Account / Region Type
|:| envi74-wid01-clon -;c Palmer-RP5-WLD / RP5-DC Cluster

| Manage columns |

SAVE CANCEL

e Click SAVE.

o Repeat the same process for both, the AVS Cluster and Azure Cloud resources.

¢ Note how each Cloud Zone now has a compute resource and capability tags

Tags

( Palmer ) ( RPS )
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Cloud Zones (Giens)

[ + NEW CLOUD ZONE | A, TEST CONFIGURATION ]
‘/H‘é Palmer-RP5-WLD / RP5-DC ‘/K‘é Palmer-Azure-Cloud / East US "("é Palmer-AVS-Cluster / SDDC-
Datacenter
Account / region = Palmer-RP5-WLD / Account / region £ Palmer-Azure-Cloud /
BE5-DC East US Account / region = Palmer-AvVS-Cluster
/ SDDC-Datacenter
Compute 1 Compute 3
Compute 1
Projects 1 Projects 1
Projects 1
Capability tags ( Palmer ) ( mRP5 ) Capability tags (" palmer ) ( azure ) [ .
\ AN J \ SN 2ETE S Capability tags [ Palmer ) ([ AVS
OPEN DELETE OPEN DELETE OPEN DELETE

VMware Aria Automation is now configured to deploy workloads across all three Cloud Zones.

3.13 Step 12 — Creating a multicloud design in VMware Aria
Automation (Optional)

This step is optional, but will walk the customer through creating a multicloud Project and Design in VMware
Aria Automation.

A. Log into the VMware Aria Automation portal and select Assembler

¢ Click the Infrastructure tab and click “+ NEW PROJECT”

e Provide a name & description, then click the Users tab.

e Click “+ ADD USERS” and select the needed users and assign the necessary roles, then click
ADD.
o Inthis example, the customer should select their user account and assign the Administrator

role.
o Click the Provisioning tab, click “+ ADD ZONE” and select Cloud Zone.
e Locate the on-premises Cloud Zone, provide limits as-needed, or leave as 0, and click ADD.

¢ Repeat the previous step for the AVS cluster and Azure Cloud cloud zones.
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co?

& New Project

Zones

Speciy the zones that can be used when users provision deployments n this project.

TS T e e e g T e (e i

Pracement potcy bersuLT ®

Resource Tags

Tags Q_ Enter tags @

e Tags in the above example will be assigned to any resources created in the project. Customers can
use project or application names as tags here. NOTE: The tag ‘azure’ cannot be used here since it
will apply to resources deployed in Azure Cloud.

¢ No other configuration items are supplied in this example, click CREATE.

B. Click the Design tab, then click “NEW FROM” and select Blank Canvas.

¢ Provide a name & description, then select the newly created project.

e This example leaves “Share only with this project”, but if the customer intends to make the new
template available to other projects or groups, select “All an administrator to share with any project
in this organization”.

e Click CREATE.

e Locate “Machine” under “Cloud Agnostic” in the left Resources pane.

e Drag it to an empty section of the canvas.

e Click the newly populated Cloud_Machine and click the Properties tab in the right pane, then click
the slider for “Show all properties”.
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Hybrld Cloud ApPP sertines

VERSION HISTORY

«

Q, e.g. Machine
Search Resource Types

Cloud Agnostic

@ Machine

=i Load Balancer
& Network

(0 Security Group
& Volume
Allocation Helpers
#, Compute Helper
€ Flavor Helper
4 Image Helper
€ Network Helper

€ Security Group Helg

ACTIONS v

g E 5 C &8 Q

@ Cloud_Machin_

e Provide a name in both locations.

A
"4

» 7 Code Properties Inputs
151 Cloud_Machine_1 o
() Show all properties
Name @ ®
Tags
© E6)
[ | key T | Value <
[ Manage columns 0-00f0
Count 1 (O]
Image Type Search for value e @ @
Flavor * Search for valug A6
Storage Dﬂ @

o One is for the canvas, the other is for the VM being deployed.

e Begin typing the image name created in a previous step and select it when the list is populated.

» ] Code

7 RP5-DBO1

(} Show all properties

Mame

Tags

| Manage Columns

Count

Image Type

Flavor *

Storage

Properties nputs
L]
RP5-DBEOM
T Value
1
ubuntu ()
ubuntu

Palmer-Ubuntu-2204

0-0of0

EQe)
EQe)

CRe,
CH6)

e Type the name of the desired flavor for this VM and select it when the list is populated.
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oo Code Properties nputs

(g RP5-DBO1 @

‘:) Show all properties

Name RP5-DBO1 B
Tags
© @ ®
[ | key T Value T

| Manage Columns 0-00f0

Count 1 O]
Image Type Palmer-Ubuntu-2204 €] @ @
Flavor * palmer @ Df @

paimer

Storage Palmer-lcore-2gb Df @
Palmer-lcore-2gb

=EE s Palmer-4core-16gb

© @

Paimer-4core-16gb
(]| Tag T
e Scroll down to Maximum Capacity of the disk in GB and enter the maximum desired VMDK size.

o This example sets the capacity to 100 and the boot disk to 16.

o Ensure that the boot disk size enters covers the size of the boot disk of the supplied template
in the Image Mapping. For instance, if the template is created with a 64GB disk, the boot disk
must be set to a minimum of 64GB.

e Scroll down to Constraints under Cloud Config and provide the tag for the project and location. For
instance, this database VM is intended to be deployed in our on-premises zone.

e Click the + icon to add additional constraint tags.
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Cloud Config Dﬁ @

Constraints

© g @
[ | Tag T
(]| Paimer
(]| mPs

1-20f2

¢ No other configurations are needed, as the prep work leading to this point will auto select the
necessary compute, storage, and network profiles based on the tags supplied as constraints.

e The Machine icon will now show it has constraints.

@ RP5-DBM

"y

—
| 2 constraints )
\ _;

o Repeat this process for two more Cloud Agnostic Machines, assigning the different location
constraints for the AVS Cluster and Azure Cloud.
e Once all three are created and have the assigned constraints, the canvas should look like the

following image:

[ Azure-Web0l : ) AVS-App0l : () RP5-DBO1

i . . : Ny rd g . : 5 F g . : R
| 2 constraints J s 2 constraints J L 2 constraints )

¢ Clicking the code tab on the right pane will show the YAML code for this design, which includes

the image mappings & flavor mappings, as well as the constraint tags.
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ﬂ (—} (—) X @ Q I.Z] @ Code Properties Inputs

1 formatVersion: 1

2 inputs: {}

3 v resources:

4« Azure-beb@l:

type: Clowd.Machine
properties:

un

4

7 image: Palmer-Ubuntu-2284

8 flavor: Palmer-lcore-2gb

9 name: Azure-kebgl

18 ~ storage:

11 constraints: []

12 maxDiskCapacityInGB: 180

13 bootDiskCapacityInGB: 64

14 constraints:

15 - tag: Palmer

6 - tag: azure

17 = AVE-App@l:

18 type: Clowd.Machine

19~ properties:

28 image: Palmer-Ubuntu-2284

21 flavor: Palmer-4core-16gb
m'_'h Azure-WebO1 : @ AVS-AppO1 : @ RP5-DBO1 22 name: AVS-Appel

23~ storage:

( 2 constraints >| ( 2 constraints :I |: 2 constraints :I ;’; ;:;;E;ié;;:;i‘ﬂlnﬁﬁ: 180
26 bootDiskCapacityInGE: 16
27~ constraints:

28 - tag: Palmer
29 - tag: AVS
3@ - RP5-DEA1:
31 type: Clowd.Machine
32~ properties:
33 image: Palmer-Ubuntu-22a4
34 flavor: Palmer-4core-16gb
35 name: RP5-DB21
36~ storage:
37 constraints: []
38 maxDiskCapacityInGB: 180
39 bootDiskCapacityInGE: 16
48 constraints:
41 - tag: Palmer
42 - tag: RPS
43
¢ Click the TEST button to validate all settings and constraints can be met.
- Test Result for Template s X
Template Hybrid Cloud App -

This simulation only tests syntax, placement and basic validity
& Provisioning Diagram

v Azure-Web01 ]

LINE 4

v AVS-App01 @

o Click “Provisioning Diagram” to see the flow of how Aria Automation will deploy each machine
and which location.

e Each machine can be selected by clicking the “MACHINE ALLOCATION” button below Request
Details.

o Each machine diagram will map to the desired cloud zone.
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e Click CLOSE, then navigate to the Design tab and click the name of the newly created design.

e Click VERSION, provide a desired version number, a description, and what this version consists
of in the Change Log.

e Check the box Release box to make the design available to other users.

e Click the Deploy button, select Create a new deployment, provide a deployment hame &
description.

e Clear “Current Draft” in Template Version and type the version number from the previous step.

Deployment Type

| Create a new deployment V|

Deployment Name * hybrid cloud app

Template Version * O Q)
Description Current Draft

e Click DEPLOY and monitor the deployment progress in the Resources tab under Deployments.
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4 Lessons Learned — Other Considerations

vSphere ESXi Image Builder is finicky and requires a very specific version of python to be installed. Through
testing it was determined to use the specific version outlined in this Deployment Guide. The process outlined
in this guide is meant to be for this specific use-case and may vary, depending on the environment.

It was discovered that deploying Lenovo XClarity Administrator without initially configuring the interface for
operating system image management and deployment until after the 4.0.3 GA fix made the process and
feedback very clear. Updating the interface for the operating system image management and deployment
during the initial setup wizard may result in the LXCA appliance becoming unresponsive for up to 15 minutes
without any indication of processes in the background. The 4.0.3 GA fix is intended to fix this
unresponsiveness.

When downloading the ESXi offline bundle for the specific VCF version, check the OEM section to see if a
Lenovo-supplied ESXi image exists for build 21424296. If one does exist, that ISO can be imported into LXCA
and used for Operating System Deployment, thus skipping the Image Builder section. At the time of this
writing, there was not a Lenovo-supplied OEM ISO for build 21424296, thus the need to create one with
Image Builder.

DO NOT apply a vLCM image to any pre-existing clusters inside vCenter, as this may result in the inability to
apply ESXi upgrades in the future. Please see the following:

In VMware Aria, the tag ‘azure’ is reserved for use by Microsoft, thus that tag name cannot be assigned to any
resources deployed within Azure Cloud. However, the ‘azure’ tag can be assigned to components within
VMware Aria to correlate profiles, mappings, and cloud zones.
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https://kb.vmware.com/s/article/93220

Resources

VMware Cloud Foundation Holodeck Toolkit

Should customers want to test deploying VCF in an isolated environment, allowing them to get hands-on

experience before doing the full deployment, VMware Cloud Foundation Holodeck Toolkit is a fantastic

opportunity deploy in a non-impactful way to understand the behavior of all components involved. To learn

more about VCF Holodeck Toolkit, see the following link: https://core.vmware.com/introducing-holodeck-

toolkit

Additional links:
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VMware Cloud Foundation - https://www.vmware.com/products/cloud-foundation.html

Lenovo XClarity Administrator - https://lenovopress.lenovo.com/tips1200-lenovo-xclarity-administrator

Lenovo XClarity Integrator for VMware vCenter - htips://support.lenovo.com/us/en/solutions/ht115212-

lenovo-xclarity-integrator-for-vmware-vcenter

Lenovo ThinkAgile VX Series - https://www.lenovo.com/us/en/servers-storage/sdi/thinkagile-vx-series/

Lenovo ThinkSystem DM5000H Unified Hybrid Storage Array -
https://lenovopress.lenovo.com/Ip0885-lenovo-thinksystem-dm5000h-unified-hybrid-storage-array

vSphere Lifecycle Manager Image Management - htips://docs.vmware.com/en/VMware-Cloud-
Foundation/4.5/vcf-admin/GUID-916CA16B-A297-46AB-935A-23252664F 124.html

Microsoft Azure VMware Solution - https://azure.microsoft.com/en-us/products/azure-vmware

VMware Aria Operations - https://www.vmware.com/products/aria-operations.html

VMware Aria Automation - https://www.vmware.com/products/aria-automation.html|
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Trademarks and special notices

© Copyright Lenovo 2023.

References in this document to Lenovo products or services do not imply that Lenovo intends to make them
available in every country.

The following terms are trademarks of Lenovo in the United States, other countries, or both:
Lenovo®

ThinkAgile®

ThinkSystem®

TruDDR4

XClarity®

The following terms are trademarks of other companies:

Intel® and Xeon® are trademarks of Intel Corporation or its subsidiaries.

Linux® is the trademark of Linus Torvalds in the U.S. and other countries.

Microsoft®, PowerShell, SQL Server®, Windows PowerShell®, Windows Server®, and Windows® are
trademarks of Microsoft Corporation in the United States, other countries, or both.

Other company, product, or service names may be trademarks or service marks of others.
Information is provided "AS IS" without warranty of any kind.

All customer examples described are presented as illustrations of how those customers have used Lenovo
products and the results they may have achieved. Actual environmental costs and performance
characteristics may vary by customer.

Information concerning non-Lenovo products was obtained from a supplier of these products, published
announcement material, or other publicly available sources and does not constitute an endorsement of such
products by Lenovo. Sources for non-Lenovo list prices and performance numbers are taken from publicly
available information, including vendor announcements and vendor worldwide homepages. Lenovo has not
tested these products and cannot confirm the accuracy of performance, capability, or any other claims related
to non-Lenovo products. Questions on the capability of non-Lenovo products should be addressed to the
supplier of those products.

All statements regarding Lenovo future direction and intent are subject to change or withdrawal without notice,
and represent goals and objectives only. Contact your local Lenovo office or Lenovo authorized reseller for the
full text of the specific Statement of Direction.

Some information addresses anticipated future capabilities. Such information is not intended as a definitive
statement of a commitment to specific levels of performance, function or delivery schedules with respect to
any future products. Such commitments are only made in Lenovo product announcements. The information is
presented here to communicate Lenovo’s current investment and development activities as a good faith effort
to help with our customers' future planning.

Performance is based on measurements and projections using standard Lenovo benchmarks in a controlled
environment. The actual throughput or performance that any user will experience will vary depending upon
considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the
storage configuration, and the workload processed. Therefore, no assurance can be given that an individual
user will achieve throughput or performance improvements equivalent to the ratios stated here.

Photographs shown are of engineering prototypes. Changes may be incorporated in production models.

Any references in this information to non-Lenovo websites are provided for convenience only and do not in
any manner serve as an endorsement of those websites. The materials at those websites are not part of the
materials for this Lenovo product and use of those websites is at your own risk.
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