
 

Business Continuity with 
IBM Db2 HADR & Linux 
Pacemaker on Lenovo 
ThinkSystem 
 

Technical overview of Db2 
HADR on Lenovo 
ThinkSystem 

Explores the use cases of IBM 
Db2 HA in a mission critical 
landscape 
 

Explains the best practices 
deploying IBM Db2 HADR 
 

Describes advantages of 
using IBM Db2 HADR 
 
 

Vijayakumar Kulageri 
Mahendra Alhat 

Last update: 17 September 2025 

Version 1.0  

https://lenovopress.lenovo.com/updatecheck/LP2244/17c644a3a25a690c9e25ad76fac1a772


 ii Business Continuity with IBM Db2 HADR & Linux Pacemaker on Lenovo ThinkSystem 
 

 

 

Table of Contents 

1 Introduction .............................................................................................. 1 

2 Authors ..................................................................................................... 2 

3 Why High Availability & Disaster Recovery ........................................... 3 

4 High Availability solutions with Db2....................................................... 5 

4.1 High Availability Disaster Recovery (HADR) ............................................................ 5 

4.2 Db2 high availability (HA) feature ............................................................................. 7 

5 Prerequisites for an integrated solution using pacemaker .................. 9 

5.1 Db2 high availability (HA) feature ............................................................................. 9 

5.2 Cluster Software ...................................................................................................... 9 

5.3 QDevice quorum mechanism ................................................................................. 10 

5.4 Virtual IP address (VIP) .......................................................................................... 10 

5.5 Db2 high availability disaster recovery (HADR) configuration ................................ 10 

6 Installation & Configuration of Db2 for SAP Applications .................. 12 

6.1 SAP Application specific parameter settings on Db2 ............................................. 15 

7 Configuration of Db2 HADR .................................................................. 17 

7.1 Configuration steps for HADR ................................................................................ 17 

8 Linux Pacemaker cluster configuration ............................................... 24 

8.1 Installing the Pacemaker cluster software stack .................................................... 24 

8.2 The Db2 cluster manager (db2cm) utility ............................................................... 25 

9 Resources .............................................................................................. 30 

Trademarks and special notices ................................................................ 31 

 



 

1 Business Continuity with IBM Db2 HADR & Linux Pacemaker on Lenovo ThinkSystem  

 

1 Introduction 
As enterprises strive to achieve the highest possible data availability, service availability & application 
availability, IBM® Db2® for Linux provides various built-in high availability features. Db2 further provides high 
availability solutions by using enterprise system resources with broad support for clustering software, such as 
Linux® Pacemaker. 

This document describes the Db2 high availability functions and features, focusing on High Availability and 
Disaster Recovery (HADR) in the OLTP environment. The document provides a detailed description of HADR, 
including setup, configuration, administration, monitoring, and preferred practices of deploying HADR on a 
enterprise grade Lenovo ThinkSystem infrastructure stack. 

This document explains how to configure cluster software Pacemaker with Db2 and show how to use 
pacemaker to automate HADR takeover in an SAP landscape scenario. Db2 also provides unprecedented 
enterprise-class disaster recovery capability. This edition of the Lenovo Press document covers single system 
High Availability in detail. The document also explains the best practices to run a database best suited for 
SAP workloads in attaining the best possible performance results. 

This document is intended for database administrators and information management professionals who want 
to design, implement, and support a highly available application using the Db2 database.  
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3 Why High Availability & Disaster Recovery 
Definition: High Availability  

Refers to the ability of a database system to remain operational and accessible with minimal downtime, even 
in the event of hardware or software failures. 

Key Features: 
• Redundancy: Multiple database instances or nodes. 

• Failover Mechanisms: Automatic switching to a standby system in case of failure. 

• Load Balancing: Distributes traffic across multiple servers to prevent overload. 

• Clustering: Grouping of servers to act as a single system. 

Goal: 
Ensure continuous availability and minimize downtime. 

Definition: Disaster Recovery  

It is a strategy to restore database services and data access after a catastrophic event such as natural 
disasters, cyberattacks, or major system failures. 

Key Features: 
• Backup and Restore: Regular backups stored offsite or in the cloud. 

• Replication: Data copied to a geographically distant location. 

• Recovery Time Objective (RTO): Maximum acceptable downtime. 

• Recovery Point Objective (RPO): Maximum acceptable data loss. 

Goal: 
Recover data and resume operations after a major disruption. 

Difference Between HA and DR 

Feature High Availability (HA) Disaster Recovery (DR) 

Purpose Minimize downtime during minor 
failures 

Recover from major disasters 

Scope Local or regional Often cross-region or cross-country 

Downtime 
Tolerance 

Seconds to minutes Minutes to hours (or more) 

Data Loss 
Tolerance 

Near-zero (synchronous 
replication) 

Some loss acceptable (based on RPO 
requirements) 
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Feature High Availability (HA) Disaster Recovery (DR) 

Implementation Clustering, failover, load 
balancing 

Backups, replication, DR sites 

Cost Higher (due to real-time 
redundancy) 

Variable (depends on backup and DR 
strategy) 
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4 High Availability solutions with Db2 
4.1 High Availability Disaster Recovery (HADR) 
The High Availability Disaster Recovery (HADR) feature provides a high availability solution for both partial 
and complete site failures. In an HADR environment, log data is shipped continuously from a primary 
database to one or more standby databases and reapplied to the standby databases. When the primary 
database fails, applications are redirected to a standby database that automatically takes over the role of the 
primary database.  

A partial site failure can be caused by a hardware, network, or software (Db2 or operating system) failure. 
Without HADR, a partial site failure requires restarting the database management system server that contains 
the database. The length of time that it takes to restart the database and the server where it is located is 
unpredictable. It can take several minutes before the database is brought back to a consistent state and made 
available.  

A complete site failure can occur when a disaster, such as a fire, causes the entire site to be destroyed. 
However, because HADR uses TCP/IP for communication between the primary and standby databases, they 
can be situated in different locations. For example, the primary database might be at your head office in one 
city, and a standby database might be at your sales office in another city. If a disaster occurs at the primary 
site, data availability is maintained by having the remote standby database take over as the primary database 
with full Db2 functionality. After a takeover operation occurs, you can bring the original primary database back 
up and return it to its primary database status; this procedure is known as failback. You can initiate a failback 
if you can make the old primary database consistent with the new primary database. After you reintegrate the 
old primary database into the HADR setup as a standby database, you can switch the roles of the databases. 
This operation would enable the original primary database to be the primary database again. 

With HADR, you base the level of protection from potential loss of data on your configuration and topology 
choices. Some of the key choices that you must make are as follows: 

What level of synchronization will you use? 

Standby databases are synchronized with the primary database through log data that is generated on the 
primary and sent to the standby databases. The standby databases constantly roll forward through the logs. 
You can choose from four different synchronization modes. In order of most to least protection, these modes 
are SYNC, NEARSYNC, ASYNC, and SUPERASYNC. 

Will you use a peer window? 

The HADR Peer Window is a configurable time period during which the primary and standby databases in an 
HADR setup are allowed to have a slight divergence in their log positions (measured in log sequence 
numbers - LSNs) and still be considered "in sync" or in the PEER state. 

When the standby is within this window, the primary database treats it as a synchronous peer, even though 
the replication is technically operating in asynchronous mode. This is the key to understanding its value. 
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How many standby databases will you deploy? 

With HADR, you can use up to three standby databases. With multiple standby databases, you can achieve 
both your high availability and disaster recovery objectives with a single technology. For more information, 
see HADR multiple standby databases. 

Reads on standby 

You can use the reads on standby feature to direct read-only workload to one or more standby databases 
without affecting the HA or DR responsibility of the standby. This feature can help reduce the workload on the 
primary without affecting the main responsibility of the standby. 

Unless you have reads on standby enabled, applications can access the current primary database only. If you 
have reads on standby enabled, read-only applications can be redirected to the standby. Applications 
connecting to the standby database do not affect the availability of the standby if a failover occurs. 

Delayed replay 

You can use delayed replay to specify that a standby database is to remain at an earlier point in time than the 
primary, in terms of log replay. If data is lost or corrupted on the primary, you can recover this data on the time 

delayed standby. 

Rolling updates and upgrades 

Using an HADR setup, you can make various types of upgrades and Db2 fix pack updates to your databases 
without an outage. If you are using multiple standby databases, you can perform an upgrade while keeping 
the protection provided by HADR. For more information, see Applying rolling updates to a Db2 high availability 
disaster recovery (HADR) environment. Table 1 below contains an overview of which HADR functionality is 
supported by each type of HADR setup. 

 

Table 1 : HADR Functionality support 

Functionality or feature Principal standby Auxiliary standby 

Synchronization mode 

All modes are 
supported 

SUPERASYNC mode 
only 

Reads on standby Supported Supported 

Delayed replay Supported Supported 

Log spooling Supported Supported 

Pacemaker as cluster manager for automated failover to 
HADR standby 

Supported Not supported 

Peer window Supported Not supported 

Network address translation (NAT) Supported Supported 

Automatic client reroute (ACR) Supported Supported 

Client affinities N/A N/A 

https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0059994.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/t0011766.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/t0011766.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0011724.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0054257.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0060000.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0060147.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c_pacemaker_intro.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c_pacemaker_intro.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0056394.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0054092.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c0011558.html
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.apdv.cli.doc/doc/c0056508.html
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With HADR, a standby database can take over in seconds. Further, you can also configure an automated 
failover of client (application) connections by incorporating cluster solutions like Linux Pacemaker. 

4.2 Db2 high availability (HA) feature 
The Db2 high availability (HA) feature enables the integration between Db2 and a cluster managing software. 

The idea of clustering is to present to the users a single machine, when in fact the system has multiple nodes 
to serve client applications. Many clusters act in an active/passive configuration where only one node 
performs work, with the other nodes that are standing by as the backup if there is a failure. Some cluster 
solutions are sophisticated enough to allow load balancing between the nodes in an active/active 
configuration, thus maximizing the performance of the applications, and providing more cost-effective use of 
the resources.  

When you stop a database manager instance in a clustered environment, you must make your cluster 
manager aware that the instance is stopped. The Db2 High Availability Feature provides a communication 
route for enabling the database manager to communicate with your cluster manager when the instance 
configuration changes, such as stopping a database manager instance, which require changes to the cluster. 

The Db2 High Availability using the Pacemaker feature is composed of the following elements: 
 Pacemaker is an open-source, high availability cluster manager software integrated with Db2® 

Advanced Edition and Db2 Standard Edition on Linux®. It provides high availability and disaster 
recovery capabilities for on-premises deployments and non-container cloud environments. 
 

 In Db2 11.5.5 and later, HADR automation is supported with Pacemaker as the cluster manager. This 
includes supporting automation for multiple HADR databases per instance and supporting automation 
of multiple HADR instances all within one common Pacemaker/Corosync cluster. 

 
As depicted in Figure 1, an automated failover in an IBM Db2 database configuration is achieved by using 
Linux pacemaker clustering software. In this section we consider only a two-node high availability 
configuration, where in a primary node/secondary (HA) node are hosting IBM Db2 database with right set 
of Db2 database configurations, which will be discussed in the next sections. 
 
After the database is installed & configured on both physical server nodes, the IBM Db2 HADR feature is 
setup between the two database nodes which initiates a synchronous data replication between the 
primary & the secondary database. Once the database instances are in full sync mode, Linux pacemaker 
clustering software is configured on both database nodes, where in an active-passive cluster configuration 
is created (Primary node – Actively serving the application & Standby node – Passively waiting & just 
receiving the data replication from primary node). Next step is to add the cluster resources which are to 
be managed by the pacemaker cluster, namely a) Network resource 2) Db2 database resources 3) 
Quorum devices. 
 
The above configuration results in a two-node automated IBM Db2 database cluster which offers the 
highest level of data & service availability to business-critical applications by automatically initiating the 
DB services failover to the secondary node in case of a primary node issue which can be ranging from 
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operating system issue or database services themselves. The applications connecting to the database 
servers are always routed through the VIP (Virtual IP) which is a cluster managed resource, which makes 
sure that the VIP is always directing the network packets to the current active node. 
 
 
 

 

Figure 1 : IBM Db2 HADR with Pacemaker 
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5 Prerequisites for an integrated solution using 
pacemaker 

Before you can integrate Pacemaker as a cluster management solution, hardware and software prerequisites 
need to be addressed. 

Important Note: In Db2 11.5.8 and later, Mutual Failover high availability is supported when 
using Pacemaker as the integrated cluster manager. In Db2 11.5.6 and later, the Pacemaker cluster manager 
for automated fail-over to HADR standby databases is packaged and installed with Db2. 
In Db2 11.5.5, Pacemaker is included and available for production environments. In Db2 11.5.4, Pacemaker is 
included as a technology preview only, for development, testing, and proof-of-concept environments. 

 

5.1 Db2 high availability (HA) feature 
The integrated Pacemaker high availability (HA) solution is available on the following Linux® distributions: 
Intel Linux for Db2 11.5.8 and future fix packs in the same release: 

o Red Hat® Enterprise Linux (RHEL) 8.4 and up 

o SuSE Linux Enterprise Server (SLES) 15 SP3 and up 

• For Db2 11.5.7 and future fix packs in the same release: 

o Red Hat Enterprise Linux (RHEL) 8.1 and up 

o SuSE Linux Enterprise Server (SLES) 15 SP1 and up 

• For Db2 11.5.6, the level must be one of the following: 

o Red Hat Enterprise Linux (RHEL) 8.1 and 8.2 

o SuSE Linux Enterprise Server (SLES) 15 SP1 and SP2 

• For Db2 11.5.4 and 11.5.5, the level must be one of the following: 

o Red Hat Enterprise Linux (RHEL) 8.1 

o SuSE Linux Enterprise Server (SLES) 15 SP1 

5.2 Cluster Software 
Db2 supports Pacemaker as its integrated cluster manager solution only where the Pacemaker software stack 
being used is supplied by Db2 directly. This corresponds to a specific Db2 release and is configured entirely 
using the new Db2cm utility or as instructed by the Db2 Support. For support of the Pacemaker software 
from Db2, it is required that the configuration provided as well as the Pacemaker software stack remain 
unchanged. 
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For version 11.5.5 and version 11.5.4, the Pacemaker version supported by Db2 must be downloaded from 
this public IBM® website: Db2 Automated HADR with Pacemaker (Need IBM id). There are specific 
compressed tar files available for each Linux distribution and architecture. 

 

For version 11.5.6 and later releases, the Pacemaker software is included in the Db2 Install image. On-
premises deployments do not require any additional downloads and additional packages using Pacemaker, 
such as the Booth Cluster Ticket Manager, which are not supported. 

 

5.3 QDevice quorum mechanism 
This is the recommended quorum mechanism for a production system. It requires a third host to install the 
corosync-qnetd software on and to act as the arbitrator. The host itself is not required to be part of the cluster 
and does not require the Db2 server to be installed. 

Disk space required on HADR nodes: 10MB (in addition to corosync) 

Qnetd server host minimum requirements: 
• 2 vCPU 

• 8 GB memory 

• 10 MB of free disk space + 2 MB per additional cluster configured to use this host as a QDevice. 

Other requirements: 
• The host used must be accessible via TCP/IP to the other two hosts in the cluster. 

• The cluster hosts must be able to communicate with the QDevice host by using the IP address that is 
specified in their /etc/hosts file. 

• All clusters using the QNetd server must have unique cluster names. 

 

5.4 Virtual IP address (VIP) 
Virtual IP is often setup per HADR enabled database in Db2 HADR for the purpose of enabling automatic 
client to reroute when failover occurs. Configuration of VIP is described in the following sections. 

 

5.5 Db2 high availability disaster recovery (HADR) 
configuration 

• Ensure that HADR databases exist on different systems. 

• Ensure that all HADR databases are started in their respective primary and standby database roles, 
and that all HADR primary-standby database pairs are in peer state. 

https://www-01.ibm.com/marketing/iwm/platform/mrs/assets?source=mrs-db2pcmk
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• Ensure that you are using either the SYNC HADR synchronization mode or NEARSYNC HADR 
synchronization mode. 

• Set the hadr_peer_window configuration parameter to the recommended value of 120 seconds (60 
seconds minimum) for all HADR databases. 

• Disable the Db2 fault monitor. 
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6 Installation & Configuration of Db2 for SAP 
Applications 

Important Note: We have used Db2 version 11.5 server edition for the following documentation. Also, for SAP 
specific workload scenarios it is highly recommended to use the SAP SWPM based installation of IBM Db2 
database, which ensures the installation & configuration of critical parameters which are necessary for SAP 
applications accessing the IBM Db2 database. Please refer to the official SAP Note 2751102  for standard 
parameter settings 

Post downloading the Db2 rpm from here, you can kickstart the installation of Db2 by running the following 
command :  

server01:/ db2dump/server_dec # ./ db2setup  

       

 

Post selection of the right Db2 version for the installation, you need to select a directory on the node which will 
be the Db2 installation directory. 

 

https://me.sap.com/notes/2751102/E
https://www.ibm.com/support/pages/db2-version-115-mod-8-fix-pack-0-linux-unix-and-windows
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Next, enter the Db2 instance, instance owner & the Db2 home directory 
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For advanced security purposes, IBM recommends creating a separate fenced user for UDF’s which can run 
outside of the core database address space. 

 

In Db2, a response file is an English-only text file that contains setup and configuration information, allowing 
for unattended or silent installation and uninstallation of Db2 products and features. It specifies configuration 
parameters and the products/components to install or uninstall, enabling automation and consistency across 
multiple installations or systems. 
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This should install a Db2 instance successfully. At the completion step we recommend going through the post 
install steps to further optimize the installation & to understand the best practices of managing a Db2 
database. 

 

Important Note: In this test, since we are using IBM Db2 HADR it is necessary to follow the above steps on 
the secondary node to complete a successful Db2 database instance installed with the exact same 
parameters as used in the primary node.  
Please note: the database will be created on the primary node, backed up & then restored on the secondary 
node.  

6.1 SAP Application specific parameter settings on Db2 
Please refer to the following mandatory parameter settings requirements in an SAP application scenario on a 
Db2 database, this would only be needed if the Db2 database is not installed using the SAP SWPM. 

If you are running a Db2 database server for an ISV application such as SAP, some best practice guidelines 
that take into account the specific application might be available. The most straightforward mechanism is the 
Db2 registry variable DB2_WORKLOAD, which can be set to a value that enables aggregated registry 
variables to be optimized for specific environments and workloads. Mandatory setting for DB2_WORKLOAD 
in an SAP application scenario is “DB_WORKLOAD=SAP” 

Note: If there are non SAP ISV applications accessing DB2, then the following values are also valid, 
DB2_WORKLOAD = 1C, CM, COGNOS_CS, FILENET_CM, MAXIMO, MDM, TPM, WAS, WC, and WP . 

For many ISV applications, such as SAP Business One, the AUTOCONFIGURE command can be 
successfully used to define the initial configuration. However, it should not be used in SAP NetWeaver 
installations, because an initial set of Db2 configuration parameters is applied during SAP installation.  

Pay special attention to SAP applications when using partitioned database environments. SAP uses 
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partitioned database environment mainly in its SAP NetWeaver Business Intelligence (Business Warehouse) 
product. The suggested layout has the Db2 system catalog, the dimension and master tables, plus the SAP 
base tables on Partition 0. This leads to a different workload on this partition compared to other partitioned 
database environments. Because the SAP application server runs on this partition, up to eight processors 
might be assigned to just this partition. As the SAP BW workload becomes more highly parallelized, with 
many short queries running concurrently, the number of partitions for SAP BI is typically smaller than for other 
applications. In other words, more than one CPU per data partition is required. 

Please also refer to the following SAP notes for detailed explanation on the Db2 parameter settings in an SAP 
environment. 

2751102 - DB6: Db2 11.5 Standard Parameter Settings 
3520953 - DB6: Using Db2 12.1 with SAP Applications 
2751085 - DB6: Using Db2 11.5 with SAP Applications 
101809 - DB6: Supported Db2 Versions and Fix Pack Levels 

https://me.sap.com/notes/2751102/E
https://me.sap.com/notes/3520953/E
https://me.sap.com/notes/2751085/E
https://me.sap.com/notes/101809/E
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7 Configuration of Db2 HADR 
 

Once the Db2 database instance is successfully installed on both the primary & the secondary nodes, the 
next step is to configure a HADR replication between the nodes. Please follow the steps below to configure 
the same. 

 

7.1 Configuration steps for HADR 
 

Assign proper access privileges to the instance user/group the Db2 directory on both nodes 

 

 

 

 
Check the Db2 database instance name created on the primary node & secondary during the installation 

“Below commands will be performed with user owning Db2 instance”

 

 

 

Set the password less ssh access for instance user between the primary & the secondary node  

 

#ssh-keygen -t rsa 

#ssh-copy-id server02 

#ssh-copy-id server01 

#ssh-copy-id quorumnode 
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Disable the db2fmcd monitor on both nodes 

#ps -ef |grep db2fmcd 

#db2fmcu -d 

#ps -ef |grep db2fmcd 
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Set the default database path for the database on the primary node 

“Below commands will be performed with the user owning the Db2 instance 

db2inst@server01:~> db2 UPDATE DBM CFG USING DFTDBPATH /db2/PRD 

 

 

Set default service name for the database on both nodes 

db2inst@server01:~> db2 UPDATE DBM CFG USING SVCENAME sapdb2PRD 

 

Set the database default communication via TCP-IP on the primary node 

 db2inst@server01:~>  db2set  db2comm=tcpip 

 

 

Create the database on primary node. Note: Do not create the database on secondary node 

 db2inst@server01:~>  db2 CREATE DATABASE PRD 

 

 

 

Following settings are mandatory to initiate HADR on a database. Run the following on primary node 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING LOGARCHMETH1 DISK:/ 
db2/FEP/log_archive 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING LOGINDEXBUILD ON 
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 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING INDEXREC RESTART 

 

 

 

 

Important Note: Make sure of assigning proper directory/file read-write access to the instance owner (in this 
case “db2inst”) to the directory where LOGARCHIVE files will be stored. 

 

Set the local host for HADR configuration as the primary node. In this test, server01 is the hostname of the 
primary node. Run it on the primary node 

 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_LOCAL_HOST server01 

 

 

Set the local service name for HADR (by default it is “51650”), set the remote host entry in the HADR 
configuration which is nothing but the secondary node (in this test it is “server02”), select the same remote 
service name & select the remote instance which we recommend being same as the primary node (in this test 
it is “ db2prd”). Set the replication mode as sync (It is essential to select the sync-mode or the replication 
mode to sync in a typical intra-dc HA setup to achieve the best possible RTO & RPO). Run the following on 
primary node. As an industry best practice, it is always recommended that the application teams plan, decide 
& specify the right RPO & RTO targets. 

 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_LOCAL_SVC 51650 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_REMOTE_HOST server02 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_REMOTE_SVC 51650 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_REMOTE_INST  db2PRD 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_SYNCMODE SYNC 
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Set the HADR_REPLAY, TIMEOUT & PEER WINDOW values as per your typical environment or the values 
used in our test are proven to work in majority of the end user scenario’s. Run the following on the primary 
node. 

 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_REPLAY_DELAY 0 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_TIMEOUT 120 

 db2inst@server01:~>  db2 UPDATE DB CFG FOR PRD USING HADR_PEER_WINDOW 120 

 

 

Terminate & deactivate the database on the primary node 

 db2inst@server01:~>  db2 FORCE APPLICATIONS ALL  

 db2inst@server01:~>  db2 TERMINATE 

 db2inst@server01:~>  db2 DEACTIVATE DB PRD 

 

 

Backup the database on the primary node. 

 db2inst@server01:~>  db2 BACKUP DB PRD TO / db2/habackup COMPRESS 
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Copy the backup image from primary node to the secondary node. 

#scp / db2/habackup/PRD.x.xxx.xxx   server02:/ db2/habackup 

 

 

Restore the copied database backup image in the secondary node. 

Check file on second server and switch to  Db2 owner user shell. 

 

 

Set the local host & remote host parameters of HADR on the secondary node & start the HADR on the 
secondary node as STANDBY 

 db2inst@server02:~>  db2 UPDATE DB CFG FOR PRD USING HADR_LOCAL_HOST server02  

 db2inst@server02:~>  db2 UPDATE DB CFG FOR PRD USING HADR_REMOTE_HOST server01  

 db2inst@server02:~>  db2 START HADR ON DB PRD AS STANDBY 

 

 

Activate the database & the start HADR on the primary node as PRIMARY 

 db2inst@server01:~>  db2 ACTIVATE DB PRD  

 db2inst@server01:~>  db2 START HADR ON DB PRD AS PRIMARY 
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Check the status of HADR on the primary node 

 db2inst@server01:~>  db2pd -db PRD -hadr | grep HADR 
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8 Linux Pacemaker cluster configuration 
Once the HADR configuration is successfully implemented; in order to achieve the automated failover of Db2 
database services, we need to configure the pacemaker cluster software. In this section we will go through 
the step-by-step process of configuring the pacemaker cluster with Db2 database instances. 

 

Note: In this test, we are using the integrated pacemaker package which is by default packaged with the Db2 
database instance & gets installed automatically during the installation of a Db2 database. If you are installing 
the pacemaker package on a Linux environment (SUSE or RHEL), we recommend checking for previously 
installed or OS packaged pacemaker software & uninstall it accordingly. 

 

8.1 Installing the Pacemaker cluster software stack 
Ensure that you have the Pacemaker cluster software package that is intended for use with Db2 by 
downloading the package from the IBM Marketing Registration Services site. Before proceeding to the next 
section, verify that all prerequisites and necessary criteria have been met. For more information on these 
prerequisites, please refer to the following checklist 

Pre-setup checklist 
• Instance user ID and group ID are set up. 

• The /etc/hosts file includes both hosts, following the format listed in Host file setup. 

• Both hosts have TCP/IP connectivity between their Ethernet network interfaces. 

• Both the root and instance user IDs can use ssh between the two hosts, using both long and short 
host names. 

• The Pacemaker cluster software has been downloaded to both hosts. 

• Ensure that no non- Db2 provided Pacemaker components are installed. 

• Ensure system repositories are enabled for pacemaker package dependencies. 

Procedure 
1. As root on the primary node, extract the tar file in the /tmp folder. 

• cd /tmp 
• tar -zxf Db2_v11.5.4.0_Pacemaker_20200418_<OS Version>_x86_64.tar.gz 
• The above will create the directory Db2_v11.5.4.0_Pacemaker_20200418_<OS Version>_x86_64 

 
2. Verify that the following packages are installed. The output may vary slightly for different architectures 

and Linux distributions. All packages should include the db2pcmk text in the output. 
[root]# rpm -q corosync  
corosync-3.0.3-1.db2pcmk.el8.x86_64  

[root]# rpm -q pacemaker  

https://www.ibm.com/resources/mrs/assets?source=mrs-db2pcmk
https://www.ibm.com/docs/en/SSEPGG_11.5.0/com.ibm.db2.luw.admin.ha.doc/doc/c_prereq_pacemaker.html#c_prereq_pacemaker__hosts_file_setup


 

25 Business Continuity with IBM Db2 HADR & Linux Pacemaker on Lenovo ThinkSystem  

 

pacemaker-2.0.2-1. db2pcmk.el8.x86_64 

[root]# rpm -q crmsh  
crmsh-4.1.0-0. db2pcmk.el8.noarch 

 
3. Copy the db2cm utility from the cluster software directory into the instance sqllib/bin directory 

 
4. Copy the resource agent scripts (db2hadr,  db2inst,  db2ethmon) 

from  /tmp/Db2agents into /usr/lib/ocf/resource.d/heartbeat/ on both hosts 
 

5. Repeat steps 1 to 3 on the secondary node. 
 

8.2 The Db2 cluster manager (db2cm) utility 
You can use the Db2 cluster manager (db2cm) utility to configure and administer your highly available 
databases in a Pacemaker-managed Db2 Linux cluster. The Pacemaker cluster software stack must be 
installed on all hosts in the cluster. The Db2 instances and HADR database should be configured and online 
before performing the following procedure outlined. 

Whether you use the Db2 installer or the db2installPCMK installation script to install Db2, you must meet the 
basic prerequisites for installing Db2. 

 

Run the db2installPCMK installation script. The db2installPCMK script is in the Db2 install media at the 
following location: 

# db2/<platform>/pcmk <<where platform refers to the appropriate hardware platform>> 

 

To install or update Pacemaker, use the following command: 

# db2installPCMK -i 

 

find db2cm path and add it to bashrc 

#find / -name  db2cm 

#/ db2/ db2PRD/ db2_software/bin/ db2cm   

#echo "export PATH=/ db2/ db2PRD/ db2_software/bin:$PATH" >> /root/.bashrc 

 

 

Procedure 
The following steps are only required to run once on any one of the hosts by root. There is no need to run 
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them on both hosts. Choose one of the hosts to perform all actions on the same host. 

 
1. Create the Pacemaker cluster and the public network resources by running the following command. This 

is only required to be run once. 
 

2. # db2cm -create -cluster -domain PRDcluster -host server01 -publicEthernet bond0 -host server02 -
publicEthernet bond0 

 

 
3. Check the result of base cluster formation. 
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# db2cm -list 

 
 

4. Create the instance resource model by running the following commands 
5. # db2cm -create -instance db2PRD -host server01 
6. # db2cm -create -instance db2PRD -host server02 

 
 

7. Create the HADR database resource by running the following commands 
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8. # db2cm -create -db PRD -instance db2PRD 

 

 
9. Create the VIP resource 

# db2cm -create -primaryVIP 172.21.33.60 -db PRD -instance db2PRD 

 
 

10. Check the cluster resource post resource addition using crm_status. 
#crm status 

 
 
For the quorum node follow 6.2 to install db2cm utility. After the installation you can add the quorum 
node into the cluster with the command below (update both DB server “/etc/hosts” with quorumnode ip). 
 
# db2cm -create -qdevice quorumnode 
 
 
After the quorum node addition, you can use the check db2cm -list command to verify the quorum node. 
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9 Resources 
Lenovo 

 Lenovo SR650 V3 
 Lenovo SAP Solutions 

IBM 

 Db2 best practices 
 Db2 HADR 

SAP 
    SAP on Db2 best practices 

 
  

https://lenovopress.lenovo.com/lp1601-thinksystem-sr650-v3-server
https://lenovopress.lenovo.com/software/alliances/sap
https://www.ibm.com/docs/en/db2/11.5.x?topic=idds-installing-db2-servers-by-using-db2-setup-wizard-linux-unix
https://www.ibm.com/docs/en/db2/11.5.x?topic=server-high-availability-disaster-recovery-hadr
https://help.sap.com/doc/7367f81b468e4480b3c550669b3534aa/CURRENT_VERSION/en-US/DB6_Admin_Guide.pdf
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