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Business Challenges
As businesses modernize their IT infrastructure, they face several critical challenges with legacy
virtualization solutions that hinder growth and agility:

Escalating Licensing Costs: The perpetual and subscription-based licensing fees associated with
traditional hypervisors are a major financial burden. Per-socket or per-core pricing models make it
prohibitively expensive to scale infrastructure, consuming budgets that could otherwise be used for
innovation.
Vendor Lock-In:  Proprietary ecosystems create dependencies that are difficult and costly to break.
This lack of flexibility prevents organizations from adopting new technologies or optimizing their
hardware and software stacks, forcing them into unfavorable renewal cycles and limiting their control
over their own infrastructure.
Operational Complexity: Managing separate environments for virtual machines (VMs) and
containers adds layers of complexity and requires different toolsets and specialized skills. This
fragmentation increases management overhead, slows down deployments, and creates
inconsistencies in security and operations.
Barriers to Entry for High Availability:  Essential features for business continuity, such as high
availability (HA) clustering and live migration, are often packaged as premium, expensive add-ons,
placing them out of reach for businesses with limited budgets.

Solution Overview
Proxmox Virtual Environment (VE) is a comprehensive, open-source server platform for enterprise
virtualization, built to address the performance and scalability demands of modern IT environments. When
deployed on Lenovo ThinkSystem infrastructure, it delivers tight integration of the KVM hypervisor for
running Windows and Linux virtual machines (VMs), alongside Linux OS Containers (LXC) for lightweight
container-based workloads. It also includes built-in software-defined storage via CEPH and virtualized
networking capabilities consolidated within a single management framework.

The integrated, web-based user interface provides centralized control, allowing administrators to manage
compute resources, configure high availability (HA) resources, and perform backup and disaster recovery
operations with ease.

Lenovo ThinkSystem servers enhance Proxmox VE deployments through Lenovo XClarity Controller (XCC),
which delivers integrated out-of-band hardware-level management features such as remote power control,
remote control & administration, advanced monitoring & alerting, and OS watchdog functionality. This
enables a complete, end-to-end solution from bare metal to full virtualization management.
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Figure 1. ThinkSystem + Proxmox VE

Use Cases for Proxmox on Lenovo ThinkSystem
Proxmox VE is well-suited to a variety of enterprise and institutional IT environments. When deployed on
Lenovo ThinkSystem infrastructure, it offers a powerful combination of reliability, performance, scalability,
and cost-efficiency.

Small and Medium-Sized Enterprises (SMEs) : Organizations seeking a high-value virtualization
solution with minimal licensing overhead will benefit from Proxmox VE’s integrated hypervisor,
storage management, container support, and backup capabilities, all delivered through an intuitive
management interface.
Educational Institutions and Research Labs : Ideal for teaching, development, and testing
environments, Proxmox VE provides a flexible platform for rapid deployment of virtual machines and
containers. Its open-source model supports cost-sensitive institutions requiring advanced
functionality without proprietary constraints.
Enterprises with a focus on Open-Source : Enterprises with in-house Linux expertise or a
preference for open-source ecosystems will find Proxmox VE aligns well with their IT strategy

Proxmox VE features
Proxmox VE can be installed and used on a single server. While this scenario can be useful for home
users, labs, and experiments, it doesn’t match the minimum service level needed by enterprises.

The following section details some of the features of Proxmox VE that can be leveraged even on a single
node installation.

Local storage

Proxmox VE can use different storage types. When installed on a single node, the most common option is
to use ZFS (local) storage type to obtain the maximum performances and availability.
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Networking

The networking stack is based on the stable and performant Linux TCP/IP stack. It allows to create VLAN
aware networks and virtual bridges between physical interfaces and VMs.

It is also possible to create bonding interfaces (i.e. to aggregate two or more interfaces) to provide higher
availability and/or more bandwidth.

VM Backup

Proxmox VE can perform backups to local storage. Although backing up to the same physical server
storage is an acceptable practice for testing in lab environments, it would not be recommended for
production scenarios due to the lack of real data protection.. The native backup solution with Proxmox
Backup Server, can be added to allow the customer to easily and automatically backup its VMs. The VMs
backup can also be provided by native integration with third-party software, e.g. Veeam Backup & Recovery
solution.

VM Snapshots

Proxmox VE allow users to easily create snapshots of their VMs. This feature is filesystem dependent (i.e.
not all the Proxmox VE storage types allows snapshots, see Proxmox VE documentation).

VM Security

Proxmox VE Firewall provides an easy way to protect the infrastructure. The built-in firewall protects
virtualized environments from external threats. The granular permissions for users and administrators,
known as Role-Based Access Control (RBAC), allows the customer to have precise control of its
environment and be compliant with the laws and regulations about security and privacy.

Introducing cluster
The Proxmox VE cluster configuration allows the customer to enhance their service level while efficiently
keeping costs under control.

Clustering three or more nodes* allows these nodes to be managed from a single user interface. In addition,
clustering adds some additional functionalities not always available in standalone deployments.

VM High Availability

The HA cluster with a shared storage solution allows automatic restart the VMs of a failed host on the other
surviving nodes within the cluster. This means that even if the failure occurs during the unattended
environment timeframe (e.g. during the night or the weekend) the VMs and their services will be restarted
on the remaining active cluster nodes with no manual intervention.

Figure 2. VM High Availability

Proxmox VE Clusters on Lenovo ThinkSystem Servers 3

https://pve.proxmox.com/pve-docs/chapter-pvesm.html
https://lenovopress.lenovo.com/assets/images/LP2252/VM High Availability.png


VM Replica

It is possible to set up the VM replica with the other cluster nodes. The VM replica is an asynchronous copy
of the VM, and it can be used to manually restart it in case the source Proxmox VE node is unavailable. As
an example, this feature can be leveraged for basic DR implementation where two (or more) nodes are in
the site A and at least one node is in the site B; only high-importance VMs are replicated to site B (with a
frequency ranging from minimum 1 minute and maximum once a week) and they can be started and used
when site A is unavailable. The replica is automatically reverted when the source nodes are available again.

Figure 3. VM Replica

VM live migration

You can move the VMs within the cluster from one node to another with no service disruption. This function
also works if you don’t have shared storage between the nodes. This is accomplished by moving the VM
disk(s) from the internal storage of the source server to the other node’s internal storage using the cluster
network. In this case the migration will take longer, but it will be completely transparent for the VM end user.

Figure 4. VM live migration

Shared storage

Proxmox VE cluster can leverage shared storage to enhance VM availability. Two common implementations
include: external storage (connected via iSCSI or FC protocols) or internal storage (hyperconverged, based
on CEPH).
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With external storage you can assign LUNs from the Storage Array to the Proxmox VE nodes and benefit
from a high availability offered by multipath. Proxmox will use an LVM storage type on top of the exposed
LUNs to create the shared storage.

The hyperconverged solution is based on a CEPH implementation with Proxmox VE. The cluster must be
composed of at least three nodes, and they must have internal physical disks available for the CEPH
filesystem.

* For lab and test environments, a 2-node cluster can be configured along with an external Linux node
hosting the Qdevice-net package. Qdevice is a light-weight vote caster designed to work within a Corosync
cluster and help prevent split-brain scenarios when a node goes offline.

Cost efficiency and Open-Source advantage
Proxmox VE is an Open-Source solution. It means that the sources of the product are publicly available,
and everyone can legally download, inspect, analyze, change, or adapt them to their specific needs. It also
means that the product is future-proof, because the sources are available and no vendor lock-in is
applicable, even in case the company (Proxmox Server Solutions GmbH) ceases to exist in future.

The subscription-based support has an affordable cost compared to other proprietary solutions. It must be
noted that, to date, the support from Proxmox Server Solutions GmbH is provided only during business
working hours (CET/CEST time zone), but qualified Proxmox resellers can be engaged to have different
SLA and local language support.

Customer Value
Combining Proxmox VE’s enterprise-grade virtualization stack with Lenovo’s performance-optimized
ThinkSystem server platforms delivers a robust, scalable, and cost-efficient infrastructure solution. This
integrated approach provides advanced capabilities such as clustered high availability, software-defined
storage, and unified VM/container management — all without the overhead of proprietary licensing. The
following are some of the key customer values:

Drastic Reduction in Total Cost of Ownership (TCO):  Proxmox VE is open source, eliminating
software licensing fees entirely. Customers can redirect their budget from expensive licenses to
innovation and growth. Paired with cost-effective Lenovo hardware, the TCO is significantly lower
than any comparable proprietary solution.
Simplified, Unified Management:  By integrating VMs and containers under a single management
interface, Proxmox VE drastically reduces administrative overhead. IT generalists can manage the
entire environment without needing deep, specialized expertise in multiple platforms, simplifying
operations and reducing training costs.
Freedom from Vendor Lock-in:  The open-source nature of Proxmox gives customers complete
control and flexibility. They are free to choose the right hardware and support options without being
tied to a single vendor's ecosystem, enabling greater innovation and cost control.
Enterprise-Class Features for All:  High availability, live migration, virtual networking, and robust
backup capabilities are built into the core Proxmox VE platform at no extra cost. This democratizes
access to the resiliency and agility features that are essential for modern business operations.
Infrastructure Scalability: Scale your infrastructure by simply adding another Lenovo server to the
cluster. With no additional per-socket license costs, growth becomes predictable, affordable, and
linear, allowing your data center to expand seamlessly with your business needs.

Lenovo testing and installation of Proxmox
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Lenovo testing and installation of Proxmox
Lenovo is actively testing Proxmox VE across their ThinkSystem Server products. For an up-to-date listing
of specific ThinkSystem models tested with Proxmox, see the Lenovo OS Interoperability Guide (OSIG):
https://lenovopress.lenovo.com/osig#os_families=proxmox-virtual-environment&support=all

In addition, the installation guide "Installing Proxmox VE on Lenovo ThinkSystem Servers" is available to
assist with the deployment of Proxmox on Lenovo ThinkSystem servers:
https://lenovopress.lenovo.com/lp2218-installing-proxmox-ve-on-lenovo-thinksystem-servers
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Notices
Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult your
local Lenovo representative for information on the products and services currently available in your area. Any
reference to a Lenovo product, program, or service is not intended to state or imply that only that Lenovo product,
program, or service may be used. Any functionally equivalent product, program, or service that does not infringe any
Lenovo intellectual property right may be used instead. However, it is the user's responsibility to evaluate and verify
the operation of any other product, program, or service. Lenovo may have patents or pending patent applications
covering subject matter described in this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:

Lenovo (United States), Inc.
8001 Development Drive
Morrisville, NC 27560
U.S.A.
Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION ”AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of
express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the
information herein; these changes will be incorporated in new editions of the publication. Lenovo may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time
without notice.

The products described in this document are not intended for use in implantation or other life support applications
where malfunction may result in injury or death to persons. The information contained in this document does not
affect or change Lenovo product specifications or warranties. Nothing in this document shall operate as an express
or implied license or indemnity under the intellectual property rights of Lenovo or third parties. All information
contained in this document was obtained in specific environments and is presented as an illustration. The result
obtained in other operating environments may vary. Lenovo may use or distribute any of the information you supply
in any way it believes appropriate without incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the materials
for this Lenovo product, and use of those Web sites is at your own risk. Any performance data contained herein was
determined in a controlled environment. Therefore, the result obtained in other operating environments may vary
significantly. Some measurements may have been made on development-level systems and there is no guarantee
that these measurements will be the same on generally available systems. Furthermore, some measurements may
have been estimated through extrapolation. Actual results may vary. Users of this document should verify the
applicable data for their specific environment.

© Copyright Lenovo 2025. All rights reserved.

 

This document, LP2252, was created or updated on July 8, 2025.

Send us your comments in one of the following ways:

Use the online Contact us review form found at:
https://lenovopress.lenovo.com/LP2252
Send your comments in an e-mail to:
comments@lenovopress.com

This document is available online at https://lenovopress.lenovo.com/LP2252.
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Trademarks
Lenovo and the Lenovo logo are trademarks or registered trademarks of Lenovo in the United States, other
countries, or both. A current list of Lenovo trademarks is available on the Web at
https://www.lenovo.com/us/en/legal/copytrade/.

The following terms are trademarks of Lenovo in the United States, other countries, or both:
Lenovo®
ThinkSystem®
XClarity®

The following terms are trademarks of other companies:

Linux® is the trademark of Linus Torvalds in the U.S. and other countries.

Windows® is a trademark of Microsoft Corporation in the United States, other countries, or both.

Other company, product, or service names may be trademarks or service marks of others.
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