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Introduction to web-facing applications and accessibility

The world is becoming more instrumented, interconnected, and intelligent every day. IBM® 
Smarter Commerce™ enables new business processes that help companies to buy, market, 
sell, and service their products and services. IBM Smarter Cities® are combining data from 
multiple systems to improve education, transportation, power management, and the delivery 
of social services. IBM Smarter Healthcare® turns data into clinical and business insights, 
and it instruments processes with those insights in real time for point-of-care decisions and 
productivity. For these systems to be useful, they must be accessible. Today, accessibility 
generally means availability on the web by using web-facing applications. 

Application servers are the middleware that help enterprises to make their applications 
accessible on the Internet. However, application servers do much more than make 
applications available; they also do these tasks:

� Extend the capabilities of the operating system in managing applications.

� Optimize the system resources used by web-facing applications.

� Manage the connections between web-facing applications and external resources, such 
as databases, networks, and other applications.

� Provide quality-of-service features, such as availability, security, management, 
performance, and scalability to web-facing applications. 

Clearly, a strong application server is absolutely essential for the smooth operation of your 
enterprise web-facing applications.

IBM provides servers and systems that enhance accessibility in small-, medium-, and 
enterprise-level businesses. The IBM Strategy and Technology Lab (STL) conducted studies 
with IBM WebSphere® and eX5 products to determine the improvements these products can 
offer.

Howard Operowsky
Karen Lawrence
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First, we studied WebSphere Application Server, which provides an impressive combination 
of function and performance. The success of WebSphere Application Server in the 
marketplace is evidenced by the following statistics collected by IBM: 

� More than 19,000 WebSphere Application Server customers exist, and more than 300 
IBM products include WebSphere Application Server as a key enabling component. 

� WebSphere is used in 90% of the 100 largest companies in the world.

� More than 4,330 IBM Business Partner applications are built on WebSphere Application 
Server and are listed in the IBM Global Solutions Directory. 

� More than 80,000 WebSphere family feature packs have been downloaded to extend 
WebSphere systems. 

� More than 9,000 independent software vendors write applications to run on WebSphere.

Second, we studied MAX5, a memory expansion unit for eX5 processors, which improves 
performance. Application consolidation is improved with MAX5, and so it is useful in virtual 
environments. 

Third, we studied WebSphere eXtreme Scale, a product designed to improve application 
performance through the use of a scalable data grid for storing objects in computer memory 
rather than disks. This grid increases application performance by reducing the latency in 
accessing data.

This IBM Redpaper™ publication describes the studies done by the STL and describes the 
results with a focus on the accessibility needs of your business. 

This publication is directed to IT professionals and decision-makers, such as CEOs, CIOs, 
CFOs, IBM clients, IBM Business Partners, information architects, business intelligence 
administrators, and database administrators. 

WebSphere Application Server and eX5 have the power to 
support web-facing applications

WebSphere Application Server is optimized to take advantage of the power of eX5 multi-core 
processors. The WebSphere development team is constantly seeking to improve the 
performance of WebSphere Application Server. 

WebSphere Application Server maximizes the efficiency of eX5 multi-core 
processors

Multiprocessors allow WebSphere Application Server to run multiple applications 
simultaneously. To ensure that applications do not interfere with each other, WebSphere 
Application Server uses a mechanism called locks. When an application locks a resource, all 
other applications that need the resource must wait until the lock is released before gaining 
access, which impacts overall system performance. In WebSphere Application Server v8, the 
algorithms are improved, so that the applications use locks less frequently. This improvement 
reduces overall wait-time, thus improving system performance. 

Other techniques exist for making sure that applications do not interfere with each other. 
These techniques are collectively called synchronizations. WebSphere Application Server 
algorithms were also improved so that less time was spent synchronizing application threads, 
thus freeing up time for the applications to run business functions. 
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As a result of these changes, WebSphere Application Server v8 is 20% more efficient than 
WebSphere Application Server v7 when executing DayTrader 2.01, an open source 
benchmark for application servers2.

WebSphere Application Server, on eX5, was 44% faster than the competitor 
server

We carried out a number of tests to demonstrate the performance of WebSphere Application 
Server on a production-level System x3850 X5. Performance was measured both in terms of 
transactions per second and in the cost per transaction per second. In one test, we ran a 
banking benchmark with WebSphere Application Server on a production-level System x3850 
X5, and we compared the performance with that of a competitor’s application server on a 
competitor’s production-level server. The measured test results are shown in Figure 1. Here, 
the IBM and competitor hardware were built using the same Intel processor and were 
configured identically. We tuned the systems for maximum throughput. 

Figure 1   WebSphere Application Server on eX5 delivers more performance from 32 cores than competitor server 

As you can see, the IBM system was 44% faster than the competitive platform, and the 
amortized cost of the IBM platform was 70% less than the amortized cost of the competitive 
platform. 

1  DayTrader - A More Complex Application: 
https://cwiki.apache.org/GMOxDOC22/daytrader-a-more-complex-application.html

2  Why IBM WebSphere Application Server V8.0?, IBM white paper, 2011, 
ftp://public.dhe.ibm.com/common/ssi/ecm/en/wsw14167usen/WSW14167USEN.PDF
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WebSphere Application Server can be clustered to handle heavier workloads

Many times, enterprises choose to run web-facing applications on a cluster of servers. Not 
only do clusters provide greater throughput than does a single server; they also provide better 
availability. If one of the servers in a cluster fails, the other servers ensure that the system 
remains active. 

Two ways to create clustered systems exist. The traditional way is to run the same application 
natively, that is, non-virtually, on a collection of servers. With the growing use of blades and 
virtualization, there is another method to create clusters, as shown in Figure 2. In a blade 
system, the application can run in multiple virtual machines spread across the blades in the 
system. Not only does this approach, called vertical stacking, provide the same benefits as a 
traditional cluster, but it also allows for better workload density. Virtual machines can be 
moved between blades to maximize the utilization of each blade. See Figure 2 (in the figure, 
“WAS” represents WebSphere Application Server, and “IHS” represents IBM HTTP Server).

Figure 2   Creating a cluster with WebSphere eXtreme Scale 
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Consolidating applications with WebSphere on eX5

Now, we look at how you can consolidate WebSphere applications on eX5 servers to achieve 
the power you need to run your business at lower costs. 

Underutilized dedicated servers

Historically, x86 servers tended to be dedicated to a single function. Experience has shown 
that this is wasteful. Servers are bought on the basis of peak workloads, with the result that 
they are underutilized. Tests have shown that Windows servers run at 5 - 10% utilization on 
average, with UNIX servers only slightly better at 15 - 20% average utilization, as shown in 
Figure 3. As we saw with vertical stacking, virtualization provides a solution to this problem.

Figure 3   Underutilized dedicated servers
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Application consolidation is greatly facilitated by virtualization. Applications generally function 
as though they own all machine resources. Thus, it is difficult to install two such applications 
on the same operating system image. But virtualization allows such applications to be 
installed on the same server, continue to operate as before, and still not interfere with each 
other. 

We looked at two forms of virtualization: 

� Java virtual machine (JVM): WebSphere Application Server applications run in JVMs, 
helping to more easily consolidate them on a larger machine. When you install an 
application into WebSphere Application Server, the application will immediately execute in 
its own JVM, independent of the other applications running under WebSphere. 

� Hypervisor: With a hypervisor, you can create many virtual machines on a single physical 
machine. Some hypervisors that are available for eX5 servers today are VMware ESXi, 
Microsoft Hyper-V, and KVM. Software running on a virtual machine behaves the same as 
it does on a physical machine. Applications that control all the resources in their machines 
can be installed in separate virtual machines and will run properly, even though they are 
sharing the same physical machine. 

MAX5 improves consolidation

A new server technology available for the IBM eX5 class of servers is the MAX5 memory 
expansion unit. MAX5 is an IBM eX5 exclusive technology that adds memory to the server, 
independent of the processor. With no added processors, MAX5 can increase productivity 
and reduce costs in a way that other servers of this class cannot. This approach can be 
especially useful when consolidating servers in a virtual environment. 

Physical memory can be a constraining factor
One problem with consolidating applications in virtual machines is that each application 
functions as though it has the same amount of physical memory that it had when it was 
running on a physical server. Thus, the combined demand of these applications can exceed 
the amount of physical memory installed on a server. The least expensive solution is to 
reduce the amount of memory each virtual machine can use; however, that way can generally 
affect application performance. 

A better solution is to add additional physical memory to the server. This solution can work, 
but only to a point, because every server has a limit on the amount of physical memory that 
can be installed. When that limit is reached, the only solution, short of rewriting the 
applications to use less memory, is to buy additional servers. Then, some of the applications 
can be moved to the new machines. That, however, reduces the savings achievable through 
consolidation.

MAX5 increases server physical memory
IBM has addressed this problem with the MAX5 memory expansion unit. MAX5 increases the 
number of DIMMs that can be supported on eX5 computers, up to a total of 32. Using 32 GB 
DIMMS, MAX5 adds as much as 1 TB of memory to an existing eX5 server to support large, 
memory-constrained applications. Because MAX5 adds memory without the need for 
additional cores, it can reduce acquisition costs by 49%, largely because of reduced software 
costs. The details are listed in Table 1 on page 24.

Another way MAX5 can reduce costs is by using smaller-capacity DIMMs to meet memory 
requirements. For example, 16 GB DIMMs cost $459 US; 32 GB DIMMs cost $2,499 US. At 
these prices, populating one server with 1 TB would cost $80,000 US by using 32 GB DIMMs, 
but only $37,000 US by using 16 GB DIMMs and MAX5. These values are the US dollar list 
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prices in effect when the analysis was done (March, 2012) and might not represent current list 
prices. Also, prices can vary by country and will likely change over time as technology 
matures. Discuss your current environment with your IBM representative to determine how 
much you can save, at current prices, with MAX5.

How much does MAX5 improve virtualized environments?
We mentioned two types of virtualized environments (“WebSphere and eX5 support 
applications of all sizes” on page 5): hypervisors such as VMware ESXi and the JVMs 
provided by WebSphere. We conducted studies to demonstrate the advantages of MAX5 in 
both environments.

We ran the first test to demonstrate the benefits of MAX5 in a hypervisor-based environment. 
We used the industry standard, open Standard Performance Evaluation Corporation 
virtualization (SPECvirt) benchmark to measure the maximum performance of data center 
servers used for virtual server consolidation. Each unit of work, called a tile, is composed of 
virtual machines running applications that represent server virtualization, including web, mail, 
application, and database servers. The web server is particularly memory-intensive and was 
the primary focus of the test. The test consisted of gradually increasing the number of tiles 
that were executing until the total throughput of all tiles reached a maximum, or until 
workloads failed to meet some quality-of-service requirement.

For our study, we used a System x3690 X5 and the KVM hypervisor. Figure 4 describes our 
setup. 

Figure 4   Setup for test to measure the effect of MAX5 in a virtualized environment
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MAX5 is intended to improve virtual machine performance
Figure 5 demonstrates how the additional 256 GB of memory installed in the MAX5 can 
improve performance of the SPECvirt benchmark compared to the baseline result. 

Figure 5   MAX5 is intended to improve virtual machine performance by 15%
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servers running on the system. In the two left columns, the web servers had 26 GB memory. 
When they were allocated, first 30 GB and then 33 GB, the measured system performance 
increased by 2% and 6%, respectively. Thus, MAX5 improved overall performance by 15% 
(from 100% CPU usage to 85% CPU usage), so that the CPU was 15% more available for 
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MAX5 enables more WebSphere Application Server workloads to be 
consolidated
JVM is the other form of virtualization mentioned in “WebSphere and eX5 support 
applications of all sizes” on page 5. Every WebSphere application runs within its own JVM. 

In this test, we created a workload of four virtual machines. Each workload consisted of one 
deployment manager, one node agent, and two application servers running the open 
standard, DayTrader 2.0 benchmark3. Using a System x3850 X5 with 256 GB memory, we 
added multiple copies of this workload, and found that we were able to consolidate 
85 workloads. After adding MAX5 with an additional 128 GB, we were able to consolidate 
124 workloads. In this test, MAX5 improved system consolidation by 46% for an additional 
$13,500 US. That amount translates into a savings of 30% per workload, based on the costs 
as indicated in Figure 6. The additional cost of $13,500 US was computed by adding the cost 
of MAX5 ($7,500 US) and the cost of 128 GB of memory ($6,000 US). These list prices are 
from mid-2011 and might not represent current prices. Discuss your current environment with 
your IBM representative to determine how much you can save, at current prices, with MAX5.

Figure 6   MAX5 enables more workload consolidation 

IBM Workload Deployer accelerates time to value

Virtualization has done much to advance cloud computing. IBM Workload Deployer is a 
hardware appliance that uses virtualization to help users build private clouds easily and 
efficiently. 

3  DayTrader - A More Complex Application: 
https://cwiki.apache.org/GMOxDOC22/daytrader-a-more-complex-application.html
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Virtual server lifecycle management is essential for environments with 
extensive virtualization
Several advantages of cloud computing are that users can acquire and provision their own 
virtual servers, and monitoring and billing of those virtual servers can be automated. With a 
private cloud, you can obtain the benefits of cloud computing but behind the safety of your 
firewall on your own private network. 

IBM Workload Deployer accelerates time to value in eX5 virtualized 
environments
IBM Workload Deployer is a hardware appliance that provides access to IBM middleware 
virtual images and patterns to easily, quickly, and repeatedly create application environments. 
These environments can be deployed more securely and managed in a private cloud 
composed of eX5 servers. 

Workload Deployer patterns contain preconfigured virtual machines with IBM middleware 
products installed, such as WebSphere and IBM DB2®, which simplify the deployment and 
management of virtual machines. Patterns are hardened systems that incorporate the best 
practices IBM has learned from our experience with thousands of customers over a decade. 
Workload Deployer patterns have the additional benefit of providing consistent and 
repeatable deployments in minutes. 

Workload Deployer uses a standardized image for automated 
deployment
This section describes how IBM Workload Deployer can automatically create a virtual 
machine running WebSphere Application Server in an eX5 private cloud with almost no user 
interaction.

Automated deployment
Here is what happens: 

1. As the user, you access Workload Deployer through a browser. You begin by logging in to 
Workload Deployer and selecting a pattern to deploy. With the pattern selected, you can 
configure the virtual machines. You may also install script packages that will automatically 
install your applications on the virtual machine. 

2. Workload Deployer downloads, to cloud storage, the components necessary for the 
hypervisor to deploy the virtual machine on the physical machine. Currently, the hypervisor 
used by Workload Deployer on eX5 is VMware ESXi. The downloaded components 
include the WebSphere virtual machine image, the configuration information specified by 
you, and any additional applications and associated shell scripts that you want to install on 
the virtual machine. Workload Deployer remembers what virtual machines it downloaded 
to the hypervisor, and it will not download them a second time. These images are large, so 
a significant amount of time is saved by not downloading virtual machine images on 
subsequent deployments. 

3. Workload Deployer issues a request to the hypervisor to create a virtual machine from the 
virtual image that was just downloaded.

4. The hypervisor reads the virtual machine image and configuration information that were 
downloaded and builds a properly configured virtual machine with IBM middleware, such 
as WebSphere, preinstalled. The hypervisor then informs Workload Deployer that the 
virtual machine is ready. 

5. Workload Deployer sends a command to the hypervisor to boot the virtual machine. 
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6. During the boot process, any one-time customization of the system is performed, such as 
setting the root password or specifying the IP address of the virtual machine. These 
actions are managed by an IBM-developed software component, called the Activation 
Engine.

7. When the virtual machine is up and running, Workload Deployer issues a command to the 
hypervisor to execute the script packages and install the applications specified by the 
user. 

IBM Workload Deployer is fast
As you can see, deploying a virtual system by using Workload Deployer is easy. Virtual 
system deployment by using Workload Deployer is also fast. Figure 7shows the results of a 
test in which we installed a WebSphere cluster of virtual machines, both manually and by 
using a production-level Workload Deployer; we measured the amount of time for each 
installation. The manual installation was performed on an IBM Power 750. The automated 
installation was performed on a System x3650 X5 and Workload Deployer 3.0.0.1. Figure 7 
shows the results. In this figure, “IWD” represents IBM Workload Deployer.

Figure 7   IBM Workload Deployer reduces deployment time for virtual machine images by ten times

In this case, manual installation took 590 minutes. When we first used Workload Deployer to 
install the same system, the amount of time was 114 minutes. The second deployment of the 
system with Workload Deployer took 40 minutes, for an overall reduction in deployment time 
of 93%. The reason for the improvement between the first and subsequent deployments by 
using Workload Deployer is that the virtual machine image was downloaded the first time it 
was used, but not thereafter. 

Furthermore, not only are deployments faster with Workload Deployer, they are identical, so 
you do not have to be concerned about differences that result from human error. 
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WebSphere eXtreme Scale improves eX5 performance

WebSphere eXtreme Scale transactional data grids further improve eX5 performance. 

Customers are won or lost in a fraction of a second

With the increasing availability of high-speed networks, Internet users are increasingly 
demanding faster response times from the websites they visit. The New York Times4 reported 
that users will abandon one website for a competitor’s if the difference in response time is a 
mere 250 milliseconds. So it is clear that users demand extremely low response times, even 
under heavy workload.

What causes response time delays

Several factors can cause delays in response time. One factor is the latency in reading and 
writing to a database stored on disk. In addition, relational databases store data in 
interconnected tables, however most applications today are written in Java and reference 
data objects. The conversion of tabular data to objects is another source of delay. When data 
is stored as memory objects, as it is with Java, rather than in file-based tables, performance is 
dramatically improved. See Figure 8. 

Figure 8   Several causes of response time delays

WebSphere eXtreme Scale accelerates performance

WebSphere eXtreme Scale accelerates performance by providing a low-latency, elastic data 
grid for storing objects. The data grid appears to applications as a single, virtualized, 
in-memory cache. A WebSphere eXtreme Scale grid can be effectively used as a data cache 
for a database or other data source, which is generally slower to respond to requests because 
it has to access data that resides on a hard disk. 

4  For Impatient Web Users, an Eye Blink is Just Too Long to Wait, Steve Lohr, New York Times, Feb. 29, 2012 
http://www.nytimes.com/2012/03/01/technology/impatient-web-users-flee-slow-loading-sites.html?_r=1&p
agewanted=all
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This elastic scalability is possible by the use of distributed-object caching. The grid is 
implemented by combining the memory contained in a collection of JVMs as depicted in 
Figure 9. In this figure, “WXS” represents WebSphere eXtreme Scale.

Figure 9   WebSphere eXtreme Scale accelerates performance using a scalable grid 
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geographically among multiple physical machines. The data objects in the grid are partitioned 
among these JVMs. Applications, however, do not need to detect which JVM contains the 
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grid is able to support the most demanding systems, such as extreme transaction processing 
(XTP) systems. 

WebSphere eXtreme Scale usage patterns

This section describes various ways that a WebSphere eXtreme Scale grid can be used. We 
also describe the WebSphere eXtreme Scale write-behind technology for improving 
performance. 
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The simplest way to use WebSphere eXtreme Scale is as a side cache, which is completely 
managed by the programmer. When an application requires some data, it first tries to retrieve 
the data from the side cache. If the data is not in the side cache, the application loads the 
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database, or inline cache. An inline cache is similar to a side cache, with the important 
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source. If the data is not available in the inline cache, a WebSphere eXtreme Scale loader 
program obtains the data from the database, stores it in the inline cache for later reuse and 

WebSphere eXtreme Scale Data Grid

WXS
----------------

JVM

WXS
----------------

JVM

WXS
----------------

JVM

WXS
----------------

JVM

Central Control Catalog

Distributed In-Memory Cache 
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then returns the data to the program. If the data is changed in the inline cache, the loader 
automatically writes the change back to the database.

The loader program operates without programmer intervention. Because of the loader 
program, some users treat the WebSphere eXtreme Scale inline cache as the database of 
record and view the database as a way to persist the data for backup or catastrophic failure. 

An inline cache improves performance by reducing the latency caused by the database 
overhead and network traffic that is necessary to access application data. By reducing the 
number of requests on both the database and the network, overall system performance 
improves. 

Write-behind technology
Users can further improve the performance of their inline caches by using WebSphere 
eXtreme Scale's write-behind technology. With the commonly-used write-through technology, 
changes to the grid are immediately written back to the external data source. Control is not 
returned back to the program until the write has completed. With write-behind technology, 
grid changes are not written back immediately. Instead, they are collected and later written 
back as a group, asynchronously, without halting program operation. For programs that can 
tolerate the delay, write-behind technology improves performance for several reasons:

� The program does not have to wait while the loader writes each change to the “back end.” 
Write-behind technology writes the grid changes to the back end concurrently, with the 
program running. 

� Write-behind technology typically results in fewer write operations to the database. When 
a grid element is updated multiple times, write-behind writes only the last change to the 
back end.

HTTP session management
A WebSphere eXtreme Scale data grid can also be used for hypertext transfer protocol 
(HTTP) session management. HTTP session management is a function offered by Java 
Platform, Enterprise Edition (Java EE) application servers, such as WebSphere Application 
Server. HTTP session management allows web applications to store session state 
information about a given user across many web requests. A typical use of an HTTP session 
is for a website shopping cart, where information about a user’s intended purchases is stored 
until the user checks out. 

To increase reliability, most application servers provide some type of session replication. This 
approach allows other application servers in the environment to access session data. Thus, if 
one application server goes down, another one can continue to process requests by using the 
saved session data. Session replication is normally performed by writing to a database or by 
memory-to-memory replication. These two options, however, can pose problems. Using a 
database can have performance implications, and memory-to-memory replication can be 
restricted by the amount of memory available in a single JVM.

Using WebSphere eXtreme Scale can overcome these problems. Saving HTTP session state 
information in a data grid provides for the sharing of user session data by any set of 
application servers, even across data centers. Furthermore, the WebSphere eXtreme Scale 
grid can be accessed using standard HTTPsession application program interfaces (APIs). In 
this way, the data grid can be used without making any changes to the application code. The 
elastic capability of WebSphere eXtreme Scale eliminates any restrictions on the size of 
session data. 
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The HTTP session store of WebSphere eXtreme Scale offers the following benefits:

� Provides HTTP session failover support when application servers are shut down or end 
unexpectedly. 

� Supports environments that run various versions of WebSphere Application Server, or 
application servers from various vendors.

� Keeps users logged on during data center failover in geographically dispersed locations.

WebSphere eXtreme Scale increases application performance dramatically 

Figure 10 shows how WebSphere eXtreme Scale can dramatically increase application 
performance. Here, WebSphere eXtreme Scale is used as a side cache. When the 
application starts, the data grid is completely empty and is filled as the application requires 
data during execution. The bottom axis represents time. Notice that, as time increases and as 
the WebSphere eXtreme Scale side cache fills with data, both throughput and response time 
improve dramatically.

Figure 10   WebSphere eXtreme Scale increases application performance dramatically 

The WebSphere eXtreme Scale grid is transactional

The WebSphere eXtreme Scale cache is transactional, meaning that an application can 
make several updates to the cache and have it appear as a single update. Either all of the 
updates will be made to the cache or none of them will be made. The beginning and end of 
each transaction is defined by the programmer, and all updates that occur between those two 
endpoints are treated as a single update. The WebSphere eXtreme Scale transactional grid 
guarantees that either all the changes are made or none of them are. Transactional grids, 
therefore, can ensure data consistency within the grid in the event of failure. 

Transactions per second

Response time in seconds
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Transactional grid without database: normal operation
How does the WebSphere eXtreme Scale transactional data grid work? We begin by 
describing a typical case (normal operation) in which no database is used. All data resides 
within the grid. Figure 11 illustrates the process. 

Figure 11   A transactional grid guarantees data consistency in the event of a system failure

The box in the Client App represents user data that will be written to the grid. The figure 
shows the following steps:

1. The user issues the Commit command, and the modified user data is transferred to a buffer 
in the WebSphere eXtreme Scale server.

2. WebSphere eXtreme Scale moves the data to the proper location in the grid.

3. WebSphere eXtreme Scale notifies the user that the operation has completed normally. 

Transactional grid is protected during system failure (no back-end 
database)
How does a WebSphere eXtreme Scale transactional grid function if a failure occurs before 
the data can be saved on the server? Figure 12 illustrates the process. 

Figure 12   A transactional grid is protected during system failure (no back-end database)
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Again, the box in the Client App represents user data that will be written to the grid. The 
figure shows the following process: 

1. The user issues the Commit command, and a system failure occurs before all of the data 
has been transmitted to the WebSphere eXtreme Scale server.

2. WebSphere eXtreme Scale raises an exception, and none of the data changes are saved 
within the grid (the data in the grid remains consistent).

WebSphere eXtreme Scale transactional support extends to back-end 
databases
In most cases, a back-end database will be used to save the data in the grid. Databases also 
support transactions. How does the WebSphere eXtreme Scale transactional grid 
interoperate with the database? Figure 13 illustrates the process. 

Figure 13   WebSphere eXtreme Scale transactional support extends to back-end databases

The box in the Client App represents user data that will be written to the grid. The figure 
shows the following steps: 

1. The user issues the Commit command, and the modified data is transferred to a buffer on 
the WebSphere eXtreme Scale server. 

2. WebSphere eXtreme Scale writes the modified data to the database and waits until a 
completion message is received.

3. The modified data is written to the proper location in the grid.

4. WebSphere eXtreme Scales signals completion to the user.
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Transactional grid is protected during system failure (with back-end 
database)
How does WebSphere eXtreme Scale transactional grid function if a failure that occurs before 
the data can be saved to the database? Figure 14 illustrates the process. 

Figure 14   A transactional grid is protected during system failure (with back-end database)

The box in the Client App represents user data that will be written to the grid. The figure 
shows the following steps: 

1. The user issues the Commit command, and the changed data is moved to a buffer on the 
WebSphere eXtreme Scale server. 

2. WebSphere eXtreme Scale attempts to write the data to the database, but a system failure 
occurs, preventing the data from being stored in the database.

3. WebSphere eXtreme Scale raises an exception and discards the new data, so that the 
grid is not updated and the data remains consistent.

WebSphere eXtreme Scale studies

We conducted studies to determine the ability of WebSphere eXtreme Scale and MAX5 to 
improve processing environments. This section has an overview of two studies with results, 
and an experiment with MAX5.

Large investment bank increases transactions by 40 times 

An investment bank wanted to develop a “next generation” order system. The system that the 
bank was using processed only 300,000 transactions per day, and their competitor database 
system could not scale sufficiently to meet demands. After deploying WebSphere eXtreme 
Scale as a database front-end, the bank was able to process 40 times more transactions per 
day, increase its revenue by a factor of four, and reduce response time to 2.5 milliseconds.
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Figure 15 summarizes these results.

Figure 15   A large investment bank increases transactions by 40 times with WebSphere eXtreme Scale

Social media website reduces response time by 90% 

A social media website chose WebSphere eXtreme Scale to improve performance of the site. 
This website records a vast amount of data for its users. Before implementing WebSphere 
eXtreme Scale, users were experiencing 60-millisecond response times because of the 
heavy demand placed on the databases. The site was moved to WebSphere eXtreme Scale 
to improve performance by maintaining user data in memory, using an inline cache. After the 
change was made, response time dropped by 90%, to 6 milliseconds. In 2011, the site was 
able to support 450,000 concurrent users and handle close to one million requests per 
second. 

WebSphere eXtreme Scale performance experiments with MAX5

The need for reduced response time on the social media website (see “Social media website 
reduces response time by 90%” on page 19) was just the kind of application that could benefit 
from MAX5 because of the large data requirements. We decided to study this further.

Cache larger databases in WebSphere eXtreme Scale with MAX5 on eX5
To demonstrate the benefits of MAX5, we used a system verification test, developed by the 
WebSphere eXtreme Scale development team, that simulated how the social media website 
used WebSphere eXtreme Scale. 

Next-generation Order Management System with WXS
� Before: Competitor-based architecture unable to scale to necessary demands 
� After: 300,000 transactions per day � 12,000,000 transactions per day
� Revenue up 4X and growing … "all because of WebSphere eXtreme Scale"
� Response time drops to 2.5 ms
� Moving to "22 x 7" operations (extending 9 a.m. – 4 p.m. hours)
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Figure 16 illustrates our test system. Our base system was a production-level System x3690 
X5 with 16 cores and 256 GB of RAM. 

Figure 16   Our base system was a System x3690 X5

The yellow boxes, marked WXS Container inside the System x3690 X5, represent the 
components of the WebSphere eXtreme Scale distributed grid. Each container is a JVM, and 
the WebSphere eXtreme Scale grid is distributed across the memory in those JVMs. In our 
test, all of the containers resided in one System x3690 X5, but WebSphere eXtreme Scale 
lets you distribute the grid across multiple physical machines that can be located in different 
data centers or geographies. Then, to our base system, we added MAX5 with 256 GB, for a 
total of 512 GB.

Social media website benchmark characteristics
We populated our system with 400 clients operating concurrently. Each client was able to 
read and write social media objects chosen at random. We used a 350 GB database. In our 
MAX5 system, we created a 450 GB grid that was large enough to contain our entire 350 GB 
database. Thus, all data requests from the website application could be satisfied directly from 
the grid. 

In our base system, with only 256 GB, we created a 225 GB grid, which was too small to 
contain our database. Thus some data requests would require a call to the database system 
to be satisfied. 
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Social media website throughput increases from 2.4 to 4.9 times
We ran two separate tests on both the base system and the MAX5 system and measured the 
results. In one test, our workload consisted of 80% read requests and 20% write requests. In 
the second test, the workload consisted of 100% reads. 

For our workload of 80% reads and 20% writes, throughput on the MAX5 system was 
2.4 times the throughput of the base system. For our workload of 100% writes, throughput on 
the MAX5 system was 4.9 times the throughput of the base system. See Figure 17. 

Figure 17   Social media website throughput increased from 2.4 times to 4.9 times 
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Social media website user-response time reduced by 60 - 80%
For our workload of 80% reads and 20% writes, response time on the MAX5 system was 60% 
less than the base system response time. When we tested with 100% reads, response time 
was 80% less than the response time on the base system. See Figure 18.

Figure 18   Social media website response time was reduced by from 60% to 80%

MAX5 improves the price/performance of the social media website
We next looked at the cost benefits of MAX5. We first compared the total cost of acquisition of 
the MAX5 system, compared to the total cost of acquisition of the base system. The MAX5 
system cost only 4% more than the base system. In other words, for an additional 4%, MAX5 
can improve throughput by 2.4 times. On a price/performance basis, each transaction/second 
on the base system costs $109.70, but it costs only $46.35 on the MAX5 system. 

See Figure 19 on page 23, which shows the list prices that were in effect when the analysis 
was performed in mid-2011. These prices might not represent current list prices. Discuss your 
current environment with your IBM representative to determine how much you can save, at 
current prices, with MAX5. 

� 60% less

� 80% less

Benchmark Response Time - 80% Read / 20% Write
(smaller is better)

39.25

96.33

0

20

40

60

80

100

120

M
ill

is
ec

on
ds

With MAX5 (512 GB) Without MAX5 (256 GB)

Benchmark Response Time - 100% Read
(smaller is better)

17.875

89.75

0

20

40

60

80

100

M
ill

is
ec

on
ds

With MAX5 (512 GB) Without MAX5 (256 GB)
22 IBM eX5 Technology and WebSphere Produce High-Performance Websites



Figure 19   Adding MAX5 improves price and performance 

Adding MAX5 can be a better business decision than adding another 
server
We also looked at how much hardware we would have to add to the base system to achieve 
the same 2.4 times throughput gain that was observed in the MAX5 system for the 80% 
read-test case. We determined that we required a second System x3690 X5 with 256 GB of 
RAM. The cost of this new system can be as much as 49% more than the cost of the MAX5 
system that was used in our tests. 

Figure 20 on page 24 shows what a system would need without MAX5 (the left side of the 
figure) to provide the same performance as a system with MAX5 (on the right side of the 
figure). In the figure, “WXS” represents WebSphere eXtreme Scale. 

Table 1 on page 24 shows our calculations for each of these systems. Notice that a large 
portion of the additional cost is from the purchase of additional WebSphere eXtreme Scale 
licensing.

Price/Performance of MAX5 with WXS

4,166

10,280

$457,020 $476,515
0

2,000

4,000

6,000

8,000

10,000

12,000

IBM x3690 
256GB

IBM x3690 
MAX5 512GB

Internal Memory

Tr
an

sa
ct

io
ns

 p
er

 s
ec

on
d 

(T
P

S
)

$400,000

$500,000

$600,000

$700,000

$800,000

$900,000

$1,000,000

C
os

t o
f T

ot
al

 P
la

tfo
rm

Throughput performance TPS Single Server cost (HW+SW) 

For only 4% increase in cost, MAX5 yields 2.4X throughput improvement

IBM x3690 X5 
256 GB

IBM x3690 X5
MAX5 512 GB

System $17,364 $17,364

Added MAX5 
& Memory

$19,495

Storage $202,856 $202,856

Total HW $220,220 $239,715

WXS license 
PVU=70

$238,800 $236,800

Total SW $236,800 $236,800

Total Platform $457,020 $476,515

Throughput
TPS

4,166 10,280

Dollars per 
TPS

$109.70 $46.35

2.4X

IBM x3690
256 GB

IBM x3690
MAX5 512 GB
 IBM eX5 Technology and WebSphere Produce High-Performance Websites 23



Figure 20   The left side shows a system without MAX5 that would be needed to provide the same performance as the 
system with MAX5 on the right

Table 1   Details of purchase requirement calculations

Cost Quantity 
without MAX5

Total Quantity 
with MAX5

Total

System x3690 X5 (includes 
256 GB RAM)

$17,364.00 2 $34,728.00 1 $17,364.00

MAX5 7,495.00 0 0.00 1 7,495.00 

256 GB RAM 12,000.00 0 0.00 1 12,000.00 

Disks 202,856.00 202,856.00

Red Hat Enterprise Linux 0.00 2 0.00 1 0.00

WebSphere eXtreme Scale 236,800.00 2 473,600.00 1 236,800.00

Total $711,184.00a

a. Values in this table are list prices that were published on the IBM website when the analysis was done in 
mid-2011. They might not represent current list prices. Discuss your current environment with your IBM 
representative to determine how much you can save, at current prices, with MAX5. 
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Summary

This paper describes how various IBM WebSphere products are optimized to make use of 
eX5 multiprocessors to provide accessibility for web-facing applications. WebSphere 
Application Server, MAX5, and WebSphere eXtreme Scale include the following benefits: 

� WebSphere Application Server has been designed to take advantage of eX5 
multiprocessors. With WebSphere Application Server on a System x3850 X5, compared 
with a competitor's application server, on a competitor's identically configured hardware, 
we showed that the IBM system was 44% faster, and the amortized cost was determined 
to be 70% less than that of the comparison system. 

� WebSphere Application Server and eX5 support applications of all sizes. Although large 
applications might require all the resources of an eX5 system, WebSphere and eX5 also 
provide an exceptional platform for consolidating smaller applications. Consolidation 
reduces system costs by reducing software costs, space, energy costs, and administrative 
costs.

� MAX5, which adds memory apart from the processor, increases productivity, and reduces 
costs in a way that other servers of this class cannot. It can expand memory capacity, up 
to 1 TB of additional memory, and can reduce costs by using smaller-capacity DIMMS. 

The additional memory provided by MAX5 improves virtual machine performance. This 
paper shows that, in our testing, performance increased by 15%, and that MAX5 enables 
more WebSphere Application Server workloads to be consolidated. In one study, 
comparing System x3850 X5 with and without MAX5, we observed that, by adding MAX5 
with 128 GB, we were able to increase the number of consolidated workloads by 46%. 

� WebSphere eXtreme Scale provides a transactional data grid for even higher performance 
on eX5. WebSphere eXtreme Scale accelerates performance by providing a low-latency, 
elastic data grid for storing objects. WebSphere eXtreme Scale usage patterns enable the 
use of side caches, inline caches, and HTTP session caches. Cache performance can be 
enhanced by using write-behind technology. Furthermore, by using MAX5 with 
WebSphere eXtreme Scale, we showed that it was possible to improve the throughput of a 
web-facing application by 2.4 times to 4.9 times for an additional cost of only 4%.

� IBM Workload Deployer accelerates time-to-value in eX5 virtualized environments. IBM 
Workload Deployer provides access to IBM middleware virtual images and patterns to 
more easily, quickly, and securely create application environments. 

Based on the information in this paper, we believe that WebSphere Application Server and 
WebSphere eXtreme Scale running on eX5 multiprocessors with MAX5 provide the power, 
memory, and virtualization features necessary for supporting web-facing applications in the 
most demanding environments.
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For more information 

For more information about the products covered in this publication, visit the web addresses: 

� IBM System x®

http://www.ibm.com/systems/x/

� IBM Software 

http://www.ibm.com/software

� WebSphere software 

http://www.ibm.com/software/websphere/

� WebSphere Application Server

http://www.ibm.com/software/webservers/appserv/was/

� WebSphere eXtreme Scale

http://www.ibm.com/software/webservers/appserv/extremescale/

� IBM eX5 Enterprise Systems:

– IBM eX5 enterprise systems: Breakthrough innovation for smarter computing, 2012

http://www.ibm.com/systems/info/x86servers/ex5/

– IBM eX5 Portfolio Overview: IBM System x3850 X5, x3950 X5, x3690 X5, and IBM 
BladeCenter HX5, REDP-4650-04

http://www.redbooks.ibm.com/abstracts/redp4650.html

� IBM MAX5

– Add Memory, Improve Performance, and Lower Costs with IBM MAX5 Technology, 
REDP-4846

http://www.redbooks.ibm.com/abstracts/redp4846.html

– IBM MAX5 for System x

http://www.ibm.com/systems/x/options/memory/max5/index.html
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Notices

This information was developed for products and services offered in the U.S.A. 

IBM may not offer the products, services, or features discussed in this document in other countries. Consult 
your local IBM representative for information on the products and services currently available in your area. Any 
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, 
program, or service may be used. Any functionally equivalent product, program, or service that does not 
infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to 
evaluate and verify the operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter described in this document. The 
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