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The Benefits of Optimizing OLTP 
Databases Using IBM eXFlash Solid-State 
Drives

Ensuring that business-critical data is available when needed is an ever-growing need in IT. 
Your systems must store massive amounts of data quickly and retrieve it efficiently. 
Simultaneously, you must use new technologies that can improve efficiency and take 
advantage of these technologies within limited budgets.

One measure of growing efficiency in recent years is CPU processing power, which far 
exceeds growth in disk input/output (I/O). For this reason, disk I/O is often the reason for 
bottlenecks in high-performance applications. One technology that addresses this issue by 
increasing I/O is solid-state drives (SSDs). 

In this IBM® Redpaper™ publication, we describe tests that the IBM Software Group 
Competitive Project Office performed to determine the costs and benefits of using IBM 
eXFlash SSDs compared to using hard disk drives (HDDs). For this testing, we compared the 
200 GB eXFlash SSD with the 15k RPM serial-attached SCSI (SAS) HDD.

Results of these tests indicate that eXFlash SSDs offer a dramatic increase in I/O throughput. 
The eXFlash SSD can provide more than 50 times the throughput of an HDD so that you can 
eliminate I/O bottlenecks in a database system at a much lower cost while maintaining 
performance levels.

This publication is directed at IT professionals and IT decision-makers, such as CEOs, CIOs, 
CFOs, practitioners, information architects, and current and prospective IBM clients and 
Business Partners.

This Redpaper provides details about the following topics: 

� “Balanced systems design 101” on page 2
� “Testing” on page 4
� “Test results” on page 5
� “Summary” on page 8

Tim Bohn
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Brian Haan
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Executive summary

The mission of the Competitive Project Office was to compare the relative performance and 
cost of the 200 GB eXFlash SSD with the 15k RPM SAS HDD.

For the database server, we used the System x3690 X5 with two Intel Xeon x7650 processors 
with eight cores/processor. The System x3690 X5 contained 128 GB of RAM, but only 64 GB 
were used for the database instance, and 20 GB were used for the database buffer pool.

Testing focused on a 100 GB online transaction processing (OLTP) database to determine 
how many HDDs are needed to match the performance of a single eXFlash SSD. This entire 
scenario was designed to test the required performance levels. We did not consider the extra 
storage capacity of the HDDs.

The team tested the HDDs by filling the internal drive bays with eight IBM 146 GB, 15k RPM, 
6 GBps SAS HDDs attached to a ServeRAID M5015 SAS/Serial Advanced Technology 
Attachment (SAS/SATA) controller. For the SSD test, we used two HDDs and one eXFlash 
200 GB SSD. In both cases, one HDD was used for the operating system and applications, 
and one HDD was used for the database logs.

As expected, we found the measured input/output operations per second (IOPS) and 
throughput MB per second (MBps) to be much higher with the SSD than with the HDD. The 
performance difference between the SSD and the HDD for the OLTP test was not as 
dramatic; however, the cost to use the SSD is lower than the cost of HDDs.

Balanced systems design 101

For database systems, a delicate balance exists between CPU processing power and the I/O 
throughput needed from the disk. Other factors are involved, such as memory. However, 
when you add more CPU processing power, you limit I/O because the processor waits for I/O 
throughput from the disk to proceed to the next instruction. As you add more to your I/O 
system, the system becomes CPU starved, as depicted in Figure 1. 

Figure 1   Correlation between CPU processing capacity and I/O throughput
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Even a well-tuned database can still experience a substantial I/O wait time. During the time 
slice depicted in Figure 2, the processor waits at least half of the time for the I/O operations to 
be processed1. If the I/O response time decreases, minimizing processor wait time, the 
application can process many more operations. Furthermore, if the operations being 
measured are revenue-generating transactions, minimizing the wait time also helps you 
generate more revenue. In such cases, the processors in your expensive servers sit idle most 
of the time.

Figure 2   Percent of CPU time spent in I/O Wait compared with Sys % and App % times

Part of the problem with attaining a balance between CPU processing power and I/O 
throughput, is that growth in CPU processing power is far greater than the growth in I/O rates. 
The Intel 8088 had 29,000 transistors in 19792. The Intel Xeon 7500 series processors had 
2,300,000,000 transistors in 20093. This rise in processing power provided a growth factor 
(increase in transistors) of nearly 80,000 times. 

During this same time, disk I/O rates went from 0.9375 MBps, with the run length limited 
(RLL) attached drive technology of 1979, to 800 MBps, with modern 8 GB Fibre 
Channel-attached drives. This improvement resulted in a growth factor (increase in disk I/O 
rate) of approximately 850 times. The gap between CPU processing power and I/O rates 
rapidly increased over the last 10 years. This gap is a problem for fast processors that must 
wait for data to be moved off disks and into memory, and the gap continues to widen. 

SSDs can help fill that gap. They can help ensure that critical data is moved to the processor 
or memory much more quickly. SSDs reduce I/O wait time by initiating and completing data 
operations much more quickly than spinning hard disks. For the highest level of performance, 
the goal is to keep the processor busy by reducing wait time and spending more time in 
running operations.

An SSD stores data uses flash memory, known as solid-state Negated AND, NOT AND 
(NAND) technology, instead of spinning disk within HDDs. NAND-based memory retains its 
memory even when the power is cut off. Additionally, NAND-based memory provides much 
faster access time, latency, and throughput. SSDs use the same interfaces that HDDs use, so 
you can easily replace HDDs with SSDs.

1  Here, the I/O Wait % is the time spent waiting for data from the storage system. App % is the time spent running 
user instructions in a program. System % is time spent managing database locks, shared memory, context 
switches in memory, and other elements, in support of user programs. See IBM Information on Demand 2010 by 
Mike Barton and David Lebutsch, May 2010.

2  http://www.intel.com/technology/timeline.pdf 
3  http://download.intel.com/pressroom/pdf/nehalem-ex.pdf 
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Currently, two key SSD technologies exist, as follows:

� Single-Level Cell (SLC) SSD

Contains a binary state in each cell (therefore 1 bit per cell) and is faster, more reliable, 
and much more durable than the multi-level cell (MLC). SLC SSDs are also 
more expensive.

� Multi-Level Cell (MLC) SSD

Doubles the capacity of the SSD by interpreting four states in each cell (therefore affecting 
2 bits per cell), but typically has a considerably shorter life span. The internal design 
structure of the SSD can mitigate this limited time span by interleaving, changing how 
algorithms are written, and higher over-provisioning (adding more excess capacity) with 
which the wear-leveling algorithms can work. 

MLC SSDs target the notebook computer market, and SLC SSDs target the enterprise 
market. IBM released a newer version of MLC, known as enterprise MLC (eMLC4), which 
offers increased performance and endurance in an MLC SSD.

Compared with a standard hard disk drive, both SLC and MLC SSDs have a lower write 
endurance, but that gap is narrowing as technology continues to improve in this area. 
Because SSDs are expensive compared with standard HDDs, they tend to be used when 
performance is the gating factor, rather than size, although SSDs are closing that gap. From 
2000 to 2009, HDD capacity grew five-fold, from 180 GB to 2  TB. During that same time, 
SSD capacity grew 14-fold, from 14 GB to 200 GB, with capacities continuing to grow.5

Testing

Figure 3 shows the hardware and software used for the Competitive Project Office tests. We 
used an IBM System x3690 X5 with two Intel x7560 processors, 16 total cores, and 128 GB of 
RAM. We used 146 GB, 15k RPM SAS HDDs, and eXFlash 200 GB SSDs. 

Figure 3   Hardware and software for testing

4  http://www.redbooks.ibm.com/abstracts/tips0792.html
5  http://www.storagesearch.com/bitmicro-art3.html
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First, we tested to measure the input/output per second (IOPS) of the SSDs and HDDs to 
determine the expected difference. This test isolates the drives on the server. We used the 
IOMeter utility, running at 4k blocks, an 80/20 ratio of reads/writes, and 
80% random/20% sequential. 

Second, we conducted an OLTP workload test using BenchmarkSQL to simulate an OLTP 
application. This OLTP workload test ran as the driver on a client server against the System 
x3690 as the database server. The database application on the System x3690 X5 was the 
IBM DB2® Server Enterprise Edition, version 9.7.2. 

Test results

We realize that measuring the different drives for IOPS is not a predictor of OLTP 
performance; however, we wanted to start by understanding what to expect from the HDDs 
and SSDs for IOPS and throughput. Running this OLTP workload test on the System x3850 
using both types of drives provides a good measure of the relative difference. Many 
parameters can be configured, such as the transfer request size, percent random/sequential 
distribution, and percent read/write distribution. The team configured IOMeter with 4k blocks, 
an 80%/20% ratio of reads/writes, and 80%/20% random/sequential reads/writes for the tests 
to mimic the characteristics of a simple OLTP workload. 

Comparing the results of a single HDD to a single SSD, the team saw a 50.7 times relative 
difference between the two. The maximum numbers for the HDD and the eXFlash SSD are 
shown in Figure 4.

Figure 4   Maximum IOPS values for the HDD and eXFlash SSD
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Measuring the data throughput in terms of MBps, you can see a similar difference. In 
Figure 5, the results show how the team achieved 51.5 times greater throughput with a single 
SSD than with a single HDD. Using either method of throughput measurement, we saw a 
tremendous boost with SSDs. Although these results do not hold constant for database 
throughput, they reflect how we can limit the I/O wait time for database processing using 
SSDs, thus increasing the transactions per second (TPS) that we want from 
OLTP processing.

Figure 5   Maximum throughput values, in MBps, for the HDD and eXFlash SSD
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SSDs cost considerably more than HDD, so we calculated what the cost of using one eXFlash 
SSD compared with 20 HDDs. Table 1 presents the cost of 20 HDDs, but for the total cost, we 
must consider the real cost of the required storage enclosure and extra controller.

Table 1   Total cost of eXFlash SSD compared with HDDs6

As shown in Table 1, the cost for the HDD solution can be 4.2 times greater than the cost of 
the eXFlash SSD. If we normalize the costs by the actual TPS for each medium, the eXFlash 
SSD is $2.234 per TPS, and the HDDs cost $9.79 per TPS. This data shows a 76% lower 
cost for the eXFlash SSD compared with the TPS using HDDs. These cost comparisons are 
depicted graphically in Figure 6. 

Figure 6   Cost comparison of SSDs and HDDs, by performance and cost per TPS
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6  Prices are retail as of February 2011. Current retail pricing is available using the online IBM shopping site at 
https://www-304.ibm.com/shop/americas/content/home/store_IBMPublicUSA/en_US/evp/x3690X5.html (for the 
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determine pricing for your environment.
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Consider too that the costs in Table 1 and Figure 6 on page 7 are for the drives and storage 
system only. Over time, the SSD solution will save even more because SSDs do not take up 
extra rack space and use less power than the HDD solution.

Summary

The growth in CPU processing power far exceeds the growth in disk I/O. For this reason, disk 
I/O is the culprit in major bottlenecks in many high-performance applications. The eXFlash 
SSD can provide up to 51 times more throughput, making it possible for you to eliminate I/O 
bottlenecks in a database system. Compared with HDDs, the eXFlash SSD eliminates I/O 
bottlenecks at a much lower cost while maintaining the same level of performance, thus 
making it a more cost-effective workload-optimized system. 

Specifically, For an OLTP database application, you need a balance between CPU processing 
power and I/O throughput. eXFlash SSDs offer a dramatic increase in I/O throughput. For 
more powerful servers, such as the System x3690 X5, adding eXFlash SSDs is a 
cost-effective way to add needed extra I/O throughput, rather than using multiple hard disks.
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Notices

This information was developed for products and services offered in the U.S.A. 

IBM may not offer the products, services, or features discussed in this document in other countries. Consult 
your local IBM representative for information on the products and services currently available in your area. Any 
reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, 
program, or service may be used. Any functionally equivalent product, program, or service that does not 
infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to 
evaluate and verify the operation of any non-IBM product, program, or service. 

IBM may have patents or pending patent applications covering subject matter described in this document. The 
furnishing of this document does not give you any license to these patents. You can send license inquiries, in 
writing, to: 
IBM Director of Licensing, IBM Corporation, North Castle Drive, Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such 
provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION 
PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR 
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, 
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of 
express or implied warranties in certain transactions, therefore, this statement may not apply to you. 

Any performance data contained herein was determined in a controlled environment. Therefore, the results 
obtained in other operating environments may vary significantly. Some measurements may have been made 
on development-level systems, and there is no guarantee that these measurements will be the same on 
generally available systems. Furthermore, some measurements may have been estimated through 
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their 
specific environment.

This information could include technical inaccuracies or typographical errors. Changes are periodically made 
to the information herein; these changes will be incorporated in new editions of the publication. IBM may make 
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time 
without notice. 

Any references in this information to non-IBM websites are provided for convenience only and do not in any 
manner serve as an endorsement of those websites. The materials at those websites are not part of the 
materials for this IBM product and use of those websites is at your own risk. 

IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring 
any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published 
announcements or other publicly available sources. IBM has not tested those products and cannot confirm the 
accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the 
capabilities of non-IBM products should be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them 
as completely as possible, the examples include the names of individuals, companies, brands, and products. 
All of these names are fictitious and any similarity to the names and addresses used by an actual business 
enterprise is entirely coincidental. 

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming 
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in 
any form without payment to IBM, for the purposes of developing, using, marketing or distributing application 
programs conforming to the application programming interface for the operating platform for which the sample 
programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore, 
cannot guarantee or imply reliability, serviceability, or function of these programs. 
© Copyright International Business Machines Corporation 2012. All rights reserved.
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