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Preface

Lenovo Flex System is a next-generation platform ideally suited to data center environments
that require flexible, cost-effective, secure, and energy-efficient server infrastructure.

This Lenovo Press paper highlights the major advances of Flex System™. Lenovo
BladeCenter® is used as a comparative example on aspects such as chassis, compute node,
management module, power supply, cooling, network, and 1/0. Key factors users need to
consider when planning workload migration also are reviewed. Some instrumentation and
reference tools are offered here, with detailed steps that take the user through the entire
planning process.

This paper is intended for those IT professionals who want to migrate a workload from
existing hardware to the Flex System.

The team who wrote this paper

This document is produced by the following subject matter experts working from around the
world.

Bin Qi Zhang is an Advisory Software Engineer and IBM System x® ToolsCenter Architect in
IBM China Systems & Technology Labs (CSTL). He writes extensively on migration
processes, including hardware migration and operating system image migration. Before
joining CSTL in 2006, he had three years experience as a software engineer in the healthcare
IT and microelectronics industries.

Ye Xu is a Staff Software Engineer in China. He has five years of experience in the IBM
System & Technology Lab. He holds a Master’s degree in Electronic Engineering from East
China Normal University. His areas of expertise include System Management Software,
System x virtualization technology, and IBM Cloud. He writes extensively on Common
Information Model (CIM) technology and System x virtualization technology.

Jason Brunson is a Senior Technical Specialist with the US Advanced Technical Support
organization. He has 15 years of experience in the field of systems management and two
years in the virtualization field. He also has 16 years of experience at IBM. His areas of
expertise include systems management, virtualization, and PureFlex System. He writes
extensively about systems management and virtualization technologies.

Jun Zeng is a Staff Software Engineer in China. He has six years of experience in the
software development field. He holds a Master’s degree from Wuhan University. His areas of
expertise include the System x software solution and virtualization technology.

Jian Guo Ma is a Staff Software Engineer in China. He has six years of experience in the
software development field. He holds a Master’s degree in Control Theory and Control
Engineering from Tongji University. His areas of expertise include the development of the
System x software solution, and in Computer-aided Design/Computer-aided
Manufacturing/Computer-aided Engineering (CAD/CAM/CAE).
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Introduction

Flex System is a next-generation platform that is ideally suited to data center environments
that require flexible, cost-effective, secure, and energy-efficient server infrastructure.

The innovative design features of the Flex System products make it possible to configure
integrated, customized, highly secure solutions. These solutions meet data center needs and
provide for flexible expansion capabilities. The scalable hardware features and the
unprecedented power and cooling capabilities of the Flex System products help optimize
hardware and power utilization, minimize operational costs, and simplify the overall
management of the data center.

Figure 1-1 shows Flex System.

Figure 1-1 Flex System
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Flex System is also an infrastructure that is custom-built to your requirements with more
performance and bandwidth, true integrated enterprise SAN storage, and far more capability
to consolidate and virtualize than previous systems.

The Flex System chassis is designed for new levels of simplicity, reliability, and
upgradeability. With high performance compute nodes, enhanced networking capabilities,
and sophisticated system management capabilities, you can upgrade an existing blade
server system to this converged infrastructure to make your IT simpler, more flexible, more
open, and more efficient.

This paper provides an overview of the process to migrate workloads from an x86 source
server to the Flex System platform. All the necessary key factors that must be considered
during the migration process are documented with detailed descriptions and explanations.
You can take these general guidelines and apply them to your environment and make
changes where appropriate.

Workload migration is not only about moving the operating system (OS) images that contain
the application and data. Preparing the hardware infrastructure and ensuring it is optimally
fitted to the workload that runs on that hardware also is important. Such preparation also
prevents problems, such as different hardware platforms that have different software or OS
support. Problem-solving techniques are presented in this paper.

This paper contains the following chapters:

» In the Introduction, the hardware components of the Flex System are introduced by
comparing the components to their well-known BladeCenter counterparts.

» In the remaining chapters, the migration solutions are described in terms of the hardware
settings migration process and OS images migration process, and the considerations
behind those processes.

For users familiar with the OS, hypervisor, virtual machine, and application migration, you can
find more information in Chapter 2, “Migrating hardware settings” on page 15 about setting up
the hardware as similar to the source environment as possible.

For users who are planning for Physical-to-Virtual or Virtual-to-Virtual migration, you can find
more information in Chapter 3, “Migrating operating system images” on page 55 about the
different scenarios to consider.

For users unfamiliar with the workload migration process, review this entire paper and then
focus on the sections that are most relevant.

This paper does not address all potential issues that can occur during a migration process,
although many detailed operations are shown. Users must consider the actual environment,
constraints, topology, and policies of their system, and then design a comprehensive
customized transition plan to implement. Data migration is not described in this paper.
Therefore, product interfaces that are shown in this paper can change because of software
updates.

Important: Some migrations might share commonalities with the cases and scenarios that
are introduced in this paper. However, a successful migration is not guaranteed. Lenovo is
not liable for any damage, loss of data, or any other unpredictable consequences to your
equipment that might result from the migration process.
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1.1 Comparing Flex System with BladeCenter

Before starting any migration, it is useful to first understand the hardware infrastructure, the
value proposition of the Flex System, and the key hardware components. A simple approach
is to start with a familiar concept and extend the thinking to the new offerings. In this paper,
the BladeCenter system is used to introduce the Flex System.

Capacity planning is not a simple mapping of one component to another. Instead, also
considered in the new workload planning are the scalability, reliability, availability,
serviceability, and manageability of the offerings of the new Flex System as compared to
BladeCenter. This hardware component comparison is only an example that is used to begin
the planning process.

1.1.1 Chassis

The Flex System chassis, compute node, storage, networking, and management
components are engineered to integrate and deliver optimized, highly reliable systems.

The Flex System features blade server technology. This type of server is a hot-swap,
independent server with its own processors, memory, storage, network device controllers,
operation system, and applications.

The chassis is an enclosure for blade servers that supplies shared power modules, cooling
components (fans), and management modules for system management. The chassis also
includes I/O modules, such as Ethernet, Fibre Channel, InfiniBand, and Serial Attached Small
Computer System Interface (SAS) switch modules. In some configurations, network
pass-through modules also are used for different network topologies.

Shared modules are included with Flex System Enterprise chassis.
The hardware form factor differs between a BladeCenter chassis and Flex System Enterprise

chassis in the following aspects:

» The BladeCenter H Chassis has 14 slots (also known as bays) and is 9U high. The
orientation of the blade servers is vertical in most BladeCenter chassis.

» Flex System Enterprise chassis also has 14 bays, but the bays are horizontally arranged
in seven rows, each with two standard-width bays. The Flex System Enterprise chassis is
10U high.

Chapter 1. Introduction 3



The different chassis designs are shown in Figure 1-2.
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server
control
panel

Two
blade
servers

Power module 1~ Power module 3 14 compute node bays
'y - -
Front
LED
panel
10U
Media unit
tray
Optical
drive v
(optional) £y wide
USB compute node
ports occupying two bays
Information panel
Power module 2 Power module 4 IBM Flex System Enterprise Chassis

IBM BladeCenter H chassis

Figure 1-2 Front view of the BladeCenter H chassis and the Flex System Enterprise Chassis

The rear view of the chassis shows that, although the components are arranged differently,
the components are similar. These components include /0O modules, fan modules, power
modules, and so on, which are shared by all the servers within the chassis.

Figure 1-3 shows the rear view of the chassis.
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Figure 1-3 Rear view of the BladeCenter H and Flex System chassis
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1.1.2 Compute nodes

A BladeCenter chassis includes bays for blade servers or other BladeCenter devices, as

shown in Figure 1-4. The blade server shares power, fans, switches, and ports with other

blade servers.

Release handles
(open)

Figure 1-4 Blade servers that are installed in a BladeCenter chassis

In the Flex System, a compute node, such as a blade server, contains components such as
microprocessors, memory, Ethernet controllers, and hard disk drives. Power and network

connections are provided by the mid-plane of the Flex System Enterprise chassis.

Flex System Enterprise Chassis supports up:

» 28 servers in 14 Flex System x222 Compute Nodes
» 14 servers in 14 Flex System x220 or x240 Compute Nodes
» 7 servers in 7 Flex System x440 Compute Nodes

Figure 1-5 shows a one-bay compute node (or standard compute node) and a two-bay
compute node (or double-wide compute node).

Installing a standard (half-wide) compute node

Node\bay

o

x"&
Release C =
handle — > &=

Installing a double-wide compute node

Figure 1-5 Flex System compute nodes that are installed in the Enterprise Chassis
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1.1.3 Management module

The management module is a hot-swap module that is used to configure and manage
BladeCenter or Flex System components. The BladeCenter and Flex System chassis have
similar modules, but the names differ:

» BladeCenter uses the Advanced Management Module (AMM)
» Flex System Enterprise Chassis uses the Chassis Management Module (CMM)

Figure 1-6 shows the form factor and installation position for each of these modules in the
BladeCenter chassis and Flex System Enterprise chassis.

Management

module
Advanced Management Module Chassis Management Module
in the BladeCenter chassis in the Flex System Enterprise Chassis

Figure 1-6 Comparing the management modules
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The login windows are similar to the windows that are shown in Figure 1-7 on page 7.
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Login window for the
Flex System CMM

| IBM Chassis Management Module

User name:
USERID

Passwaord:

Inactive session timeout

no timeout| =

IBM BladeCenter. E Advanced Management Module

Lo |

Licensed Materials - Property of IBM Corp. € IBM Coporation an Welcome to the Advanced Management Module

trademark of the IBM Corporation in the United States, other cof

User ID: USERID

Password: esssssss

Login window for the
BladeCenter AMM

Figure 1-7 Login windows

During the setting migration process from AMM to CMM, document the settings of the power
policies, user accounts, and the network so that the source and target systems are consistent
after migration.

The CMM provides more security and powerful systems management functions. Some new
settings can be applied to the CMM after you migrate the old settings. For more information,
see the Chassis Management Module User’s Guide at this website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp

1.1.4 Systems management

Flex System Manager™ is a management node that configures and manages multiple
chassis platforms remotely. Flex System Manager provides systems management functions
for all compute nodes in a multiple-chassis configuration (up to four chassis and 56 nodes).

Flex System Manager is an essential component for PureFlex System, but still can be an
optional component for Flex System. From a hardware perspective, it is a standard compute
node that is preinstalled with an OS and management software stack.
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Figure 1-8 shows the Flex System Manager node.

Figure 1-8 Flex System Manager

Because a similar component is not available for BladeCenter, there are no configuration or
data settings to be migrated to the Flex System.

If your configuration does not include Flex System Manager, Lenovo ToolsCenter is another
option that can provide you with basic hardware management capability, including server
diagnostic tests, an UEFI configuration, a firmware update, and operating system
deployment. ToolsCenter supports some basic hardware management for Flex System and
for BladeCenter. For more information and to download it, go to the following website:

http://ibm.com/support/entry/portal/docdisplay?Indocid=tool-center

1.1.5 Power supplies and fan modules

The BladeCenter H chassis includes two or four hot-swap power modules and two hot-swap
blowers for cooling, as shown in Figure 1-9.

3rd power | §

Release button

4th power Power modules in the Blower modules in the
module  BladeCenter H chassis BladeCenter H chassis

Figure 1-9 BladeCenter H power and blower modules
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The design of the Flex System Enterprise Chassis is much more integrated. It supports up to
six auto-ranging AC power supplies and up to 10 fan modules (two 40 mm fan modules and
eight 80 mm fan modules). It includes a minimum of six hot-swap fan modules (four 80 mm
fan modules and two 40 mm fan modules).

The two smaller 40 mm fan modules at the top of the chassis provide cooling to the 1/O
modules and the CMMs. The larger 80 mm fan modules provide cooling to the compute
nodes and the Flex System Manager.

Figure 1-10 shows the Flex System Enterprise Chassis power and fan modules.

80 mm
fan module
filter

Release gt
ab

fan module
Handle

filler P
Power modules in the Fan modules in the
Flex System Enterprise chassis Flex System Enterprise chassis

Figure 1-10 Flex System power and blower modules

Although the power and fan modules do not directly affect the workload migration, you must
ensure that the modules are sufficient for your availability, redundancy, and energy
consumption needs. For more information, see the Flex System Enterprise Chassis &
PureFlex Power Requirements Guide, found at:

http://www-03.1ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102111

1.1.6 1/0 modules

The BladeCenter H chassis contains 10 hot-swap I/O module bays that can be used in the
following configurations:

» The modules in bays 1 and 2, such as Ethernet switches or pass-through modules,
provide a communication link for the first and second network interface controllers (NICs)
on each blade server.

» The modules in bay 3 and 4 can be switch modules or bridge modules. If a switch module
is installed, the module provides a communication link for the third and fourth NIC in each
blade server, similar to bays 1 and 2. If bridge modules are installed, they provide links to
bays 7 - 10 that can be used as additional outputs for /O modules in those bays.

Chapter 1. Introduction 9
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» The modules in bays 5 and 6, such as bridge modules, provide links to bays 7 - 10 that
can be used as additional outputs for I/O modules in those bays. (This configuration is the
same as a configuration that uses bays 3 and 4 in bridge mode.)

» Modules in bays 7 - 10, such as InfiniBand switches, provide high-speed communication
links to NICs 5 - 8 in each blade server.

The Flex System I/O design is simpler and more flexible than the BladeCenter design. Four
high-speed 1/0 modules are supported in the Flex System Enterprise Chassis, including
Ethernet, Fibre Channel, and InfiniBand switches, and pass-through modules (optical and
copper). These 1/0 module bays can be used in the following configurations:

» |/O module bays 1 and 2 support any standard Ethernet switches or pass-through
modules that connect to the two integrated Ethernet controllers or an Ethernet I/O adapter
in each of the compute nodes. When you install an adapter in the first slot on the compute
node, the I1/0 module bays support any switch module with the same type of network
interface that is used in the corresponding compute node adapter slot.

» 1/O module bays 3 and 4 support Ethernet, Fibre Channel, InfiniBand switch modules, and
pass-through modules. If you install an additional 1/0O module in bay 3 or bay 4, a
corresponding adapter must be installed in each compute node to access the 1/O bay.

With a range of available adapters and switches to support key network protocols, you can
configure Flex System to fit in your infrastructure and still anticipate future needs. The
networking resources in Flex System are standards-based, flexible, and fully integrated into
the system, which results in a no-compromise networking solution. Network resources are
virtualized and managed by workload. These capabilities are automated and optimized to
make your network more reliable and simpler to manage.

Flex System features the following capabilities:
» Supports your networking infrastructure, including Ethernet, Fibre Channel, and InfiniBand

» Offers industry-leading performance with 1 Gb, 10 Gb, and 40 Gb Ethernet; 8 Gb and
16 Gb Fibre Channel and FDR InfiniBand

» Provides pay-as-you-grow scalability so you can add ports and bandwidth as needed

The BladeCenter and Flex System I/O modules are shown in Figure 1-11.

VO module IEQ ™ 2 |y
oy, J‘ '
Wy |
“ A
\\
module T U /O module

I/O modules in the I/O modules in the
BladeCenter H chassis Flex System Enterprise chassis

Figure 1-11 Comparison of I/O modules
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During the migration process, the I/O module is important because it contains the network
topology and other essential settings from your source system.

If you plan to migrate the old physical network topology to an Flex System, you must adhere
to the following guidelines:

» Before starting the migration, you must consider the necessary I/O settings to migrate
from the source system to the Flex System. It might not be necessary to migrate these
configurations.

For example, if a Physical-to-Virtual (P2V) migration of the source server OS to the Flex
Compute Node is needed, the original physical I/O settings must not be migrated. These
settings must not be migrated because the original physical settings become virtual during
the migration process. If you want to keep the old network topology, configure the similar
settings in the virtual switch by using the hypervisor tool.

» There are two types of modules: switch modules and pass-through modules. Use caution
when the source system contains modules that differ from the Flex System because the
network topology might need to be changed.

The following solutions are available for several common configuration scenarios:

— Scenario 1: A switch module is installed in the source system and in the Flex System
Enterprise Chassis.

Solution: Document all the network information from the source system and apply that
information to the Flex System.

— Scenario 2: A switch module is installed in the source system and a pass-through
module is installed in the Flex System Enterprise Chassis.

Solution: Although no additional work is required, you must ensure that the compute
node and switch 1/0O module connectivity is consistent with what was expected.

— Scenario 3: A pass-through module is installed in the source system and a
pass-through module is installed in the Flex System Enterprise Chassis.

Solution: No additional work is required, and no changes are made in the Flex System
Enterprise Chassis.

— Scenario 4: A pass-through module is installed in the source system and a switch
module is installed in the Flex System Enterprise Chassis.

Solution: You do not need to retrieve information from the source switch. However, you
must create a large VLAN group in the Flex System configuration of which all the
compute nodes must be a member.

» Ensure that the bandwidth of your Ethernet adapter, switch module, and Top of the Rack
(TOR) switches match. If these switches do not match, the network operates at the lowest
bandwidth that matches one of these components. Upgrade to a 10 Gb Ethernet network
to make full use of the Flex System capacity.

1.1.7 Expansion nodes

Flex System offers directly attached expansion nodes, which are similar to BladeCenter
expansion blades. These units provide a cost-effective way to add various industry-standard
PCI Express (PCle) adapters or storage to the attached server. They allow you to customize
and balance your specific workload requirements by increasing the capabilities and usage of
your existing compute node resources.

Two expansion nodes are available:
» PCle Expansion Node

Chapter 1. Introduction 11



The Flex System PCle Expansion Node supports additional PCle adapters and 1/O
expansion adapters for compute nodes in the Flex System Enterprise Chassis.

The PCle Expansion Node is physically connected to a supported compute node. The
connection is made through the interposer cable and connectors on the PCle Expansion
Node and compute node system boards. The expansion adapters that are installed in the
PCle Expansion Node are available only to the attached compute node.

The PCle Expansion Node that is connected to the x240 Compute Node is shown in
Figure 1-12 on page 12 along side the PCle Expansion Blade for BladeCenter.

BladeCenter PCI Express Gen 2 Expansion  Flex System PCle Expansion Node (right) attached to
Blade (attached to an HS22) an x240 Compute Node (left)

Figure 1-12 Comparison of PCle expansion units

12

» Storage expansion node

The Flex System Storage Expansion Node is a direct-attach storage enclosure that is
dedicated to a single compute node in the Flex System Enterprise Chassis. It is similar to
the BladeCenter Storage and I/O Expansion Blade, although the Storage Expansion Node
provides more local storage than the BladeCenter unit.

The Storage Expansion Node is different from V7000 Storage Node in that the V7000
Storage Node is shared by all the compute node in chassis, and the Storage Expansion
Node is accessible only by the compute node to which it is attached.

The storage expansion node is PCle 3.0 and SAS 2.1 compliant. It supports up to 12 SAS
or SATA 2.5-inch hot-swap hard disk drives and solid-state drives, and it supports JBOD
configurations and RAID 0, 1, 5, 6, 10, 50, and 60. Some RAID configurations require a
Features on Demand key, an optional 512 MB or 1 GB flash/RAID adapter, or both.

Figure 1-13 shows a comparison of the storage expansion units.
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BladeCenter Storage and I/O Expansion Flex System Storage Expansion Node (right) attached
Blade (attached to an HS21) to an x240 Compute Node (left)

Figure 1-13 Comparison of storage expansion units

1.2 Introduction to the migration process

The migration process consists of two phases: hardware settings migration and OS and
workload image migration. For the purposes of this paper, the following assumptions are
made before initiating the migration:

» The Flex System chassis, servers, and I/O modules are installed, the power is on, and all
cables are connected.

» Initial setup is complete for the Flex Chassis Management Module and Flex System
Manager (if present).

For more information, see the Flex System Information Center website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp

This paper covers the two migration phases:

» Migrating hardware settings
» Migrating operating system images
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Migrating hardware settings

In this chapter, you learn how to migrate hardware settings so that the source hardware and
target hardware can be set as similar to each other as possible. These settings include the

compute node, networking, and storage components.
The following topics are described in these sections:

» “Migrating chassis and compute node settings” on page 16
» “Migrating network settings” on page 32
» “Migrating storage settings” on page 41

© Copyright Lenovo 2016. All rights reserved.
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2.1 Migrating chassis and compute node settings

Several groups of settings must be considered during the migration process: Advanced
Management Module (AMM), Chassis Management Module (CMM), and Compute
Node/Unified Extensible Firmware Interface (UEFI) settings.

This section covers the following topics:

» Migrating AMM and CMM settings
» Migrating compute node settings
» Migrating UEFI settings

2.1.1 Migrating AMM and CMM settings

As shown in 1.1.3, “Management module” on page 6, the management module is used to
configure and manage BladeCenter and Flex System components. You configure and
manage the components by logging in to the AMM web page. After you are logged in, you
can capture the source chassis configuration settings and deploy the settings to the target
CMM.

The AMM and CMM are assigned static IP addresses. Depending upon the configuration that
is used, you can choose to acquire an IP address from a Dynamic Host Configuration
Protocol (DHCP) address instead of using the assigned address. In either case, enter the IP
address into a web browser and log in to the AMM with your AMM credentials, as shown in
Figure 2-1.

IBM BladeCenter: E Advanced Management Module

Welcome to the Advanced Management Module

User ID: USERID
Fassword: eessssss

Log In

Figure 2-1 AMM login window

Many management functions are available on the AMM web page. The following sections
describe the settings that must be considered for migration from the AMM to CMM.

Determining power management settings

The power management policy settings determine how the BladeCenter chassis reacts in
each power domain to a failure of a power source or power module. The combination of the
BladeCenter configuration, power-management policy settings, and available power might
cause blade servers to reduce their power level (throttle) or fail to turn on.
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Follow these steps to determine the current power management settings:

1. In the AMM navigation bar, click Monitor — Power Management. The BladeCenter
Power Domain Summary page opens, as shown in Figure 2-2. This page features the
power supply status and related information, including the Power Management Policy of
the power domains.

BladeCenter Power Domain Summary @

Power Domain 1 Power Domain 2

Status & Power domain status is good. @ Power domain status is good.

Power Modules Bay 1: 2000/ Bay 3: 2000w
Bay 2: 20000 Bay 4: 2000W

Power Management Policy Basic Povwser Management Basic r Management
Total alloveed pover is higher than other policies and is limited Total allowed power is higher than other policies and is limited
only by the total power capacity of all the Power Modules up to only by the total power capacity of all the Power Modules up to
the maximum of chassis power rating. This is the least the maximum of chassis power rating. This is the least
conservative approach, since it does not provide any protection conservative approach, since it does not provide any protection
for AC power source or Power Module failure. If any single power  for AC power source or Power Module failure. If any single power
supply fails, blade and/or chassis operation may be affected. supply fails, blade and/or chassis operation may be affected.

Maximum Power Limit ~ 26500 2650W

Powerin Use 833w 656\

BladeCenter Power Domain Planning @

Power Domain 1 Power Domain 2

Maximum Power Limit 2650W 2650W
- Allocated Power (Max) 1631w 1309W
= Remaining Power 1019w 1341w

BladeCenter Chassis Power Summary @

Total DC Power Available  3300W
Total AC Power In Use ~ 1735W/
Total Thermal Output 5,988.1 BTU/Hour

Figure 2-2 Power Domain Summary page

2. Click Basic Power Management under each power domain in turn to change the power
policy for each power domain. (Depending on the power policy you chose, the link name
might differ from the link that is shown in Figure 2-2.) A table opens that lists the power
management polices, as shown in Figure 2-3.

This table lists the power management policies ordered from most conservative to least conservative.

Power Supply Maximum

Option Name Power Limit

- Lt
Failure Limit (Watts)

Power Module Redundancy
Intended for a single AC power source into the chassis where each Power Module is on its own dedicated circuit. Total allowed
O power draw is limited to one less than the number of Power Modules when more than one Power Module is present. One Power 1 2000
Module can fail without affecting blade operation. Multiple Power Module failures can cause the chassis to power off. Note that
some blades may not be allowed to power on if deing so would exceed the policy power limit. More...

Power Module Redundancy with Blade Throttling Allowed

O Very similar to Power Module Redundancy. This policy allows you te draw more total power; however, capable blades may be 1 2650
allowed to throttle down if one Power Module fails. More...
Basic Power Management

® Total allowed power is higher than other policies and is limited only by the total power capacity of all the Power Modules up to the 0 2650
maximum of chassis power rating. This is the least conservative approach, since it does not provide any protection for AC power
source or Power Module failure. If any single power supply fails, blade and/or chassis operation may be affected. More...

Figure 2-3 Power management policy in effect

3. Review and record the AMM power policy settings as shown. In our example, the policy in
effect is “Basic Power Management”.
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Current power policy setting: It is important to understand the current power policy
setting and the effects of that setting. If the policy provides the protection and performance
that is needed, migrate this policy to the CMM.

Determining user account settings
Follow these steps to determine the current user account settings:

1. In the navigation bar, click MM Control — Login Profiles, as shown in Figure 2-4.

IBM BladeCenter. E Advanced Management Module Welcome USERID

Bay 1: SN#YK14807741JR

Monitors
Blade Tasks Management Module Login Configuration @

1/O Module Tasks
= MM Control Use the following links to jump down to different sections on this page.

General Settings
. & Login Profiles
Login Profilas|

Alerts Group Profiles

Serial Port Account Securify Management
Port Assignments
Network Interfaces
Network Protocols
Chassis Int Network
Security

File Management
Firmware Update

Login Profiles @
To configure a login profile, click a link in the "Login ID" column.

Password Days Until
Compliant Password Expires

Role  Active Sessions Last Login

Configuration Mgmt 1 5 i 02/21/12 05:04:29 Yes n/a Active
Restart MM 2 5 o 00/24/00 15:21:24 Yes n/a Active
License Manager

= 5 0 09/01/11 08:35:30 Yes nfa Active

Service Tools

~ [0

~ not used -~

Group Profiles for Active Directory Users @

Use this section to configure group authorization profiles.

Figure 2-4 AMM Login Profiles page

2. Click each user account. Document the information of each login profile that is defined
with the login ID and the role or access level that is assigned to each profile.
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Click Account Security Management. As shown in Figure 2-5, the advanced settings for
Account Security Management are displayed. You document items such as authentication

method, section timeout, and security level here.

Account Security Management @

User authentication method Local only hd
Web inactivity session timeout User picks timeout %
CLI inactivity session timeout (seconds) l:l

Mumber of simultanecus active sessions for LDAP users 0+
Do not log new authentication events for the same user for 5 minutes %

Ignore client IP address when tracking user authentication events O

Account security level:

Mo password required
Mo password expiration
Mo password re-use restrictions
@ Legacy security settings Mo password change frequency restrictions
Account is locked for 2 minutes after 5 login failures
Simple password rules
Mo account inactivity monitoring

Password required

Factory default "USERID' account password must be changed on next login
Force user to change password on first login

Passwords expire in 90 days

Password re-use checking enabled (last 5 passwords kept in history)
Minimum 24 hour interval between password changes

Account is locked for 60 minutes after 5 login failures

Complex password rules with 2 degrees of difference from previous password
Alert on account inactivity after 120 days

Accounts disabled after 180 days of inactivity

O High security settings

O custom security settings

Security Level Details

Figure 2-5 Account Security Management settings page
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Determining network settings
The Network Interfaces view displays the network and IP setting for AMM. Follow these steps
to determine the current network settings:

1. In the navigation bar, click MM Control — Network Interfaces. The External Network
Interface page opens, as shown in Figure 2-6.

IBM BladeCenter. E Advanced Management Module Welcome

External Network Interface (ethQ) @
Bay 1: SN#YK14807741JR

Interface: Enabled
= Monitors
X System Status IPV6 Enabled
Event Log
LEDs [ Hide all 1Pvs configuration fields when IPv6 is disabled. more

Power Management

Hardware VPD

Firmware VPD

Remote Chassis
Blade Tasks

Primary Management Module @

1/ Module Tasks ) This management module is in Bay 1 of the chassis
= MM Control
General Settings Hostname |MMO0145EE1AOFE |
Login Profiles Demain name | |
Alerts Register this interface with DNS []
Serial Port
Port Assignments Advanced Ethernet Setup
Metwork Interfaces
Network Protocols v IPv4
Chassis Int Network
Security F DHCP |Disah|ed - Use static IP configuration v|

File Management
Firmware Update
Configuration Magmt
Restart MM IPv4 Static IP Configuration

*** currently the static IP configuration is active for this interface. *** This static configuration i

License Manager dd
& Service Tools IF address 9.125.90.213
AMM Service Data Subnet mask 255.255.255.0

Blade Service Data y—‘
AMM Status Gateway address 0.125.90.1
Service Advisor v IPvé
Link local address: fedn::214:5eff:fedf:8068
IPv6 static IP configuration Enabled +
IP address |2002:325b:1000::97d:5ad5 |
Address prefix length (1-128) a4
Default route |D: :0 |
DHCPV6 [Enabled v

Figure 2-6 AMM Module page

2. From this page, you can find the IPv4 and IPv6 settings for the AMM, including the DHCP
setting, IP address, mask, and gateway configuration information.

For more information about these and other settings in the AMM, see the Advanced
Management Module User’s Guide at this website:
http://download.boulder.ibm.com/ibmd1/pub/systems/support/system x pdf/00d3237.pdf
You now have most (if not all) of the relevant customizations that are made in the AMM. You

can access the CMM in the Flex System Enterprise Chassis to apply the new settings. Log in
with your CMM credentials, as shown in Figure 2-7 on page 21.
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IBM Chassis Management Module

User name:
USERID

Password:

Inactive sassion timeout
no timeout| =

Log In

Licensed Materials - Property of IBM Corp. © IBM Coporation and other(s) 2012, IBM is a registered
trademark of the IBM Corporation in the United States, other countries, or both.

Figure 2-7 CMM login window

Applying power management settings
Follow these steps to apply the current settings to the CMM:
1. From the menu bar at the top of the main CMM window, click Chassis Management —

Power Modules and Management, as shown in Figure 2-8. The Power Modules and
Management window opens, as shown in Figure 2-9 on page 22.

IBM Chassis Management Module 2 Welcome, USERID!  Settings  Hel
e Systermn Status  Multi-Chassis Monitor  Events = Service and Support = | Chassis Management ~ | Mgt Module Management » | 52377, . .
Chassis Properties and settings for the overall chassis
i Compute Nodes Properties and settings for compute node in the chassis
Chass]s Change System Information ¥
1/0 Modules Properties and settings for I/0 Modules in the chassis
Service and Support: no open problems.
Fans and Cooling Cooling devices installed in your system
Chassis Active Events Power Modules and Management Power devices, consumption, and allocation
Table View Component IP Configuration Single location for you to view and configure the various IP address setting of chassis components
Chassis Internal Network Provides internal connectivity between compute node ports and the internal CMM management port
Hardware Topology Hierarchical view of components in your chassis
Reports Generate Reports of hardware information

Figure 2-8 Chassis Management Module menu
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2. Click Change under the No Power Policy section (as shown in Figure 2-9) to set or
change the power policy.

Power Modules and Management

Manage power relaked policies and hardware

Policies Hardweare | Input Power and allocation | Power History | Power Scheduling

Mo Paower Policy

Set policies For how or if you wish to protect vour chassis in the case of pokential power module Failure.

Current policy: Basic Power Management

J'r Fower Limiting/Capping Policy
]
Set policies For how ar iF you wish ko limit the tokal arount of power that the chassis overall is allowed to consume,

Current policy: No Power Capping| Change

Figure 2-9 Power Modules and Management window

. The Change Power Policy window opens, as shown in Figure 2-10 on page 23. In this
window, there are five options available (three are identical to the policies on the AMM).
The Flex System Enterprise Chassis includes more power options than BladeCenter. You

must understand the meaning of the additional options if you want to use them.
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Change Power Policy

Power  Maximum
Supply Input
Failure Power
Limit {(Watts)

AC Power Source Redundancy 1 2745
Intended For dual AC pover sources into the chassis, Maximum input pover is limited to the capacity of
b power miodules, This is the mosk conservative approach and is recommended when all four power
modules are installed, wehen the chassis is correctly wired with dual AC power sources, one AC pomwer
source can fail without affecting compute node server operation, Moke that some compute nodes may not
be allowed to power on if doing so would exceed the policy power limit,

AC Power Source Redundancy with Compute Node Throttling Allowed 1 3538
Very similar to the AC Power Source Redundancy. This policy alloves higher input power, however capable
compute nodes may be allowed to throttle down iF one AC power source Fails,

Power Module Redundancy 1 2745
Intended Faor a single AC power source inko the chassis where each Power Madule is on its own dedicated
circuit, Mazximun input power is limited to one less than the number of Power Modules when more than one
Power Module is present. One Power Module can Fail without affecting compute node operation, Multiple
Power Module Failures can cause the chassis to poweer off, Naote that some compute nodes may nok be
allowed to power on if doing so would exceed the palicy poveer limit,

Power Module Redundancy with Compute Nodes Throttling Allowed 1 5490
‘ery similar to Power Module Redundancy, This policy allows higher input power; however, capable
compute nodes may be allowed to throttle down if one Power Module Fails,

Basic Power Management ] 5480
Maxirnurn input poweer is higher than other policies and is limited only by the nameplate power of all the
Power Modules combined. This is the least conservative approach, since it does not provide any
protection For AC power source or Power Module Failure. IF any single power supply Fails, compute node
andjor chassis operation may be affected,

Ok || Cancel

Estimated
Actual
Input
Power for
your chassis
(percent)

24

19

24

12

12

Figure 2-10 CMM Change Power Policy window

4. Click Change in the Power Limiting/Capping Policy section of the Power Modules and
Management window, as shown in Figure 2-9 on page 22. The Change Power Policy
window opens, as shown in Figure 2-11. From this window, you can set or change the
power capping policy. By setting a specific power static capping limit value, you can

control the chassis power consumption that is suitable for your environment.

Change Pawer Capping Palicy

No Power Capping
Mazimum input power will be determined by the active Power Redundancy policy,

Static Capping
exceeded, the component would not be permitted to power on,
0% 20% 40% B0%: 50% 100%:

4057 Watts (Range 1979 - 5490)
T4 % of max allocation

oK || Cancel

Sets an overall chassis limit on the maximum input power, In a situation where powering on a component would cause the limit bo be

Figure 2-11 Change Power Capping Policy window
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Applying user account settings
Follow these steps to apply the current settings to the CMM. You need to decide which user

accounts and groups to migrate:
5. From the CMM, click Mgt Module Management — User Accounts. The User Accounts
window opens, as shown in Figure 2-12.

User Accounts

Shows the user accounts defined For this web console,

Accounts | Permission Groups | Group profiles

Create User, . . || Global Login Settings, . . (|| Currently Logged in Users || Delete
Uszer Mame Permission Group # Active Last Login
Sessions
LSERID sUpEMisOr 2 0211912 22:30:248
HIC a Mever

Figure 2-12 User Accounts window

6. Click Create User (see Figure 2-12) and re-create the same user IDs and passwords that
are used with the source AMM.

7. Inthe Group profiles tab, click Add a Group (as shown in Figure 2-13) to create the same
group profile as the source AMM.

User Accounts

Shows the user accounts defined for this web console,

Accounts | Permission Groups | Group profiles

Lise this section to configure group authorization profiles,

These profies will ot be used whills the LDAP clert v confiours
Favioh

Add a Group. .. || Delete

Group D Raole

Mo Data Available

Figure 2-13 Group profiles tab

8. In the Accounts tab, click Global Login Settings. The Global Login Settings window
opens, as shown in Figure 2-14 on page 25.
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Global Login Settings

Accounts Global Login Settings
Create User, . . ||| Global Login Settings, .. ||| Currently Logged
G | A TS ity Level
Llser Mame Fermission Gradp # Active SHELRSE SN AL
Sessions
! User authentication method
SUpemisor 2
. Local authentication server only

web inactivity session timeout
User selects timeout period

CLI inactivity session tirmeout (seconds)
]

Murnber of simultaneous active sessions for LDAP users
a

Do not log new authentication events for the same user for
5 minutes

Ignore client IP address when tracking user authentication events

Ok Cancel

Figure 2-14 Global Login Settings window

9. Use the same settings here that you used in the source AMM.

10.Click the Account Security Level tab and choose the needed security settings, as shown
in Figure 2-15.

Global Login Settings

Global Login Settings

General Account Security Level

Legacy Security Settings | =

Customn Security Settings  |riod (days) Mone
High Security Settings BB CyCle Mone
Legacy Security Settings noe interval (hours) Mone
Account is locked for 2 minutes after S login failures Yes
Sirmple password rules Yes
Arcount inactivity monitaring MNone
(04 Cancel

Figure 2-15 Global Login Settings window
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Applying network settings
Apply the network settings to the CMM, IPv4, and IPv6 by selecting Mgt Module
Management — Network, as shown in Figure 2-16.

e Systemn Status  Multi-Chassis Monitor Events = Service and Support = Chassis Management = | Mgt Module Management |

User Accounts Create and modify user accounts that will have access ko this web console |
= Firmware Wigw CIM Firrware information and Update firmware
Network Protocol Properties
Security Configure security protocols such as 551 and 55H
T i ]
| Apphy | | Network Metwork settings such as SNMP and LDAR used by the CMM }
| |
Configuration Backup current configuration and restore a configuration
Ethernet SHMP DS SMTR LDAP Client | TCP Command Mode SLFP FTF|
Properties Properties and settings such as Date and Time and Failower
Ethernet Configuration _ _ o
License Key Management Licenses For additional Functionality
Settings For how the Management Module communicates via Ethernet
Restart Restart the CMM, Typically only needed when experiencing problems,
Hast name MMSCF3FCISODED Reset to Defaults Sets all current configuration settings back to default values
Dornain name
Register this interface with DNS File Management Wigw or delete Files in the CMM local starage file system.

Advanced Ethermet

Currently assigned 1Pv4 address information
1P address: 9,125,90.108

Subnet mask:  255.255.255.0

Default gateway:9.125.90,1

DS primary: 9.125.90.211

DNS secondary: 9.125,90.212

DHS tertiary: 9.181.2,101

IP address assignment method:
Enabled - Obtain IP address from DHCP server

Figure 2-16 Network Protocol Properties window

After completing these migration steps, you might consider migrating more customized
settings to their specific environment. For more information, see the Chassis Management
Module User’s Guide at this website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp

2.1.2 Migrating compute node settings

In this section, we describe how the configuration information of a compute node (server
node) is obtained. The configuration information includes the OS type, host network settings,
virtual machine utilization, and host resource allocation.

You must ascertain the blade setting through the AMM interface. Knowing the blade setting
saves time later in the migration process.

Follow these steps to determine the current blade settings:

1. Log in to the AMM with your AMM credentials.

2. Inthe navigation bar, click System Status. In the Blades section (as shown in Figure 2-17
on page 27), the status of all chassis bays is shown, including information about the
installed blade servers.
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Bay 1: SN#YK17808BD1RY

= Monitors

b 9l System Status)

Event Log
LEDs

IBM BladeCenter- H Advanced Management Module

Power Management

Hardware VPD
Firmware VPD

Remote Chassis

Blade Tasks
1 ule Tasks
MM trol

Service Tooks
Scalable Complex

Welcome USERID About | Help | Logout

Blades @

Click the icon in the Status column to view detailed information about each blade.

Local Cont

Bay Status

Pwr KVM

1 | Mako_TCD_B034 on v 0K on v v
2 ] HXSTCTB023 on oK on v v
3 ] Comm Error — Unknown e v v
4 =] Crichton5 On oK On v v
5 (%] HS522V_Mako_SIT On oK On v v
& ™ Crichto_TCTBOO7 on oK on v v
i 7 @ SN#Y010UF13F0S0 off oK on v
3 =] MNone Oon 0K On v v
9 - Mongoos_TCTBO14  On oK on v v
10 ] TCDBO10_TBU on oK on v v
11 [x] Comm Error S v Unknown — v v
i - Crichto_TCDB023 on v 0K on v v
13 [~ TCDBO021_TBU on OK on v v
14 @ Mongoos_TCTBO13  On oK on v v

* MT = Media Tray (CD/ USE) , WOL = Wake on LAN , BEM = Blade Expansion Module
BSE1 (BSE2,BSE3) = Blade Storage Expansion 1st Generation (2nd Generation, 3rd Generation)
PEU1 = PCI Expansion Unit 1st Generation PEU2 = PCI Expansion Unit II BPE3/BPE4 = PCI Express Expansion Unit
A0 m | 3

m

Figure 2-17 System Status window

3.

4.

Create a mapping list that includes the host name and its host IP addresses. Use the
remote presence feature in the AMM to obtain the IP address. The OS must be running
before completing this step.

In the navigation bar, click Blade Tasks — Remote Control. The Remote Control Status

window opens, as shown in Figure 2-18.

Remote Control Status @

Firmware status: Active

KVM owner (since 12/22/2011 09:29:17): Blade3 - SN£Y030UNI9R00R -
Media tray owner (since 12/22/2011 09:00:21): Blade8 - HS22VTCTBO31 -

Console redirect: Mo session in progress.

Start Remote Control @

Click "Start Remote Control" to control a blade remotely. A new window will appear that provides access to the
Remote Console and Remote Disk functionality. On this window, you will have full keyboard and mouse control of the
blade which currently owns the KVM. You will also be able to change KVM and media tray ownership.

Note: An Internet connection is required to download the Java Runtime Environment (JRE) if the Java Plug-in is not
already installed. Remote Control is supported for Sun JRE 6.0 update 10 or later versions.

’ Start Remote Control

Figure 2-18 Remote Control Status window
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5.

Tip: For more information about the Remote Control features of the AMM, see the

Advanced Management Module User’s Guide at this website:
http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5073887

In the Remote Control Status window, select each server in turn, and log in and use the
OS windows to determine the host IP addresses of each server. For example, for
Windows, you can use Network Connections by way of the Windows Control Panel to

determine the host IP address, as shown in Figure 2-19.

Detzils... Lease Expires Thursday, December 22, 2011 5:20:4°

General Metwork Connection Details:
) Property | Value -
LT L) Connection-specific DN....
[Pv4 Connectivity: Internet Description Broadcom BCM5708S Net¥reme 1l Gi
IPvE Connectivity: Mo Internet access Physical Address 00-1A-64-55-10-B6
Media State: Enabled DHCP Enabled Yes
Duration: 12 days 21:21:14 [Pv4 Address 5.125.50.112
Speed: 1.0 Ghps IPv4 Subnet Mask 2552552850
Lease Obtained Wednesday, December 21, 2011 1:5(

|Pv4 Default Gateway 5.125.50.1
|Pw4 DHCP Server 5.125.80.211
Activity IPw4 DNS Servers 5.125.90.211 ||
5.125.50.212
Sent ll._‘ Received 5.181.2.101
L 5.181.2.102
IPv4 WINS Server
Bytes: 5,235,843,324 4,734,010,106 NetBIOS over Tepip En. Yes
|PvE Address 2002:57d 5aed:H:ch46:a2 1a:656d 55
3
“¢ Properties “¢ Disable Diagnose
Close |

Figure 2-19 Windows networking window that shows the host IP address

For Linux, the IP address is displayed by using ifconfig, as shown in Figure 2-20.

I-EI' 9 - Piranha TCTEOO1 el —_— Cirl Alt Sluﬂ - !
Videc '-:-' ontrol 'KWM Media Tray Saftkey Remote Irive Pref
) i 1 9 dropped:® overruns:Q
TX packets 16523 errors!0 dropped:® overruns:0 carrier:@
collisions:0 txqueuelen:1000
RX bytes:74240365 (70.8 MiB) TX bytes:4483906 (4.2 MiB)
Interrupt 255 Memory:fa@OEORO-fa®l1ZB00

vmnicl Link encap:Ethernet HWaddr 00:21:5E:97:B5:D6
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:@ overruns:0 frame:0
TX packets:0 errors:0 dropped:® overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytez:@ (0.0 b) TX bytez:0 (.0 b)
Interrupt : 255 Memory:9Z2000000-92012800

vswife Link encap:Ethernet HWaddr 0@:50:56:44:AE:CH
inet addr Bcast:9.125.90.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:355790 errors:0 dropped:® overruns:Q frame:0
T¥ packets:18017 errors:@ dropped:0 overruns:0 carrier:0
collisions:® txgqueuelen:1000
RX bytes:47010456 (44.8 MiB) TX bytes:48024596 (45.7 MiB)

Figure 2-20 Determining the IP address of a Linux server
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For servers that are installed with bare metal hypervisors, such as VMware vSphere
(formerly ESX or ESXi), the method to obtain the IP address is different. In most cases,
you can obtain the IP address directly from the panel that is shown in Figure 2-21.

UMware ESX 4.1.0 (UMKernel Release Build 5027V67)

I1BM Sgstem x —[?8701- |Click inside center of wiewab

Intel(R) Xeon(R) CPU X5667 @ 3.07GHz
8 GB Memory

Download tools to manage this host from:
http:-,r9.125.90.183~

To open the ESX console, press fAlt-F1.
To return to this screen, press Alt-Fi1.

Figure 2-21 Determining the IP address of a VMware ESX server

You can build a comprehensive spreadsheet that includes the chassis identifier, blade server
bay number, host name, operating system (OS) type, and host IP address. This information is
critical to the migration process and is regarded as the starting point to create the workload
migration plan.

You must also consider the mapping relationship of the target compute nodes, including the
virtualized and physical computing nodes. For more information, see Chapter 3, “Migrating
operating system images” on page 55. Example 2-1 shows an example of Physical-to-Virtual
(P2V) system information.

Example 2-1 Sample collection of system information

Flex System Enterprise Chassis (IP of CMM, related setting from AMM)
Compute Nodel
0S (VMware vSphere/ESXi 5.0)
Virtual Machine: P2V from source blade 1 (Windows 2008: 192.168.1.1)
Virtual Machine: P2V from source blade 2 (Windows 2003: 192.168.1.2)
Virtual Machine: P2V from source blade 3 (Windows 2003: 192.168.1.3)

Compute Node2
0S (Red Hat 5.4)
Virtual Machine: P2V from source blade 4 (SLES 11: 192.168.1.4)
Virtual Machine: P2V from source blade 5 (SLES 10.3: 192.168.1.5)

Chapter 2. Migrating hardware settings 29



2.1.3 Migrating UEFI settings

An optional migration step is to copy BIOS or UEFI settings that might be preserved from the
source server to the target server. (The source server can be BIOS-based or UEFI-based.)

For this task, the first step is to determine the settings that need to be migrated.

Follow these steps to determine the current UEFI settings:
1. When prompted, press F1 during the system boot process. A System Configuration and

Boot Management menu opens that is similar to the menu shown in Figure 2-22.

System Configuration and Boot Management

Bystem Information

System Settings
Date and Time

Start Optioms
Boot Manager

System Event Logs
User Securituy

Save Settings
Restore Settings

Load Default Settings
Exit Setup

Select this entry to
display general
information about the
Processors, Mmemory.,
and firmuare
conponents of the
systen.

Tl=Move Highlight

<Enter>=3Select Entry

<ESC>=Exit Setup

[I1 Informational Event(s) Detected. Check POST Event Uiewer

Figure 2-22 System Configuration and Boot Management window

This menu includes the settings for the compute node. A similar configuration menu is
available for the compute nodes in a Flex System configuration.
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2. Choose the settings that you deem important and use the same or similar settings
between the source and target server. Using these same settings helps to ensure that
both servers have the same performance, power, capability, and reliability features.

Pay attention to the customized server boot order and security settings, as shown in
Figure 2-23.

Change Boot Order

Change the order Change the order

PHE Network>

Commit Changes

Tl=Houe Highlight <{Enter>=Select Entry Esc=Exit

[I1 Informational Event(s) Detected. Check POST Event Viewer

Figure 2-23 Change Boot Order menu
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3. Review the Intel Virtualization Technology (Intel VT) setting in the Processors setting
page, as shown in Figure 2-24. Most Flex System clients run a virtualization environment,
so you must ensure that the Intel VT settings are enabled.

Processors
All CPU Packages Intel Virtualization
Performance States <Enable> Technology (VT -x)
Turbo Mode <Disable> provides harduware
Pouer C-States <Disable> support for processor
C1 Enhanced Mode <Enable> virtualization on
ACPT C-State limit <ACPI C3> Intel =86 platforms.
Renort CZ2 to 0S <{Enable>
Uirtualization
UT
Ur-d <{Disable>
Cache Data Prefetch <Enable>
Data Reuse <Enable>
(PT Link Speed Select <Max Performance>
Execute Disable <Enable>
..more }
Tl=Move Highlight <{Enter>=Select Entry Esc=Exit
[I1 Informational Event (s} Detected. Check POST Event Viewer

Figure 2-24  Virtualization settings in UEFI

2.2 Migrating network settings

When planning for a server network setting migration, compare the network settings of the
server nodes and network switch modules.

Assuming that you have the networking settings from the source servers, a mapping
relationship might be needed in the case of static allocation or some required setting changes
(for example, DHCP). These new settings are applied to target compute nodes within the
utilities by OS, hypervisor, or other methods. You might want to migrate the NIC Adapter
Teaming setting to the target system.

The following examples show how to configure Adapter Teaming on different platforms:

» Linux: Adapter Teaming is displayed in the command shell output of ifconfig, as shown
in Figure 2-25 on page 33. You also can see that two physical adapters, eth0 and eth1,
are bonded as bond0.
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Link encap:Ethernet HWaddr 88:@C:29:C6:BE:50
Iinet addr:192.158.1.28| Bcast:192.168.1.255 Mask:255.255.255.8
inet6 addr: fe8@::280:ff:fe@d:8/64 Scope:link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1588 Metrdic:1
RX packets:2884 errors:8 dropped:8® overruns:® frame:8

TX packets:1879 errors:@ dropped:® overruns:® carrier:®
collisions:@ txqueuelen:@
RX bytes:25@8825 (244.9 KiB) TX bytes:244883 (238.9 KiB)
Link encap:Ethernst HiWaddr 28:8C:29:C6:BE:59
|inet addr:lgz.lﬁs.l.zal Bcast:192.168.1.255 Mask:255.255.255.8
inet6 addr: fe8@::2@8c:29ff:fech:be59/64 Scope:link
UP BROADCAST RUNNING SLAVE MULTICAST MTU:1588 Metric:1
RX packets:2889 errors:8 dropped:8® overruns:® frame:8

TX packets:1398 errors:@ dropped:® overruns:® carrier:@
collisions:@ txqueuelen:lesa
RX bytes:251161 (245.2 KiB) TX bytes:188289 (176.8 KiB)
Interrupt:11 Base address:8x1486

Link encap:Ethernet HWaddr @@:0C:29:C6:BE:59
inet addr:192.168.1.28| Bcast:192.168.1.255 Mask:255.255.255.8
inet6 addr: fe8@::2@8c:29ff:fech:be59/64 Scope:link
UP BROADCAST RUNNING SLAVE MULTICAST MTU:1588 Metric:1
RX packets:4 errors:® dropped:® overruns:8 frame:@

TX packets:582 errors:® dropped:® overruns:@ carrier:@
collisions:@ txqueuelen:lesa

RX bytes:258 (258.8 b) TX bytes:66516 (64.9 KiB)
Interrupt:18 Base address:8x1458

Figure 2-25 ifconfig output

» Microsoft Windows Server: The NICs from different vendors have their specified network

teaming tools. Use these vendor-specific tools to manage these settings.
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Using a Broadcom adapter as an example, the Broadcom Advanced Control Suite can be
used to create and manage the network teaming setting. Figure 2-26 shows that “Team1” is
bonded by the Ethernet Adapter [0001] and Ethernet Adapter [0010]. Ethernet Adapter [0014]
is still a Standby Member (stand-alone NIC adapter).

=¥_Broadcom Advanced Control Suite { ¥.2.30 ) . ] |

Vital Sign | Diagnostics | Cable Analysis  Load Balance/Vitual Lan | Statistics |

nﬂ Save & Fl Help
ave As .. estore ..
E

Configuration I Statistics |

= -§ Teami
82 [0001] Broadcom NetXtreme Gigabit Ethernet #2

H3 [0010) Broadcom NetXtreme Gigabit Ethemet
H3 [0014)] Broadcom MNetXtreme Gigabit Ethemet #4

Sa Team!

—Member Assignment for Team : Team1
Available Adapters Load Balance Members

[0001] Broadcom Net<treme Gigabit Ether
|
Standby Member AddVLAN .

[0010] Broadcom Net<treme Gigabit Ether
I[U[l1 4] Broadcom Met<treme Gigabit Ether

Create Team ...

Remove Team

i

Remove VLAN 1

0K | Cancel | Aoy |

Figure 2-26 Broadcom Advanced Control Suite window

After you complete the settings migration for the network adapter, you must manage the
settings for the network switch module.

For the switch modules, the virtual local area network (VLAN) settings must be carefully
documented. These windows display a group of hosts with a common set of requirements
that communicates as though they were attached to the same broadcast domain, regardless
of their physical locations. VLANs are the basic logic network topology of the source
environment.

Follow these steps to retrieve the VLAN information from the source server (for this example,
BladeCenter):

1. At the source side, log in to the AMM.
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2. On the left side of the AMM window, click I/0 Module Tasks — Configuration. The 1/O
modules that are installed in the source system are displayed, as shown in Figure 2-27.

IBM BladeCenter- E Advanced Management Module

2y 1 SN#YK1480
S e 1/0 Module Configuration
=2 Monitors -
X System Status IPv6 Support IS
Event Log
LEDs
Power Management
Hardware VPD IPv6 Support and Status
Firmware VPD
Remote Chassis Click the checkboxes in the first column to select one or more
Blade Tasks I/0 modules; then, click one of the actions in the action list
& /O Module Tasks below the table and click Perform Action to perform the desired

Admin/Power/Restart action.

Configuration

Ha IPvG stat
Firmware Update e L

MM Control
Service Tools

Ethernet SM not supparted

Not fed

1 Available actions

|Enah|e IPvE V| [ Perform action ]

SM = Switch Module, CM = Concentrator Module, PM = Pass-thru Module

Fri, 0& Jan 2012 07:18:45

Figure 2-27 /O Module Configuration window
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3. Click the tab that is associated with the /O module bay. In our example, this tab is Slot 1,
as shown in Figure 2-28.

IBM BladeCenter: H Advanced Management Module

Bay 1: SN#0J1U9ES841EH 1IY/O Module Cg.nfiguratign
= Monitors
m Status
Event Log
LEDs
Power Management Current IP Configuration
H.aru:l-.-.rarel'-.-’lil[l Configuration method: Static
Fartvwiare VRS TP address: 0.123.198.81
Remote Chassis
Blade Tasks Subnet mask: 255.255.255.0
& 1/0 Module Tasks Gateway address: 0.123.198.1
Admin, r/Restart ) N J X
To change the IP configuration for this 'O module, fill in the following

Firmware Update fields and dlick "Save". This will save and enable the new IP configuration.

MM Contral Mew Static IP Configuration

Service Tools

Configuration status _Enabled' E}
PP address 9.123.198.81
Subnet mask 255.255.255.0
Gateway address 9.123.198.1

Advanced Options

SM = Switch Module, CM = Concentrator Module, PM = Pass-thru Module

Sat, 14 Jun 2012 12:15:28

Figure 2-28 Information for the I/O module in Slot 1

4. Find the switch module type. (The type of device in Figure 2-28 is an Ethernet switch
module as indicated in Figure 2-27 on page 35.) For each module type, you must
determine whether you want the same configuration on the target side.

5. To find information such as the settings for the switch module VLAN, click Advanced
Options. Scroll down to the Start Web Session section, as shown in Figure 2-29.

Start Web Session @

Choose your session parameters below, and then click Start Session. All available options for this module will be shown.

IP Address: 9.125.90.242 v

Security: Unsecure V|

Start Session

Figure 2-29 Start Web Session section
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6. Click Start Session. You see the web interface of the switch you selected. In our example,

the switch is a Lenovo RackSwitch switch on which BladeOS is running, as shown in
Figure 2-30. If you have different switches that are installed, the interface might be

different.

BLADE

- EOOE FICARAOW

BNT Layer 2/3 GbESM

Bay 1

Port Group Mapping
Internal Port Settings
External Port Settings
Non-Default Virtual LANs
System Settings

4

¥

Port Group Mapping

External Port |

Group 1 =

Group 1 =

Group 1 =

Group 1 =

Group 1 =

Group 1

Apply

% EXT1 EXT2 EXT3 EXT4 EXT5 EXT6

Server Port

Group 1

Group 1 *

Group 1 = Group 1 *=

Group 1 = Group 1 =

Group 1 = Group 1

Group 1 = Group 1 #

Group 1 * Group 1 =

Group 1 = Group 1

| Revert Apply

Figure 2-30 Switch web interface

Figure 2-30 shows that all the blade servers connected to the specific switch are in one group
(Group 1) and use static VLAN (port-based) information. For other switch devices, you might

see the dynamic VLAN setting with the Media Access Control (MAC) address of the server

that is connected to the port. However, you can ascertain the logic diagram by examining the

types of VLAN settings.

Using the information that is gathered from the figures in the previous steps, follow these

steps to configure the same network topology on the Flex System chassis:

1. Log in to the CMM.
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2. From the menu bar, click Chassis Management —» Component IP configuration.

The

Component IP Configuration window opens, as shown in Figure 2-31.

@ Systern Status  Multi-Chassis Monitor  Events = Service and Support -
Component IP Configuration
Configure IPv4 and IPv6E address information For the components below,
I/O Modules
Bay Description |IPw4 Enabled IP Address
1 EM4093 10Gh Ethernet Switch fes Wiewy
2 EM2092 1Gh Ethernet Switch fes Wiew
3 IBM FC3171 8Gh SAN Switch es Wiew
4 1BM FC3171 8Gh SAN Switch Yes Wiew
Compute Nodes
Bay Description |IPw4 Enabled IP Address
1 SHFYO30BG1AW00T Yes Wiew
2 SH#FYO3IBGTTOZ2K Yes Wiew
3 SH#FYO3Z2BG1TE02E es Wiew

Chassis Managernent - | Mgt Module Managerment +

Chassis Properties and settings for the overall chassis

Compute Nodes Properties and settings for compute node in the chassis
1/0 Modules Properties and settings for IO Modules in the chassis
Fans and Cooling Cooling devices installed in your system

Power Modules and Management Fower devices, consumption, and allocation

Component IP Configuration Single location For you to view and configure the various IP address sq

Chassis Internal Network Provides internal connectivity between compute node ports and the in

Hardware Topology Hierarchical view of components in your chassis

Reports Generate Reports of hardware information

Figure 2-31 Component IP Configuration window

3. Click an Ethernet switch. An Ethernet Switch Configuration wizard opens, as shown in

Figure 2-32.

IP Address Configuration EN2092 1Gh Ethernet Switch X

General Setting

Current IP Configuration

Configuration Method
IP Address
Subnet Mask

Gateway Address 0.0.0.0

Enable IPw4 v
Configuration Method

IP Address
Subnet Mask

Gateway Address 0.0.0.0

| Apply |

| Carcel |

IPv&

Lze Static IP Address
192,168.70.121
2595,255.255.0

lse Static IP Address
New Static IP Configuration

192,168.70.121
293.233.235.0

Figure 2-32 Ethernet Switch Configuration wizard
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4. Copy into a web browser the IP address that is listed in the Current IP Configuration
section of the wizard. A login window opens, as shown in Figure 2-33.

Login to
IBM Flex System EN2092 1Gb Ethernet Scalable Switch

Uzername: \USERID

Pazsword: 00000000|

Submit Reset
| Submit | [Resst |

Figure 2-33 EN2092 Ethernet Switch login window

5. Log in with the credentials you customized or use the following default login information:

— User name: USERID
— Password: PASSWORD (where “0” is zero)

6. Click Configure at the top of the window. In the navigation bar, click Flex System EN2092
1Gb ScSE — Switch Ports, as shown in Figure 2-34.

Configure  Statistics Dashboard Networking OS
Apply Save Revert Diff Dump Show Log Help Logout

Jo7. Feb 13 17:44:21 6. 125 60. LLS VARNING wtp: camnct ot act prinssy NIP eerves feil:200:ststetti0 ]

& |BM Flex Svstem EN2092 1Gb ScSE Switch Ports Configuration

+[ System

switeh Port State B0l PO ageing Threthaid Threthaid | Fail Threshald  Pristiry Learming

-0 Port-Based Port Miroring INTIA |enabled |[dissbled | 1  |disabled |disabled |disabled Heeled 0 |enabled

;'C' Layer 2 INTZ4 enabled disabled 1 disabled disabled disabled disabled 0 |enabled

&2 RMON Menu INI3A |enabled Wdisabled 1  disabled disabled disabled iHmeied) 0 |enabled

B Layer3 INT4A enabled disabled 1  disabled disabled disabled disabled 0 enabled

70 Qs INT54  |enabled disabled 1 disabled disabled disabled disabled 0 enabled

@ A;_“e“c”“"”‘ INT6A |enabled disabled 1  disabled disabled disabled disabled 0 |enabled

@ Vinualization INT7A |enabled disabled = 1  |disabled |disabled disabled disabled 0 enabled
INTEA  enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT94  enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT104 |enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT114 |enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT124 |enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT134 |enabled disabled 1 disabled disabled disabled disabled 0 enabled
INT144 | enabled disabled 1 disabled disabled disabled disabled 0 enabled
MGT1 enabled enabled 4095 disabled disabled disabled disabled 0 enabled
EXT1 enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT2 enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT3 enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT4 enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXTS enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT6 enabled disabled 1 disabled disabled disabled dizabled 0 enabled
EXTT enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXTE enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT9 enabled disabled 1 disabled disabled disabled disabled 0 enabled
EXT10 |enabled disabled 1 disabled disabled disabled disabled 0 enabled

Figure 2-34 EN2092 Ethernet Switch switch ports configuration

Except for the management port, all of the switch ports belong to PVID 1. This setting is
the default setting. All of the compute nodes that are connected to this switch are in one
VLAN. This configuration is similar to the configuration that was captured from the source
switch.
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7.

them to the VLAN.

Configure  Statistics

Apply Save Revert

Dashboard

Diff

Dump

If you require additional customization, click Layer 2 — Virtual LANs — Add vLAN, as
shown in Figure 2-35. Select the ports from the Ports Available list and click Add to add

Networking OS

Show Log  Help  Logout

=3 IEM Flex System EN2092 1Gb ScSE
?EJ System

(] Switch Ports

a Port-Based Port Mirroring
?Eﬂlﬁym2

- -0 8021

{0 FDB

4233 Virtual LANS

{1 Spanning Tree Groups
1 MSTP/RSTP/PVRST
@ LLDP

“[@ Failover

Hot Links

“[B) Trunk Groups

Trunk Hash

B LACP

“[B) PVST+ compatiblity

[ VLAN Auto STG Assignment
| [ MAC Address Noatification
-1 RMON Menu

E“E] Layer 3

- QoS

[:I Access Control

-3 Virtualization

= Virtual Machine

VLAN "New™ Configuration

VLAN ID (1 - 4084}

VLAN Name VLA 2
VLAY State

Management Wlan State| dizabled

Ports Awvailable Ports in ¥lan

Port
INT34
INT44
INTEL
INTEL
INTTL
INTSL
INT94
INT104
INT11h

| >

Private VLAN

Type Dap Status
Mone 0 disabled
Protocol VLANs

Protocol Status

Configure VEAP for Exzternal Ports

Figure 2-35 Add VLAN window

8. After submitting the change, you can see that an additional VLAN group is available, as

shown in Figure 2-36.

YLANs Configuration
1. Search Range
VLAN TD (1 - 4095} From[1 | Ta
2. Search Options
e —
YLAN State (any v
Search Operation or W Search
VYLAN II' VLAN Name State
1  Default VLAN enabled
2 VLAN 2 enabled
4095 Mezmt VLAN  enabled

Figure 2-36 VILANs Configuration window
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9. Click Switch Ports in the navigation window again. As shown in Figure 2-37, ports 1 and
2 belong to the VLAN group 2 that you created.

Configure Statistics Dashboard NetWOl’king OS

Apply Save Revert Diff Dump Show Log  Help  Logout

23 |BM Flex System EN2092 1Gh ScSE Switch Ports Configuratiq
- System
8 Swich Ports Switch Port State ot PO R ne Threshord Theshord
'S Pot-Based Port Mirrating IN[IA |ensbled [disabled | 2 |disabled |disabled disabled
S Layer2 INTZA enabled disabled | 2  |disabled disabled disabled
@ 8021 INI3A  |enabled |disabled | 1 |disabled [disabled |[disabled
D m X INT44  enabled disabled 1 disabled disabled disabled
) Vitual LAl INTSA  enabled disabled 1 disabled disabled disabled
(Add AddVLATL INTGA  enabled disabled 1 disabled disabled disabled
§”C' Spanning Tree Groups INTTA |enabled disabled | 1 |disabled |disabled disabled
/B8 MSTPRSTP/PVRST INIEA |enablcd |disabled | 1 |disabled [disabled |[disabled
@ Lop INI9%A |enabled |dissbled | 1 |disabled |disabled |disabled
B Failover INT10& |enabled disabled = 1  disabled disabled disabled
B Hot Links INILIA |encbled |disabled|| 1 |disabled disabled |disabled
'T”””" sroups INT124 enabled disabled 1 disabled disabled disabled
B Trunk Hash INT1SA |enabled [disabled | 1 |disabled [disabled |disabled
Bace N IN[14A |enabled |disabled | 1  |disabled |disabled [disabled
B PVST+ compatibiity IGIl  |enabled |endbled || 4095 |disabled |[dizabled |disabled
B VLAN Auto STG Assignment EXIL |enmebled |disabled | 1  |disabled |disabled |disabled
- B WAC Address Notifcation EXIZ  |cnabled |disabled | 1 [disabled |disabled |disabled
@@ RMON Menu EXT3  |enabled disabled | 1  |disabled disabled disabled
'8 Layer3 XIS |cnabled |disabled | 1 [disabled |disabled |disabled
@ Qos EXI5  |enabled disabled | 1  |disabled disabled disabled
-8 Access Control EXT6 |enabled disabled | 1  |disabled disabled disabled
~ @ Vinualization EXIT |enabled dissbled 1  disabled disabled |disabled
“(3 Virtual Machine . . . .
FXTE enabled disabled 1 disabled disabled disabled
EXTa enabled disabled 1 disabled disabled disabled
FXT10  enabled disabled 1 disabled disabled disabled

Figure 2-37 The result of creating a second VLAN

2.3 Migrating storage settings

In addition to a compute node and network switch configuration, external storage is an item
that you must plan for during the workload migration.

In many cases, critical data and images are on this external storage, but the data source is
the same. If data is stored in external storage devices, maintain the data that is in those
devices. The best approach is to map the new compute node to the same target logical unit
number (LUN), where the data is stored.

In this section, the process to ensure that the images that contain the OS and applications are
migrated smoothly is reviewed.

The storage settings migration processes (P2P, P2V, and V2V) for the images also are
reviewed. (For more information, see Chapter 3, “Migrating operating system images” on
page 55.)

Virtual-to-Physical migration: Although Virtual-to-Physical (V2P) migration is an option,
it is rarely used and therefore is not covered in this document.
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In the V2V and P2V migration scenarios, the underlying infrastructure must be as similar as
possible, unless there is a valid reason against it. The configuration must be copied. If the
image on the source server is on a local RAID array (for example, RAID-5), the image on the
target server also is based on local RAID-5. The V2V scenario assumes that the same RAID
level and additional configuration options are available on the new RAID controller. If no
counterpart is found in the new hardware, you must decide which RAID level to use.
However, using a local RAID array is still the primary consideration. But, if the image on the
source server is on external storage, the target server must be configured in the same
manner. Reuse the data segment by mapping the Fibre Channel host bus adapter (HBA) to
the same LUN target.

The P2V process is different. When you want to move a workload from a physical system to a
virtual system, most of the hardware configuration on the source server becomes
meaningless. For instance, an RAID-5 configuration on the source server secures the storage
with high availability. However, this configuration is no longer achievable on a virtualized disk
for the target server because the hypervisor controls the virtual disk. The hypervisor might
have a different policy from a local RAID-5 array and use storage area network (SAN) storage
for implementing live migration.

There are a few ways to configure local RAID. If you want to configure the LS| Corporation
RAID adapter, use the LSI Corporation Configuration Utility and WebBIOS.

Follow these steps to obtain the information about the RAID volumes in the source servers:

1. During system POST, press Ctrl+C when prompted to start the configuration utility, as
shown in Figure 2-38. This utility features a menu style in which the RAID configuration
can be defined.

LSI Corp Config Utility v6.30.00.00 (2009.11.12)
Adapter List
Adapter PCI PCI PCI PCI FW Revision Status Boot

Bus Dev Fnc Slot Order
SAS1064 | om 00 00 00 1.30.10.00-IR Enabled 0 B
Esc = Exit Menu F1/Shift+l = Help
Alt+N = Global Properties -/+ = Alter Boot Order Ins/Del = Alter Boot List

Figure 2-38 LS| Configuration Utility

2. Highlight the selected RAID controller (if it is not selected) and press Enter. In our
example, our blade server has an onboard SAS1064 controller. The Adapter Properties
window opens, as shown in Figure 2-39 on page 43.
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LSI Corp Config Utility v6.30.00.00 (2009.11.12)
Adapter Properties — SAS1064E

Adapter SAS1064

PCI Slot 00

PCI Address (Bus/Dev) 0B:00

MPT Firmware Revision 1.30.10.00-IR

SAS Address 5005076B: 08A1EDAC
NVDATA Version 2D.22

Status Enabled

Boot Order 0

Boot Support [Enabled BIOS & OS]

|RAID Properties |

|SAS Topology

[Advanced Adapter Properties

Esc = Exit Menu F1/Shift+l
Enter = Select Item -/+/Enter

Help
Change Item

Figure 2-39 Adapter properties

Figure 2-40.

LSI Corp Config Utility v6.30.00.00 (2009.11.12)
View Array - SAS1064E

Array l1ofl

Identifier LSILOGICLogical Volume 3000
Type IM

Scan Order 5

Size (MB) 68664

Status Optimal

[ Manage Array

Slot Device Identifier RAID Hot Drive Pred Size
Num Disk Spr Status Fail (MB)
0 IBM-ESXSCBRBAQO73C3ETSO NC49C Yes No Primary No 68664
1 IBM-ESXSCBRBAO73C3ETSO NC49C Yes No Secondary No 68664
Esc = Exit Menu F1/Shift+l = Help

Enter=Select Item Alt+N=Next Array C=Create an array R=Refresh Display

Figure 2-40 View Array - RAID properties

3. Highlight RAID Properties and press Enter. The View Array window opens, as shown in

In our example, the RAID level is RAID-1, as indicated by Type: IM (Integrated Mirroring).

The logical size of the array is 68664 MB. Two physical drives also are available for the

specific machine, as shown in Figure 2-40.
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As an alternative interface, you can start the LS| MegaRAID WebBIOS utility by pressing
Ctrl+H during POST, as shown in Figure 2-41.

LSI MegaRAID SAS-MFI BIOS

Version 4.19.00 (Build October 19, 2010)

Copyright® 2010 LSI Corporation

HA -0 (Bus 36 Dev 0) ServeRAID M1015 SAS/SATA Controller

0 JBOD(s) found on the host adapter
0 JBOD(s) handled by BIOS

1 Virtual Drive(s) found on the host adapter.

1 Virtual Drive(s) handled by BIOS
Press <Ctrl><H> for WebBIOS or press <Ctrl><Y¥> for Preboot CLI

Figure 2-41 Starting WebBIOS

The WebBIOS utility shows the physical and virtual devices and provides you a graphical
display to view and configure RAID. The WebBIOS interface is shown in Figure 2-42.

MegaRAID BIOS ConfigurationUtility Virtual Configuration

) | Bl 2|

[ Physical Drives

= Enclosure 248

LIPLBICS ,
|

@ Adapter Properties | HlJiPD2: DGO: ONLINE: 34464 MB: SEAGATE ST33675
| l:iPD4: DGO: ONLINE: 34464 MB: SEAGATE ST33675

@& Scan Devices

& Virtual Disks

& Physical Drives

‘ Virtual Drives

& Configuration Wizard

DG 0
VDO0: RAID1:1000 MB: Optimal
VDI1: RAID1:2000 MB: Optimal
DG 1
VD2: RAID0:5000 MB: Optimal

& Adapter Selection

@& Physical View

& Events
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Figure 2-42 MegaRAID BIOS Configuration Ulility Virtual Configuration interface

Two virtual drives are available with RAID-1 and RAID-0 enabled separately, as shown in
Figure 2-42. By clicking the icons on the left side of the window, you can obtain more
information about these drives.

You also can obtain the RAID and disk information of the source server. You can use the

same utility to apply the same RAID settings on the compute nodes in the Flex System
chassis.
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Follow these steps to create new RAID arrays on the Flex System compute nodes by using
WebBIOS:

1. Click Configuration Wizard in the left navigation window of the MegaRAID BIOS
Configuration Utility Virtual Configuration interface, as shown in Figure 2-42 on page 44.
The Configuration wizard opens, as shown in Figure 2-43.

MegaRAID BIOS ConfigurationUtility Config Wizard - DG Definition

Physical Drives Disk Groups

D ED) IE=1DGo
0: ONLINE: 68664 MB: ... ... | HE2PDO: ONLINE: 68664 MB
E‘ D1: ONLINE: 33378 MB: ... ... | *ipm: ONLINE: 33378 MB
iPD2: UNCONF GOOD: 33378 MB: ... ... | “HiPD5: ONLINE: 68664 MB
iPD3: UNCONF GOOD: 139236 MB: ...
iPD4: UNCONF GOOD: 139236 MB: ... .

iPD5: ONLINE: 68664 MB: ... ...
iPD6: UNCONF GOOD: 33378 MB: ... ...

Figure 2-43 MegaRAID WebBIOS Configuration wizard

2. Choose the physical drives that you want to include in a virtual group and click Next. The
VD Definition wizard opens, as shown in Figure 2-44.

Figure 2-44 Configuring the RAID volume
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3. Configure the same RAID and other disk settings from the source server.

The following tools also are available to configure RAID:

» ServerGuide:
http://ibm.com/support/entry/portal/docdisplay?Indocid=SERV-GUIDE

» MegaRAID Storage Manager:
http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5077712

If you need a lightweight, mouse-compatible utility, ServerGuide is the best option. This
option also can help you with a Microsoft Windows OS deployment. MegaRAID Storage
Manager is an advanced solution for users who require more configuration flexibility.

For the external storage configuration, you must plan Fibre Channel (FC) switch and storage
settings. For switches, zone settings are the most important settings. Zoning is the
partitioning of a Fibre Channel fabric into smaller subsets to avoid conflicts, add security, and
simplify management.

Several virtual disks, or LUNs, are available through the SAN. Each system that is connected
to the SAN is allowed access only to a controlled subset of the LUNs. For storage, the
configuration is similar to local storage. You need to configure the RAID level, virtual disks,
and so on.

Follow these steps to capture and apply the configuration settings of the Fibre Channel
switch, including zone settings:
1. Log in to the AMM.

2. In the navigation bar, choose I/0 Module Tasks — Configuration. As shown in
Figure 2-45, there is an FC Switch in Slot (Bay) 3.

IBM BladeCenter. H Advanced Management Module

Bay 1: SN#YK17808BD1PY 1/0 Module Configuration
2 Monitors IPv6 Support ["Slot
¥ System Status
Event Log
LEDs
Power Management IPvé Suppurt and Status
Hardware VPD
Firmware VPD Click the checkboxes in the first column to select one or maore /O
Remote Chassis modules; then, click one of the actions in the action list below
= Bhde Tasks the.talﬂle and click "Perform Action” to perform the desired
PowerfRestart achan.
Firmware Update
Configuration El 1 Server Conn Mod not supported
Serial Over LAN 2 Vot installed
Open Fabric Manager O 3 not supported
= /O Module Tasks B
Admin/Power/Restart = — :
-
Firmware Update I 6

= MM Control
Figure 2-45 AMM I/O Module Configuration
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3. Click the Slot 3 tab. The I/O Module Configuration window opens, as shown in
Figure 2-46.

1/0 Module Configuration

Current IP Configuration

Configuration method: Static

IP address: 9.125.90.154
Subnet mask: 255.255.255.0
Gateway address: 9.125.90.1

To change the IFP configuration for this 'O module, fill in
fields and click "Save”. This will save and enable the new

Mew Static IP Configuration

Configuration status Enabled +

TP address 9.125.90.164 |
Subnet mask 255.255.255.0 |
Gateway address |9.125.QD.1 |

Advanced Options

Figure 2-46 I/O Module Configuration

4. Click Advanced Options. Scroll down to Start CLI/Web Session, as shown in
Figure 2-47.

Start CLI/Web Session @

Choose your session parameters belowe, and then click Start Session. All available options for this module will be shown.

Protocal:
IF Address: 9.125.90.164 v

Start Session

Figure 2-47 Starting the web interface to the FC switch
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5. Click Start Session to start a management web page, as shown in Figure 2-48.

File Fabric Switch Port |zuning|\_ﬂew Wizards Help

¢ 4D 9125490164 Edit Zoning ...
= QLOGICEGH EeSE Ay ,

| M Edit zoning config ..

Activate Zone Set ...

Deactivate Zone Set QLOGICEGh

Restore Default Zoning @

0 (0 of [0f (0 [0 0N [0y [ [0 (Y [0 [ [

R
Port WWN Micknarne Details | FC Address Switch Port Targetflnitiator| Wendor
21:01:00:e0:8b:1c:55:86 (5] 010100 QLOGICEGH Bay 1 Initiatar PLogic Corp.
20:34:00:a0be68:a3:21 [ry] 011200 QLOGICEGh Ext5:18  |Target IBM  1726-dw FASET 0
= I [
: Devices LSwitch LPurtStats LPurt Info LCunﬁguredZunesets anti\re Zoneset

Figure 2-48 Fibre Channel switch web interface

6. From the menu bar, click Zoning — Edit Zoning. The Edit Zoning windows opens, as
shown in Figure 2-49 on page 49.
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‘ Apphy H Close H Help ‘

Figure 2-49 Edit Zoning

From these windows, you can see that there is one zone available, al1. All the blade
servers belong to this zone. You can also find details of the switch from this window.

Follow these steps to move to the Flex System chassis and migrate these settings to the FC
switch:

Log in to the CMM.

1.
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2. From the menu bar, click Chassis Management — 1/0 modules to see the 10 module
list, as shown in Figure 2-50.

~&- 1/0 Modules

Power and Restart + Actions =

Device Mame | Restore Factory Defaults Bay Power | Serial Mumhber
10 Module 1 Send Ping Requests 1 on W250VT161594
10 Module 2 Launch I0OM Console 2 on ¥O&s0WT1GEDTF
7] E_I-C-J-r-;1-o-d-u-l-e-3""- /B, Attention 3 an YRKED22186014
oModuled /Iy Attention 4 an YKE022187050

Figure 2-50 Launching the I/O Module console
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3. Select the SAN switch module (in this example, it is an FC5022 16Gb SAN Scalable

Switch). Click Actions — Launch IOM Console. The web interface for the switch opens,
as shown in Figure 2-51.

Manage Report= Monitor Tools
Tasks ——————— a4 i
F O Status | O Temp | _ﬂ_ Eeacon | == Legend | Admin Domain A0D0 hd
hanage F3
Zone Admin [v] futo Refresh Interval |BO seconds
Switch Admi
wite min :r Swyitch Events |/ Swyitch Information
[, Port Admin Last updiated at 15,31:09
EE Admin Domain = Switch
{9 Fabric Watch Mame BES47
Status Heslthy
Wonitor A Fahric ©F version %7 .0.0_pharos_hid23
Domain 10 10010
[E%] Performance Monitor iy 00 00:00:05: 33:94: 3c405
[[] Hame Server Type 117.1
Rale Principal
Cither - -| Ethernet
) Ethernet P4 9.125.90 .56
= Telnet/SSH Client Etherniet [Py netmask 2552552550
Ethernet IPvd gatevway 9.125.90.50
TS Ethernet IPvE Mone
] .
m IPFC 1Py Mone
.............................................. IPFC IPV4 ne‘tmaSk None
Fabtic Tree —————————————— & - Zone
Vigw by, Name — Effective configuration no configuration in effe
- -1 Other
B &g Fabric Manutacturer serial number ELHO431 GO2Y

3 Besar

&= Segmented Switches

I

SEEE

B
m
B
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I

SEEE

PANRRIND
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i i e
m m m M

X
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Sequence number
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Figure 2-51 Web interface for the FC5022 16Gb SAN Scalable Switch
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4. In the Task window on the left side of the interface, click Zone Admin. Add one new zone
and place all of the ports into the zone, as shown in Figure 2-52.

! B6547 — Zone Administration

L] .
Toning Modes b Basic fones

Basic Fones Print Edit “iew Zoning Actions
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s e oo
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4 1 4 8Int18,J-Port PID: 011200

1, 60intE, LLPovt, B0 040600 : 4
A, Fint7 A Port PID: 0700 |> 1,190Int19,J-Part PID: 011300) e
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3,13t L Pt BI0: D10500)
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1,93¢Int 3, L1 Port, BI0; 010400)
1, 14t 4, L Pt 210; 010800)
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Figure 2-52 FC5022 Zone Administration

The FC/SAN switch migration can be completed, but only if the source and target are SAN
switches. If the source network protocol is Fibre Channel over Ethernet (FCoE) and the target
is SAN or Internet Small Computer System Interface (iSCSI), the configuration becomes
more complex.

For the external storage setting, you must use the management software of the vendor to
manage the third-party product. For example, to manage IBM System Storage Data Studio
storage, use the IBM Data Studio Storage Manager that is available at this web page:

http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5077693

There are two other complex configurations in which users must migrate network settings:
moving from FCoE to SAN, or from iSCSI to SAN.

From a hardware device perspective, FCoE uses Converged Network Adapters (CNAs) and
Converged switches. SAN has Fibre Channel Host Bus Adapters (FC HBAs) and SAN
switches. iISCSI uses a normal NIC Adapter or iISCSI HBA and Ethernet switches. You must
determine the properties of these kinds of network devices for migration.

However, FCoE and SAN share some configuration settings. These shared settings provide
an opportunity for migration. For iSCSI to SAN or FCoE, there is no direct relationship
between the two groups of settings, so there might be more work to complete the migration.
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Another possible scenario is to migrate the configuration settings from an existing local RAID
or external storage (the source) to the Flex System V7000 Storage Node (the target). Given
that the V7000 Storage Node is similar to the Storwize V7000, you can access the IBM

Storwize management software and
the source storage.

duplicate the configuration settings that you defined in

To gain access to the storage node management software, complete the following steps:

1. Log in to the CMM.

2. From the menu bar, click Chassis Management — Component IP Configuration, as

shown in Figure 2-53.

IBM Chassis Management Module

@ System Status  Multi-Chassis Monitor  Events »  Service and Support -

Chassis Management | Mgt Module Management ~ | Search. . .

Component IP Configuration
Configure IPv4 and IPv6 address information for the components below,
I/O Modules
Bay Device Mame IPv4 Enabled IP Address
1 10 Module 1 Yes Wiew
2 10 Module 2 Yes Wiew
3 10 Module 3 Yes View

Compute Nodes

Chassis Properties and settings for the overall chassiz
Compute Nodes Properties and settings for compute nodes in the chassis
Storage Nodes Properties and settings for storage nodes in the chassis
1/0 Modules Properties and settings for I/0 Modules in the chassis

Fans and Cooling Cooling devices installed in your system

Power Modules and Management Fower devices, consumption, and allocation

G t IP Confi tion Single location for you to view and configure the various IP address se|

Chassis Internal Network Provides internal connectivity between compute node ports and the in

Hardware Topology Hierarchical view of components in your chassis

Reports Generate Reports of hardware information

Figure 2-53 Component IP Configuration menu in the CMM

3. Go to the Storage Nodes section and click the storage nodes device that you want to
configure, as shown in Figure 2-54.

Storage Nodes

Device Name

Bay

IP Address

1-4:1 i Yes

IPv4 Enabled

View

Figure 2-54 Storage Node list
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4. From the Tab menu, you can get or set the IP address of your storage node, as shown in
Figure 2-55.

IP Address Configuration Node 01 - 01

General Setting IPv4 IPV6

Current IP Configuration

Network Interface: etho

Configuration Method:  Obtain IP Address from DHCP server
IP Address: 9.110.76.17

Subnet Mask: 255.255.255.0

Gateway Address: 9.110.76.1

Change IP Configuration
Configuration Method Obtain IP Address from DHCP server

Apply

Close

Figure 2-55 Storage node IP address

5. Open a new window in the web browser and enter the IP address of the storage node. You
then see the welcome page of the IBM Storwize storage management software interface.
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Migrating operating system
images

When the hardware configurations are completed on the Flex System side, the next step is to
migrate the operating system (OS) and applications from the source server to the Flex
System. Before starting this migration process, it is helpful to understand the available
migration options:

» Physical-to-Physical (P2P): Migrating the OS, applications, and data from one physical
server to another physical server

» Physical-to-Virtual (P2V): Decoupling and migrating the OS, applications, and data from a
physical server to a virtual machine that is guest-hosted on a virtualized platform. This is a
typical scenario of server consolidation.

» Virtual-to-Virtual (V2V): Migrating an OS, application programs, and data from a virtual
machine or disk partition to another virtual machine or disk partition. Typically, it is a move
of virtual machine images from one physical host server to another.

Virtual-to-Physical migration: Although Virtual-to-Physical (V2P) migration is an option,
it is rarely used and therefore is not covered in this document.

Review your current hardware configuration (the source and the target) to determine whether
the source servers and Flex System (target servers) are connected on the same network. If
the source and target servers are connected on the same network, the settings of the
hardware and virtual image files can be transferred directly through the network. If the source
and target servers are disconnected, the settings must be exported, transferred through
removable storage, and then imported.

The migration solutions for the following scenarios are described in these sections:

» 3.1, “Source server and Flex System are disconnected” on page 56
» 3.2, “Source servers and Flex System are connected” on page 88
» 3.3, “Conclusion” on page 137
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3.1 Source server and Flex System are disconnected

In this section, the following scenarios are described in which the source server and Flex
System server are not connected by a local area network (LAN) or other network:

» Disconnected Physical-to-Physical
» Disconnected Physical-to-Virtual
» Disconnected Virtual-to-Virtual

3.1.1 Disconnected Physical-to-Physical

Before installing an OS to Flex System, you must check the ServerProven® list at the
following website to confirm that the OS is supported:

http://ibm.com/systems/info/x86servers/serverproven/compat/us

In this paper, details are not provided about how to move a physical OS to the Flex System.
However, the Norton Ghost backup product is one of the simplest tools to implement P2P,
from which you can capture the image from the source disk and deploy the image to another
disk.

For more information about Norton Ghost, see the following websites:

» http://www.symantec.com/themes/theme.jsp?themeid=ghost
» http://us.norton.com/ghost

Is it important to ensure the consistency of the drivers between the source server and the
target server. The hardware for the source and target servers is different, which results in the
issue of inconsistent drivers during the image migration. You must install updated drivers for
the OS image of the target machine before or after transferring the drivers to the target
server.

3.1.2 Disconnected Physical-to-Virtual

Before you attempt a P2V migration, the key performance of the old infrastructure must be
monitored for at least one business cycle. Monitoring this cycle helps you understand more
about the system usage over the entire business cycle period.

Numerous performance monitoring tools are available. For example, the Guided
Consolidation module in VMware vCenter can monitor a server and report its average
processing and memory quantities over a specified time. With this information, you can
determine the amount of processing power and memory that you must assign to virtual
machines before creating those machines.

You must also consider the type of hypervisor to deploy on the destination server. The
following vendors provide hypervisors:

» VMware vSphere (ESX/ESXi)
Microsoft Hyper-V

KVM

Citrix XenServer

>
>
>
» Qemu
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These vendors have incompatible virtual disk formats such as VHD for Microsoft, VMDK for
VMware, or gcow and gcow?2 for QEMU, KVM, and Xen. Under these incompatibility
conditions, you must use the corresponding vendor-specific tools or solutions for each
vendor-specific platform. Regardless of the vendor solution you choose, the following solution
implementation process is similar:

1. Capture the OS image from the source server as an OS image.
2. Copy the image to the destination hypervisor as a virtual machine.

We use Microsoft Hyper-V as the example in the following process to migrate a physical
machine image to another machine as a virtual machine.
Before you begin, complete the following steps:

1. Prepare the target server that is deployed by Hyper-V and the System Center Virtual
Machine Manager (SCVMM) server.

Hyper-V is included in Microsoft Windows Server 2008 R2 as one component. This
hypervisor is part of the Windows Server 2008 R2 installation. The installation process can
be completed from the retail Windows CD installation media or with the help of
ServerGuide. You must ensure that the user enabled the Hyper-V role after installation.

An ServerGuide for your server configuration is available for download at this website:
http://ibm.com/support/entry/portal/docdisplay?1ndocid=SERV-GUIDE

At the download website, click the corresponding server version number and browse to
the guide download window. A link also is available for the ServerGuide Scripting Toolkit.

2. ldentify a server to provide virtual machine management capabilities by installing and
configuring System Center Virtual Machine Manager on the server.

For more information about Microsoft System Center, see this website:

http://www.microsoft.com/en-us/server-cloud/system-center/default.aspx

During the migration process, you must take the following measures:

» Connect the management server to the target host server in the Ethernet network.
» Ensure that the management server and target host server are in the same domain.
» Log in to the management server by using a domain user ID.
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After you prepare all of the hardware and software, follow these steps to start the P2V
process:

1. Open the System Center Virtual Machine Manager (SCVMM) Console on the
management server. Click Add host to add the destination server to the VMM pool, as
shown in Figure 3-1.

'F ¥irtual Machine Manager - WINDOWS-NEQOGIH.ngptt.com
Go A Help

ions @ Columns & Jobs LTj' 2 T

Virtual Machines All Hosts al Machi Actions

Host Groups Search ;)j INDne ;I virtual Machine Manager
@ Dverview | Mame = | Skakus | Job Status | Host | Cwner | CPU Average
@ WIM-SUSE Stopped 9,125,90.62 Unknown 0%
@ ym-windows2008 Stopped 9,125,90.62 Unknown 0 %

EJ  Mew virbual machine

B, 91250082 3 Convert physical server

# Conwert virtual machine

Add library server
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a:' Add WMware VirtualCenter
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4
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Figure 3-1 SCVMM main window
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The Add Hosts window opens, as shown in Figure 3-2.

E® Add Hosts E

EB* Select Host Location

Select Host Locati : : ;
AR SR Select the host location and then enter the required credentials.

Select Host Servers

& Windows Server-bazed host on an Active Directory domain
Configuration Settings i ;
™ Windows Server-based host on a perimeter network
Hozt P ti ’
RRLTIOnEES O WMware ES¥ Server host [any location)

Surmmary

i' Windows Server-based host on an Active Directory domain

Enter the credentials for connecting to the host,

ser name: |.-’-‘n.dministralor

Passwond: |

Domain:  [NGPTT

¥ Host iz in a tusted domain
Clzar thiz option if the host does not have a bwo-wap tust relationzhip with the domain of the Vb server.

Mext I Cancel

Figure 3-2 Add Hosts wizard: Select Host Location
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2. Choose Windows Server-based host on an Active Directory domain if the
management server and target host are in one domain. Enter the domain information and
click Next.

3. Select the destination machine as shown in Figure 3-3 and click Next.

No hosts listed: If no domain is available, no selected hosts are listed here. The user
must install the VMM Agent on the destination server. Also, the user must enter the IP
and credential information of the destination server into the Host details fields in
Figure 3-3. Entering this information ensures that the management server can access
the destination server.

E® Add Hosts | |

EE*' Select Host Servers

Select Host Location Hast details

RelegtHast Srniers Computer name or IF address: ||

Configuration Settings Enciyption key: I

Host Properties Confirm encryption key: I

[

Summary Security file path: I Browse...

Add

Selected hosts:
o 9.125.90.107

How to add a host on a perimeter network Remove |
Previous | Mest I Cancel |

Figure 3-3 Add Hosts wizard: Select Host Servers
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4. Select the host group that contains the host in the Configuration Settings window (shown
in Figure 3-4).

If any of the selected hosts are managed by another Virtual Machine Management server,
click Reassociate host with this Virtual Machine Manager server to change the
associations so that you do not have to manage the association manually.

Click Next.

S E

Eﬁ* Configuration Settings

Select Host Location Host group

Select Host Servers Add the selected new hosts to the following host group:

Configuration Settings

Hozt Properties o
Host reazzociation

Summar
Y If any of the selected hosts are currently managed by another Yirtual b achine Manager server, select this option to

r1easzociate the hosts with thiz Yirtual Maching Manager server.

" Reassociate host with this Yirtual Machine Manager server

Previous | et I Cancel

Figure 3-4 Add Hosts wizard: Configuration Settings
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5. Enter the default path of the virtual machine in the Host Properties window (shown in
Figure 3-5). This path can be left blank.

Click Next.

E® Add Hosts E

EE* Host Properties

Seiect Host Location Add avirtual machine path or use default paths.

SelechHosk Sanvers Wirtual Machine Manager uzes virtual machine paths as default locations to store virtual machines placed on a host.

Configuration Settings About vitual machine default paths

B A Add the following path:

Surnmary || Add

Remaove |

Drefault virtual machine paths:

Remote connection

The default part settings for remate connections will be used faor the selected hosts. 'You can change the
port settings for individual hosts after they have been added.

Presvious | Memt I Cancel

Figure 3-5 Add Hosts wizard: Host Properties
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6. Review the summary and click Add Hosts, as shown in Figure 3-6.

E® Add Hosts E
|@
DRECHH G EEaen Review the host settings.
Select Host Serverz o nes
Configuration Settings Property | Walug |
Huost Adding host server 9,125.90,107

Host Properties
Remaote cankrol Enabled

Summary

L Wiew Script |

Previous | AddHost&I Cancel |

Figure 3-6 Add Hosts wizard: Summary

7. After a short period, the destination server is added into the list of managed hosts, as
shown in Figure 3-7.

"F ¥irtual Machine Manager - WINDOWS-NEQOGIH.ngptt.com

i/ Actions BB

Virtual Machines Y Actions

Host Groups Search = |None ;I virtual Machine Manager
@; Overview I Mame * | Skatus | Job Status | Host | Owiner | CPU Average ;l Mew virbual maching

(m) wvm Stopped 9,175.90,107  Unknawn 0%
ﬂ Convert physical server

# Convert virtual machine

5 Add library server
" Add host

Ef:' Add YMware VirtualCenter
server

l@l Help

Host -

Update Agent

Filters Clear

Figure 3-7  SCVMM main window after the host is added
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The destination server preparation is now complete. The next step is to capture the OS image
on the source server. Follow these steps to capture the OS image:

1. Download the Disk2vhd tool to capture the OS from the source server.

The Disk2vhd tool creates Virtual Hard Disk (VHD) versions of physical disks for use in
Microsoft Virtual PC or Microsoft Hyper-V virtual machines. (VHD is the Microsoft Virtual
Machine disk format.) For more information about the Disk2vhd tool, see this website:

http://technet.microsoft.com/en-us/sysinternals/ee656415

2. Start the Disk2vhd tool on the source physical machine. Select the volumes (C:\ in
Figure 3-8) that you want to migrate. Document the target path to which you want to
migrate the image file. Click Create.

Disk2vhd ¥1.63

Copyright © 2009-2010 Mark Russinavich and Bryce Cogswell
Suzintemals - winw. sysinternals. com

YHD File name:

I DvisharetdiskZvhdywIND oW S-B23 1EMy, whd J
Yolumes o include:
Drrive | Label | Size | Free | Space Feguired |
Ci [Molabel] 20000 GE 435GB 14,05 G
D [y Data 45,36 GB 45,25 GB 311 GE

Help | Create I Zance| Close

Figure 3-8 Disk2vhd: Select a volume

3. The chosen volumes are converted to the virtual machine disk file, as shown in Figure 3-9.

Disk2vhd ¥1.63

Copyright © 2009-2010 Mark Russinavich and Bryce Cogswell
Suzinternals - v, syzinternals. com

WHD File namme:

I Dhsharetdisk2vhd) WINDOWS-B251EM:. vhd J
Volumes to include:
Drive | Label | Size | Free | Space Required |
C:y [Molabel] 20.00GE 4,35 GB 14,05 GE
D i Data 43,36 GB 45,28 GB 3.11 GBE
Copying volume C: on disk 0., 1120/2012 10:34:52 AM

Help | Create I Cancel Clnse

Figure 3-9 Disk2vhd: Creating the VHD file
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4. After the conversion is complete, navigate to the location where the .vhd file was saved
(see Figure 3-10). Copy the VHD file to a location that the target server can access.

Mame = | Drate modified | Twpe | Size
& diskzvhd exe 10/11/2010 9:56 PM Application 1,725 KB
& diskzvhd-tmp exe 1/20/2012 10:27 AM Application IFIKE

YHD File

Figure 3-10 Location of the VHD file

5. Share to the network the folder where the VHD file is located to ensure that the
management server can access the VHD file.

6. Return to the management server and in the SCVMM Console, click the Library tab (at
the bottom of the left side of the window). Add the folder path to the Library tab by
right-clicking the server name and then clicking Select Path.

7. The VHD file is listed in the Library tab, as shown in Figure 3-11.

Manager - WINDOWS-NEQOGIH.ngptt.com

G0 Actions  Help
B8 Columns B Jobs B PRO Tips (0 king 2 hell @Help
Library test Libr
Resources Search * j |N-:-ne j
'=3= Brverview Mame Library ... | Type Operati,.. | Cwner Status
= 5'_5- Librarge Servers
5'_5- windows-eoidZeb. ngptt. com
E-:"E WINDOWS-NEQOGIH. ngptt. com
3 MS5CYMMLibrary
E test
. S5 WMz and Templates
o Profiles
Filters Clear
Tvpe b o
Cwner =
Added date b
o WYINDOWS-B251EMWHD hd
Descripkion:
Dwner: Unknown
Type: Wirtual Hard Disk.
BT Path: WINDOWS-HEQOEIH, ngptt, comitest\ WINDOWS-B25 1EMX, YHD
ﬁj Hosts Operating system: Linkniown
o - Added: 1/20f2012 11:24:26 AM
|[] ¥irtual Machines -
Ryl Madified: /2002012 11:24:26 AM
; Library

Figure 3-11 VHD added to the Library tab
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8. Choose the Virtual Machines tab in the left navigation window. Click New virtual
machine in the Actions window on the right, as shown in Figure 3-12.

'H virtual Machine Manager - WINDOWS-NEQOG JH.ngptt.com

Tip ing [0
9,125.90.107 Virtual Machi ) Actions

Host Groups Search Ji Jj INone ;I Yirtual Machine Manager o 2
[@] Overview I Mame -~ | Status [ 10b Status | Hast | Cwner [ cPU ave.,
=3 AllHosts ®) vmewin2003 Stopped 9,125.90,,, Unknown 0%
: O H ﬂ Convert physical server
l( windows-eai22eb # Canvert virtual machine
35 add library server
5" add host
ﬁ: Add YMware YirkualCenter
server
Q' Help
Filters Clear Host -
Status 2 Update Agent
Qumer e j‘_’ Mave to host group
1 -
Cperating system = Refresh
Added dat - =
2nERE 20 wrn-win2003 v || % remove host
Tag i 2 )
Eﬁ}) Start maintenance mode
Status: Completed Fropert Previols i.— .
— Stop mainkenance mode
Command: {Refresh ¥M Properties - ElS Host - 9.125.90.107
Svstern Job L&, Wiew networking
Started: 1/19/2012 10:45: 19 PM Status Mat Respal | Properties
Jﬂ! Hosts Duration: 000017 Virtual Server st._..  Unknown ) )
Yirtual Machine Py
Cwner MT AUTHORITYSYSTEM [E1% 4 Managed Computer - 9.125.¢
| ¥irtual Machines _ 5
j‘l ................................................... Progress: '.Q' 100 % complete Status Not Respol () start
; Library Current skep: Refresh virtual machine = :. Yirtual Machine - ¥m-win20C ) Stop
properties P
- Status Host Net R e
E Jobs
. — i Save state
‘,aj’ Administration | | _ILI Discard saved skate
4 3
Shut: dowin
|Summary | Metworking and Storage | Latest Job | %i Connect to virtual machine LI

Figure 3-12 Creating a new virtual machine
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9. The New Virtual Machine wizard starts. Choose the OS image file that you captured from

the source server, as shown in Figure 3-13.

E‘ New ¥irtual Machine

ri?@ Select Source

Srlect Source Select the source for the new virtual machine.

Wirtual Machine [dentity
& Use an existing virtual machine, template, or virtual hard disk.

Configure Hardvare I

helect ¥irtual Machine Source

Select a template, wirtual hard disk, or virtual machine az the source for the new virtual machine.

ISearch +wlin I j IT-"’DB j
M ame | Owaner | Operating Systerm | Wirtuialization PI... | Dezcription | Path |
[= Type: ¥irtual Hard Disk

Blank Disk - Large NGPTTiAdminis... Maone Microsoft Wirtua... Tobeusedas ... \IWINDOWS-M..,
EBlank Disk - Small

Mone Microsoft Wirtua,.. Tobeusedas ... \\WINDOWS-M..,

Unknown

=l Type: Virtual Machig m s Bos temm viD)

WIN-SISE Unknown Unknawn Microsoft Hyper-y
WIM-SISE Unknown IUnknawn Microsoft Hyper-y
wm-winZ003 Unknown IUnknawn Microsoft Hyper-y
wm-winZ003-1 Unknown windows Serve...  Microsoft Hyper-V
vim-windows2005 Unknown IUnkniawn Microsoft Hyper-y

WINDOWS-EQI3ZEE  NGPTT\Adminis... &4-bit edition a...  Microsoft Hyper-v

Browse... I

b stored wirtual
irtual bard disk must

Figure 3-13 New Virtual Machine wizard: Select source
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10.In the Virtual Machine Identity window, enter the virtual machine identity information, as
shown in Figure 3-14. Click Next.

B New ¥irtual Machine [ x|

§8' Virtual Machine Identity

Select Source Yirtual machine name:
Virtual Machine |dentity I""“'i"“po't"'hEl
Configure Hardware Owier:

Select Destination [NGPT T"Administratar Browse... |

Farmat: domaintuzernans
Select Haost

S elect Path Dezcription:

Select MNetwaorks
Additional Properties

Surmmary

=y

(i The virtual machine name identifies the virtual machine to Wk, The name does not have to match the computer name
of the virtual machine. However, using the same name ensures consistent displayz in System Center Operations
Manager.

Previous | RIS I Cahcel

Figure 3-14 New Virtual Machine wizard: Virtual Machine Identity

68 Migrating your x86 Servers from BladeCenter to Flex System



11.In the Configure Hardware window, configure the virtual hardware information about the
destination server according to the source physical machine, as shown in Figure 3-15.

You can configure the settings of the hardware based on the performance monitoring
analysis of the source server to provide the best performance for the new virtual machine.

Click Next.

'H' New ¥irtual Machine E3
. ©
®0' Configure Hardware

Select Source : : ; ; ;
Configure hardware for the vitual machine. You can import settings from a hardware
Wittual Machine dentity arofile or save a nev profile hased on your settings.
Configure Hardware Hardware prafile: I[New] j
Select Destination ' k. Adapter
Select Host # Hardware Profile -3 cru
A BIOS
Select Path o
o Mumber of CPUs: I'I 'I
Selact Metworks D Processor
[1) 1.20 GHz Athlon... CPU type:
Additional Froperties i Memary -
512 ME Campatibility
Summary H Floppy Drive Ta improve compatibility with different proceszaor versiohs and older guest
Mo Media Captured operating spstems, Wi By default limits the proceszor features that a wirtual
1?_ COM 1 P machinge can uze. Select any zcenarios that you want to enable,
Mone ™ Allgw migration to a virtual machine host with a different processar vergion
1-? COM 2 ™ Run an older operating system, such az Windows NT 4.0
Hane

# Bus Configuration
<;- |DE Devices

2 Devices attached

o WINDDWS-B2..
B8.37 GB. Prim...

o0 Wiral DVD drive
Mo Media Capt..,

#® Metwork Adapters

@ Metwork Adapler 1
Mot connected

# Advanced LI

.:ij The CPU type zpecifies the proceszor requirements of the virtual machine,
~ not the specific hardware. This setting iz used when calculating host ratings
and when zetting CPU resource allocations.

Previous | Mest I Cancel

Figure 3-15 New Virtual Machine wizard: Configure Hardware
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12.In the Select Destination window, select Place the virtual machine on a host, as shown
in Figure 3-16. Click Next.

B New ¥irtual Machine

r;E Select Destination

Select Source Choose whether to deploy or store the virtual machine.

Wirtual Machine |dentity i
Configure Hardware is % Place the virtual machine on a host

Copies the files aszociated with the virtual machine to the virtual machine host that you designate. 'ou can then

Select Destination start the wirttual machine immediately if desired.

Select Host More about placernett

Select Path

W " Stare the virtual machine in the library
Select MNetwaorks : i : : : :
Stores the virtwal machine in the library for later use, Before pou can start the vitual machine, pou must deploy it
or & host.

Using the Yirtual Machine banager library

Additional Properties

Surmmary

Previous | RIS I Cahcel

Figure 3-16 New Virtual Machine wizard: Select Destination
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13.In the Select Host window, select the destination server that functions as the host, as
shown in Figure 3-17. Click Next.

'H' New ¥irtual Machine ]

%EI Select Host

Select Source

Select a host for the virtual machine.
Yirtual M achine [dentit : ; : : :
Y Hosts are rated based on the virtual machine's requirements and default placement options. To change placement options for

Configure Hardware thiz wirtual machine, click Customize B atings.

Select Diestination ISearch Fhw]in I.t’-‘-.IIHDSls j
Select Host Rating ~ Host Tranzfer Type Metwark, ..
......... " 9.125.90.107
Select Path A A A A
sleEira WO I windows-20i32eb,ngptt.com . Metwark
Select Metworks
Additional Froperties
Surmmary
¢ Details ‘what do thesze ratings mean? Cusztomize R atings. .

Detail: | Rating Explanation | (i) 54N Explanation

Descripkion

Status [0]4

Operating system Micrasoft Windows Server 2008 RZ Standard ,
Virtualization software Microsoft Hyper-V

Virtualization software status |Up-to-date

Wirkual machines w-wWin2003

Previous | Mest I Caticel

Figure 3-17 New Virtual Machine wizard: Select Host
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14.In the Select Path window, enter the storage location for the virtual machine files, as
shown in Figure 3-18. Click Next.

"H' New ¥irtual Machine

%EI Select Path

Select Source Select storage locations on the host for the virtual machine files

Wirtual Machine [dertity

Selected host:  9.125.90.107
Configure Hardware ’ sl

Select Destination Wirtual maching path:

Select Host j Browse... |
Select Path ™ &dd this path to the list of default vitual machine paths on the host
Select Metworks

Additional Froperties

Surmmary

Previous | Mest I Cancel

Figure 3-18 New Virtual Machine wizard: Select Path
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15.In the Select Networks window, configure the network for the virtual machine as shown in
Figure 3-19. Click Next.

B New Virtual Machine E3
I@I
®A' Select Networks
Select Source : : : : :
Specify which vitual networks to use for the vidual machine.

Wirtual Machine 1dentity

Corfigure Hardware ' Selected host: 9.125.80.107

Select Destination | Physical Network & | Location | Network Tag | Virual Network

S elect Host Metwark Adapter 1 Lo 1-L X
Select Path

Select Metworks
Additional Properties

Surnmary

Restore Defaults |

(D The "irtual Metwaork field containg witual networks that are configured for each phyzical netvork. adapter on the host,

Previous | Mext I Cancel

Figure 3-19 New Virtual Machine wizard: Select Networks
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16.In the Additional Properties window, confirm any additional properties, as shown in

Figure 3-20. Click Next.

B New ¥irtual Machine

%EI Additional Properties

Select Source Autornatic start action

YWirtual M achine [dentiy Action wihen physical zerver starts:

Configure Hardware Mever automatically turn on the virtual machine j
Select Destination Delay start [Sec): IEI 3:

Select Host Action when physical server stops:

Select Path Save State j

Select Metworks Operating system

Additional Properties Specify the operating spstem you will install in the wvirtual machine:

Ed-bit er ndard

Surmmary

Previous | Mext I

Cancel

Figure 3-20 New Virtual Machine wizard: Additional Properties
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17.In the Summary window, review the summary information, as shown in Figure 3-21. Click
Create.

‘B! New ¥irtual Machine E3

Select Source

Feview the vitual machine settings.
Wirtual M achine [dertity

Surnmarny:
Configure Hardware Property | Walue
Celect Destination Yirtual machine vm-impark-vhd
Qwner MNGPTTYAdminiskratar
Select Host Destination host 9.125.90.107
Select Path Path Dishareldiskzvhdivm-import-vhd
Selact Metwarks Operating Sysken 64-bit edition of YWindows Server 2003 B2 Standard

Additional Froperties

Surimary

[ Start the virtual machine after deplaying it on the host E\Iiew Script |

".‘_i_‘." To create the vitual machine, click Create. vou can track progress of thiz job by viewing the Jobs page.

Previous | Create I Canecel

Figure 3-21 New Virtual Machine wizard: Summary

After a short period, a virtual machine is created on the target host. The virtual machine has
the same configuration and disk layout as the physical source machine.

3.1.3 Disconnected Virtual-to-Virtual

Any V2V migration must start with an evaluation of the computing resource requirements of
each original virtual machine (VM). This evaluation ensures that those resources are
available on the destination server. This type of resource contains the processor capability,
and the memory and storage capacity. If the required resources are not available, the VM
must not be deployed on the destination server unless other workloads can be redistributed
to free the necessary resources.
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Furthermore, the hypervisor must be installed on the destination server. There are several
options for hypervisors that are offered by different vendors:

» VMware vSphere (formerly ESXi)
» Microsoft Hyper-V

» KVM

» Xen

» Qemu

You must use the same hypervisor for the source and destination servers to reduce the risk of
complications. By using the same hypervisor, you also save costs (particularly VM
management costs) when making the transition from one hypervisor to another. This extra
cost can be incurred because of the effort to convert VM images between incompatible virtual
disk formats of different vendors. Those vendors that support the Open Virtual Machine
Format do so only for virtual appliances. Hypervisors handle proprietary formats, such as
VHD for Microsoft, VMDK for VMware, or gcow and qcow2 for QEMU, KVM, and Xen.

The following example process uses VMware vSphere to migrate a VM image to another
machine:

1. Install VMware vSphere/ESX/ESXi on the destination server. For ESXi or vSphere, use
the Lenovo customized image that contains the necessary drivers. To download an image
and order a supported USB memory key, see this website:

http://ibm.com/systems/x/os/vmware/esxi/index.htm]

The no charge ServerGuide Scripting Toolkit can be a valuable tool to help you prepare for
the installation of VMware. Alternatively, aUSB Memory Key with embedded VMware can
be purchased and requires no installation.

For more information and to download the ServerGuide Scripting Toolkit, see this website:
http://ibm.com/support/entry/portal/docdisplay?Indocid=SERV-TOOLKIT

2. Install vCenter Server (as shown in Figure 3-22 on page 77), which centralizes virtual
machine management (although in this example scenario, it is not required). Additionally,
you can install the vSphere client.

For more information about and to download the VMware vCenter and the VMware
vSphere Client, see this website:

http://www.vmware.com/products
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Mware vCenter Installer

vmware

VMware vCenter

Server 4.1

YMware Product Installers Explore media
v enter Server
yCenter Guided Consolidation
wSphere Client
yCenter Update Manager
wenter Converter
Utility
Agent Pre-upgrade Check Exit

Figure 3-22 VMware vCenter Installer

3. After the vSphere client software is installed, start the vSphere client. Enter the IP address
and credentials of vCenter for the source machine in the login window, as shown in
Figure 3-23. Click Login.

[ viware vsphere Client
vmware

VMware vSphere”

Client

To directly manage a single host, enter the IF address or host name.,
To manage mulkiple hosts, enter the IP address or name of 2
wiZenter Server,

1P address | Marme: Ig, 115,232 164 Li
User name: ir':":'t
Passward; !********

™ Use Windows session credentials

Login l Close Help

Figure 3-23 VMware vSphere login window
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The main vCenter console opens, as shown in Figure 3-24.

File Edit View Inventory Administration Plug-ins Help

B £ iE} Home b gf Inventory b [E] Hosts and Clusters

| ?:!!v Search Inventory

& & g8
= Ei WINDOWS-B251EMX
[ |5 Datacenterl
=
Gh p2v-redhat
G0 susel0x32
(51 suselisplxpsd_done
= @ 9.125.90.92
(3 redhatéxtd
3 suselispixGd

What is a Host?

A host is a computer that uses virtualization software, such
as ESX or ESXI, to run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

Basic Tasks
5 Deploy from VA Marketplace

& Create a new virtual machine

9.125.90.17 VMware ESX, 4.1.0, 399509 | Evaluation (60 days remaining)

Getting Started N IE AT oI | Machines | ResourceAllacation | Perfarmance

C-f-nﬁgurat'\dh Tasks & Events " Alarms | Permissions Maﬁs Storal

close tab [X]

Virtual Machines

Cluster

Host

Datacenter
i 1
vCenter Server

vSphere Client

<

Recent Tasks Hame, Target or Status contains: - | Clel
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti.. — | Start
@ Import physical machine B o.1259017 (® InProgress Administrator EE) WINDOWS-B2.. 2011f12{17 7:16:14 2011
@ Create virtual machine B Datacenterl @ Completed

Administrator @ WINDOWS-B2... 2011/12/17 7:16:08 2011

1

i@ Tasks @Alarms ‘

|Evaluation Mode: 54 days remaining |Admmistr

Figure 3-24 vCenter console

4. If you are using vCenter for the first time, right-click Hosts & Clusters and click Add
Datacenter. Name the data center (in this example, datacenter 1).

5. Right-click datacenter 1 and click Add Host. The Add Host Wizard opens.
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6. As shown in Figure 3-25, in Connection Settings, enter the fully qualified Host name of the
VMware source Server and the Username and Password for the host. Click Next.

@ Add Host Wizard EE

Specify Connection Settings
Type in the information used to connect to this host.

Connection Settings

— Connection
Host Summary
Virtual Machine Location Enter the name or IP address of the host to add to vCenter.
Ready to Complete
Host: ||
— Autherization

account for its operations.

Enter the administrative account information for the host. wSphere Client wil
use this information to connect to the host and establish a permanent

Username: I

Passwaord: I

Help |

< Back | Mext > I Cancel |

Figure 3-25 Add Host Wizard: Connection Settings
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7. vCenter discovers VMs that are running on the host and displays the details of each host
server, as shown in Figure 3-26. Click Next to enter the license key. Click Next again.

&) Add Host Wi;;rd

Host Information
Review the product information for the specified host.

Connection Settings You have chosen to add the following host to wCenter:
Host Summary
Assign License Name: 9.11%.47.74
Virtual Machine Location Vendor: a
) Maodel: IBM System x -[7870]-
Ready to Complete Version: VMware ESX 4,10 build-502767

Virtual Machines:

[fiRedHat 5.5 — He Lei

(redhat74

Fhubuntu74

@winlOUErZ—std-iS&E-ip 104-wCenter2,5
{(Fwin2008R 2x64-
@winZOUBR?_xﬁq-ipmleenterServerE.U
@win?_UUSR?_xﬁq—ip 102-vCenterServerd, 1
@winZUUSRZ!(Eq—ip103—uCenterServer4.0

Help | < Back | MNext = I Cancel |

Figure 3-26 Add Host Wizard: Host summary
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8. Select the data center to which to add the host, as shown in Figure 3-27. Click Next to
review the summary. Then, click Finish.

@ Add Host Wizard EII.!

Virtual Machine Location
Select a location in the wCenter Server inventory for the host's virtual machines,

Connection Settings

Host Summary

Assign License

Virtual Machine Location
Ready to Completes

Select a location for this host's virtual machines.
i) | Datacenterl

Help | < Back | Mext = I Cancel |

74

Figure 3-27 Add Host Wizard: Virtual machine location

9. The server and VMs are shown on the left side of the window. Click Next to complete the
Add Host wizard.
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10.In the vCenter Console, select the virtual machine for which you want to capture the image
and click File — Export — Export OVF Template, as shown in Figure 3-28.

File | Edit View Inventory Administration Plug-ins Help
i d v b @ Hosts and Clusters | @_‘:‘l Search Inventory | Q |
Deploy OVF Template... P
| Export v Export OVF Template...
Report k Export Events...
Browse VA Marketplace... Export List... source Allocation™ | Performance: [ Tasks & Events
Export Maps...
Print Maps b P B
Export System Logs...
Exit
P A virtual machine is a software computer that, like a
= @ 91259057 physical computer, runs an operating system and
% redhaténgd applications. An operating system installed on a virtual
susel 15pxbd machine is called a guest operating system.
@ , S . i
Because every virtual machine is an isolated computing Cluster
environment, you can use virtual machines as desktop or
workstation environments, as testing environments, or o
consolidate server applications.
In vCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines.
(N
Basic Tasks ahars Chant
vSphere Client
[» Power on the virtual machine B
5 Edit virtual machine settings
) | Learn mnrﬂ
< | ]
Recent Tasks Hame, Target or Status contains: = | Clear X
Name | Target | Status | Details | Initiated by | %
:E_"| Rename virtual machine &1 w2003-base-o.. @ Completed Administrator |
¥ cClonevirtual machine 1 windows2003 & Compleed Administrator |
< | 1 | b
|@ Tazks ﬁ‘ alarms | |Evaluation Mode: 47 days remaining |Administrator A

Figure 3-28 Export OVF Template
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11. The Export OVF Template dialog opens. Enter the Name, Directory, and Format for the
OVF template package and click OK, as shown in Figure 3-29.

{4 Export OVF Template

Hame:

Directory: |CZ WUser s ITEM_ADMIN‘Desktophtest

Format:

[Folder of files (OVF) =1

Dezeription

W Include image files attached to floppy and CD/IVD devicesz in the OVF package

I
Help 0K | Cancel f
4
Figure 3-29 Export OVF Template

12.The time that it takes to complete the export process depends on the image size. After the

process completes, the OVF package is shown in the directory that is selected for the
export location, as shown in Figure 3-30.

‘i ¥m-exporkt [_ O] =]
e e ~
(€ 180 S B - -5 Dr I Deskiopiestiindows2003 | )
File Edit “iew Tools Help
Organize * 1= Views v | Open €3 Bun (7]
Mame |v| Drake modified |v| Type |v| Size |v| Tags |
| winZ2003-disk1 wmdk 3fzzfz012 11:23.., WMDK File 1,085,651 KB
L win2003, ovf 3f22/2012 11:23.., OWF File 6 KB
L winZ2003, mf 3fzzfz012 11:23..,  MF File 1 KB
| | »]
1 item selecked 1.03 GB |l¥ Zompuker o
Figure 3-30 Export process complete

13.Ensure that the OVF packages can be accessed by the vSphere Client that is referenced
in the next step.

14.Restart the vSphere Client so that vCenter connects to and manages the destination

compute node in the Flex System chassis. Add the compute node into the data center as
shown in the process in step 1 on page 76 - step 9 on page 81.
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Disconnected: The source server and destination server are not connected in this
migration scenario. There are two installations of vCenter on different management
servers. One installation is connected to the source server and the other is connected
to the destination server.

The next step to perform on the target (Flex System) that was added to data center is to
deploy a virtual OS image to the Flex System chassis.

15.Use the vCenter Console and click File — Deploy OVF Template, as shown in
Figure 3-31.

File | Edit View Inventory Administration Plug-ins Help

MNew 3

y b Eﬂ Hosts and Clusters | |£’ﬂ-i Search Inventory |Q’ !
| Deploy OVF Template... i -
Export 3
Report v

Browse VA Marketplace...

What is a Host? £
Print Maps r =i
. A host is a computer that uses virtualization software, such
Eat as ESX or ESXI, to run virtual machines. Hosts provide the
@Eﬂ w!uinsed;wmﬂmmp: T CPU and memory resources that viriual machines use and
give virtual machines access fo storage and network
125.90.97 i
= %125 iy connectivity. e
redhatbxgd Cluster

Cf susellsplxgd

Figure 3-31 Deploy OVF Template
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16.A wizard starts, as shown in Figure 3-32. Enter the path of OS images, define the virtual
machine names and locations, and choose the disk format. Click Next.

ilDerloy Oupgmetc] A‘
Source

Select the source location.

Source

OVF Template Details
Name and Location
Disk Format

Ready to Complete
Deploy from a file or URL

| s\IBM_ADMIN\Desktop\testwindows 2003 windows2003. o\rfﬂ Browse...

Enter a URL to download and install the OVF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, or a CD/DVD drive.

Help | < Back | MNext = I Cancel |

Figure 3-32 Deploy OVF Template
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17.You see the summary of the information that you entered, as shown in Figure 3-33. Click
Finish to start the deployment process.

(& Deploy OVF Template

Ready to Complete
Are these the options you want to use?

Source When you dlick Finish, the deployment task will be started.
OVF Template Details | S —
Name and Location Deployment settings:
Disk Farmat OWF file: Ci\Users\IBM_ADMIN'Desktop\test windows 2003 \windows 2003, ovf
[ Download size: 1.0GB
Ready to Complete Size on disk: 2.2GB

Mame: windows 2003-import

Folder: Datacenter1

Host/Cluster: 9,125,90.87

Datastore: datastorel

Disk Format: Thin Provisioning

Estimated disk usage: 2.2 GEB
Metwork Mapping: "M Network™ to VM Network”

Help | < Back | Finish I Cancel |

Figure 3-33 Deploy OVF Template: Summary
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The deployment process takes minutes or hours, depending on the image size. After the
deployment process is finished, an additional virtual machine is created and is displayed

beneath the destination server, as shown in Figure 3-34.

File Edit View Inventory Administration Plug-ins Help

G & |Eﬁ Home b gf] Inventory P [E Hostsand Clusters

| | Search Inventory

EY

BNy BB GR 2R

= Ei WINDOWS-B2S1EMX
Bl [fy Datacenter!
= [ 9.125.90.163
Gh p2v-redhat
G p2v-win2008
0 susel0x32
[ susellsplxpéd_clone
1 windows2003
B [F 9.125.90.97
(s redhattxsd
{3 susellsplxGa
(3 [windows2003-import |

Getting Started

windows2003-import

Summary | Resource Allocation:.| Performance | Tasks &Events:| Alarms |

o
(&) windows2003-import on 9.125.90.97

File WView WM

nip &6 &G B @

A

Recent Tasks

Name Tar |
%" Power Onvirtual machine Gh
¥ Tnitialize powering On =
P oy =
2l 1

)

] % 11:154M

Tk @ Marns |4w Wstart] | (3 &

Figure 3-34 Deployed

The V2V process is now complete.

Use the System Center Virtual Machine Manager management tool when migrating a virtual
machine on the Hyper-V hypervisor.

If you need to implement a V2V migration across hypervisors from different vendors, the
format of the virtual disks is the key issue to consider. Ensure that the disk format of the

virtual machine is supported by the source and target hypervisors. For example, the raw disk
format is supported by hypervisors from nearly all the vendors. If the format is not supported,

some transfer tools of the vendors are available, such as VMware vCenter Converter. For

more information, see the website of the hypervisor vendor.
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3.2 Source servers and Flex System are connected

In this section, the following scenarios are reviewed in which the source and target systems
are connected:

» Connected Physical-to-Physical
» Connected Physical-to-Virtual
» Connected Virtual-to-Virtual

3.2.1 Connected Physical-to-Physical

Similar to Disconnected P2P as described in 3.1.1, “Disconnected Physical-to-Physical” on
page 56, in addition to Norton Ghost, you can use the following end-to-end solutions:

» |IBM Tivoli® Provisioning Manager:
https://ibm.com/software/tivoli/products/prov-mgr/

» Novell PlateSpin Migrate:
http://www.novell.com/products/migrate/

» Vision Solutions Double-Take Move
http://www.visionsolutions.com/Products/DT-Move.aspx

It is possible to plan a migration with Double-Take Move which involves near zero
downtime.

3.2.2 Connected Physical-to-Virtual

88

As in the Disconnected P2V scenario described in 3.1.2, “Disconnected Physical-to-Virtual”
on page 56, you need to understand the source system usage over the entire activity period.
Understanding this usage helps you determine the amount of processing power and memory
to assign to a virtual machine.

The task here is to choose the tools to implement the P2V function. The P2V migration
functions in VMware vCenter or Microsoft System Center Virtual Machine Manager work fine
for converting physical machines to virtual machines. In addition, some third-party companies
have their own P2V conversion tools that are faster and have more features.

One important consideration for P2V conversion tools is determining the hypervisor that you
want to use as the target. Some factors, such as resources, budget, time, and risks are key to
the decision-making process.

With both the source and target interconnected (for example, in a LAN environment), some
end-to-end solutions are available to capture the physical machine image into a virtual
machine image and place it on the new target host, such as Vision Solutions Double-Take
Move. For information about this tool, go to the following website:

http://www.visionsolutions.com/Products/DT-Move.aspx
The following scenarios illustrate the more general process of implementing a P2V migration
from the source server to the Flex System solution:

» VMware vSphere scenario
» Microsoft Hyper-V scenario
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VMware vSphere scenario

Some of the main components of a VMware vSphere environment, which includes vCenter
server, vSphere Client, and any VMware hypervisors, must be deployed to complete the
entire migration process. The Disconnected V2V scenario that is shown in 3.1.2,
“Disconnected Physical-to-Virtual” on page 56 describes how to acquire, install, and
configure the environment.

When all source servers are properly managed by vCenter Server, follow these steps:

1. Install the VMware OS on the needed compute nodes in the Flex System chassis.

The Flex System is managed by at least one vCenter server and the vCenter server
installs the vCenter Converter plug-in.

2. After the new vCenter server is in place, use the vSphere Client to connect to the vCenter
server.

3. Add the VMware hosts in the chassis to the new data center. (For more information, see
3.1.3, “Disconnected Virtual-to-Virtual” on page 75.)
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4. Right-click the target server to which you want to migrate and click Import Machine, as
shown in Figure 3-35. The Import Machine wizard starts.

File Edit View Inventory Administration

Plug-ins Help

E |Eﬁ Home b gf] Inventory | [El Hosts and Clusters

&g & 8

Bl [i) WINDOWS-B251EMX
B [B5 Datacenterl

9.125.90.163 VMware ESX, 4.1.0, 399509 | Evaluation (53 days remaining)

Gettinn Stade

o [J [5:125.80.163"

SRy

Alarm
Host Profile

Shut Down
Enter Standby Mode
Reboot

Power On

Report Summary...
Report Perfarmance...

Open in New Window... Cirl+Alk+N

Remove

| Symmary | Virtual Machines | Resource Allocation | Performance | Configuration | Tasks &~

& p2v-redn G New Virtual Machine... Ctrl+N -

(3 p2v-win2 New Resource Pool... Ctrl+0O

G susel0xy 3% MNew vApp.. Ctrl+A

h susellsp ; tualization software, such
= @ 9.125.90.208 Disconnect hines. Hosts provide the

(T3 redhat6x [ Enter Maintenance Mode virtual machines use and

susellsg
o Rescan for Datastores... rage-and neiwork
Cluster
Add Permission... Cirl+P l

ce

line

Import Machine...

4 T

. .
o =
vCenter Server

v5phere Client

Explore Further

=| Learn more about ho
=| Learn how to create’

=| Enhance your datace
Learn about WiMware viMotit

\ |
| L3

E Tasks Q‘Alarms |

!Evaluation Mode: 47 days remaining |Administrator @

Figure 3-35 Import Machine
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5. In the Source System window (see Figure 3-36), choose the Source type as Powered-on
machine. Enter the IP address or name, User name, Password, and the OS Family of the
source physical OS.

¥ Import Machine [P e S

Source System

Select the zource system you want to conwert

Source System Source: none DNestination: '51 9. 125 9017
Destination Location

Options

Summary Select source type! |FPowered-on machine -

Convert any powered—on physical or wirtual machinme.

Specify the powered-on machine

IF address or mame: 9 125 90.72 -
User mame: root

Fassword: S99 002090000048

05 Family: | Lizoux - |

View source details. ..

| Help Export diagnoztic logs. .. < Back Hext > | Cancel |

Figure 3-36 Import Machine wizard

Tip: This wizard also can implement the V2V connected migration, as shown in
Figure 3-37.

JRT=TEY

Source System

Select the source system you want to convert

Source System Source: none Destination: '@ 9.125.90.137
Destination Location

Options

Summary Select source type: IPowered-on machine LI

Powered-on machine

VMware Infrastructure virtual machine

WMware Workstation or other VMware virtual machine
’rSpeciﬁ-I the powere Backup image or third-party virtual machine

IP address or name:

Figure 3-37 Source type options

Chapter 3. Migrating operating system images 91



6. Confirm the destination location, as shown in Figure 3-38.

¥ Import Machine - o -

Destination Location

Select the location for the new wirtual machine

Source System Source: @ 9.125.90.72 Destination: 'El 9.125.900 17
Destination Location
Uptionz Inventory for: 9,125 90,225
Sunm ary @ Datacenters ¥irtual machine name
F L‘_ﬂ Datacenterl p2rredimat
Fl E 9.125.90.17
G susel(x32 Total source disks size: 33.53 GB

() susellsplxp64 _clane Datastors

4 [[ 9.125.90.92

@ susellsplxG4 Capacity! 231.5 Gh
Free: 207.52 GB
Type: WNFZ

¥irtual machine wer=ion

Yersion T

| Help Export diagmostic logs. .. { Back l | Hext > Cancel |

Figure 3-38 Import Machine wizard: Destination Location
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7. Edit the options for the virtual machine, such as CPU, memory, or the disk settings in the
Import Machine window, as shown in Figure 3-39. Use the same settings on the physical
OS of the source server if the target server has the capacity.

¥ Import Machine - o -

Options

Set up the parameters for the conversion task

Source System

Options
Summary

| Help Export diagmostic logs. .. { Back l [ Hext > ] Cancel |

Destination Location

Seurce: [EJ) 8 125 90,72 Destination: W5l pZvredhat on 9. 125 9017

Click on an option below to edit it.

Current settings: -
w Destination attributes Edit
MName: p2v-redhat
Folder: Datacenterl

w Data to copy Edit
Copy type: Volume-based
=f=:19.53 GB
<swap=: 1.95 GB

w Devices Edit

Processors: 2

m

Disk controller: Preserve source
Memaory: 1024 MB

- Networks Edit
NIC1: VM Network
NIC2: VM Network

w Advanced options Edit
Synchronization: N/A
Power on destination: No

Power off source: No

Install VMware Tools: N/A
Customize Guest OS: NJA
Reconfigure: Yes x

Figure 3-39 Import Machine wizard: Options

Figure 3-40 shows the dialog that opens when you click Edit next to Data to copy, for
example.

Data copy type:

Configuration (VMX) file location: datastorel (1) (110.45 GE)

Select the sowrce wolumes to copy to the destination machine. Resize destination disks to add or sawe space.
Select a system and an actiwe wolume, or a systemfactiwe wolume to run the destination machine.

Select wolumes o copy » | Advanced. ..

Source volumes
= C

= E

= F

Destination size Destination disk Total Destination datastore
[Maintain size (19.53 GBI |

[Maintain size (18.53 GE) ~ | VirtualDisk1 74.... datastorel (1) (110.45 GB)
[Maintein size (35.47 GE) -

Figure 3-40 Changing the options for Data to copy
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8. Click Next to confirm the setting (see Figure 3-41). Click Finish.

® Import Machine

Summary

Eewiew the converzion parameters

Senrce System

Options
Summary

Source: EJ| 9.125.90.72

Destination Location

Source sysztem information
Source type:
Hame/TF addre==:
Conmected as:
05 family:
Fo throttling information

Destination:

Fowered-on machine
9.125.90.72

root

Linme

Destination system information

¥irtual machine name:
Host/Server:
Conmected as:

WM folder:

Host system:
Resource pool:

Fower on after comversion:
Fumber of CEUs:
Fhysical memory:
Hetworlk:

KIC1

¥Icz
Storage:

Fumber of disks:
Create disk 0 as:

Configuration files datastore:

Helper YM networl:

Destination customization
Feconfigure wirtual machine:

Help | Export diagnostic logs. ..

pev-redhat

Q125 90. 228
Administrator

Hone

9.125. 9017

Default

Ha

2

1024 ME

Freserve NIC count
Conmected

VM Hetwork
Conmected

VM Hetwork
Volume=bazed cloning
1

Monolithice flat disk
dataztorel (1)
Automatic

Tes

] pevredhat on 9.125. 9017

4 Baek

| [ Finish

m

Cancel

Figure 3-41 Import Machine wizard: Summary
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Another task is added to the list in the Recent Tasks window at the bottom of the vSphere
client interface, as shown in Figure 3-42. The task processing can take minutes or hours,
depending on the disk size. After the task is finished, another virtual machine opens and is

associated with the chosen host.

File Edit View Inventory Administration Plug-ins Help

E IQ Home b gf Inventory b [F] Hostsand Clusters

= =
| &8 = Search Inventory |Q

& & B

El [& WINDOWS-B2S1EMX
Bl [y Datacenter1

==}
@ p2v-redhat
[ susel0x32
{1 susellsplxpb4_clone

= @ 91255092
s redhatéx6q
[ susellsplxGd

Recent Tasks

9.125.90.17 VMware ESX, 4.1.0, 399509 | Evaluation (60 days remaining)

What is a Host?

A host is a computer that uses virlualization sofiware, such
as ESX or ESX, to run virtual machines. Hosts provide the
CPU and memory resources that virfiual machines use and
give virtual machines access to storage and network
connectivity.

Basic Tasks
5! Deploy from VA Marketplace

E‘.‘I‘ Create a new virtual machine

Snhere Client
Fame, Target or Status contains: + I Clear X

close tab [X]

Host =

B

Name

| Target | Status | Details

[4

| Initiated by | vCenter Server | Requested Start Ti... = | Start Time

#Y Power Onvirtual machine p2u-redhat @ Completed comvmware... (E WINDOWS-B2.. 2011/1217 7:16:23 2011/12/17 7
¥4 Reconfigure virtual machine p2v-redhat <] Completed comymware... [ WINDOWS-BZ.. 2011/12/17 7:16:22 2011/12/17 7
%9 Importphysical machine 9.125.90.17 1% ) Administrator WINDOWS-B2... 2011/12f17 7:16:14 20 L1f12ﬂ71
@ Create virtual machine B Datacenterl & Completed Administrator i] WINDOWS-B2... 2011f12f17 7:16:08 2011/12{17 7

4

m

] 3

| 7] Tasks @ Marnz |

[Evaluation Mode: 54 days remaining |Adninistrater

Figure 3-42 Import Machine task in progress

Microsoft Hyper-V scenario

Before you start this migration process, the following requirements and restrictions must be
reviewed.

The source computer must meet the following requirements:

» No volumes larger than 2040 GB

» Must be accessible by VMM and the host computer
» Cannot be in a DMZ

A DMZ (screened subnet) is a collection of devices and subnets that are placed between
an intranet and the Internet to help protect the intranet from unauthorized Internet users.
The source computer for a P2V conversion can be in any other network topology in which
the SCVMM management server can connect to the source machine to temporarily install
an agent. The management server also must be able to make Windows Management
Instrumentation (WMI) calls to the source computer.

For a list of supported physical machine operating systems for P2V conversions in VMM 2008
and VMM 2008 R2, see this website:

http://technet.microsoft.com/en-us/1library/cc764232.aspx
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P2V has the following restrictions for VMM:

» VMM does not support P2V on source computers that are running Windows NT Server
4.0. However, you can use the Microsoft Virtual Server 2005 Migration Toolkit (VSMT) or
third-party solutions for converting computers that are running Windows NT Server 4.0.

» VMM 2008 R2 does not support converting a physical computer that is running Windows
Server 2003 SP1 to a virtual machine that is managed by Hyper-V.

Hyper-V does not support Integration Components on computers that are running
Windows Server 2003 SP1. As a result, there is no mouse control when you use Remote
Desktop Protocol (RDP) to connect to the virtual machine. To avoid this issue, update the
OS to Windows Server 2003 SP2 before converting the physical computer. You also can
convert the computer by using VMM 2008 and then deploy the virtual machine in VMM
2008 R2.

The following requirements for the destination host server must be met:

» The destination host must be in the domain of the management server and must not be in
a DMZ.

» As in any virtual machine creation or migration, the destination host for a P2V conversion
must have sufficient memory for the virtual machine. The host also must have memory
that is reserved for the host OS. By default, the amount of memory that is reserved for the
host OS is 256 MB in VMM 2008 or 512 MB in VMM 2008 R2. If the host does not have
enough memory for the virtual machine in addition to the memory reserved for the host,
the user receives a placement error in the Convert Physical Server Wizard.

During a P2V conversion, the destination host can be running Windows Server 2008 with
Hyper-V, Windows Server 2008 R2 with Hyper-V, or Virtual Server R2 SP1 (or later).

It is assumed that you prepared all of the hardware and software for the source and
destination server. It is also assumed that the servers were added to the pool of System
Center Virtual Machine Manager. (See 3.1.2, “Disconnected Physical-to-Virtual” on page 56.)
Follow these steps to implement a P2V conversion with Hyper-V:

1. From the SCVMM console, click Convert physical server to start the P2V process, as
shown in Figure 3-43.

"B ¥irtual Machine Manager - WINDOWS-NEQOGIH.ngptt.com

Actions  Help

B Columns B Jobs G!F'F!_l:l Tips (0) .. Metworking 27 Pov

| ® Help

Virtual Machines 0,125.90.62 irtual Machines (2) Actions
Host Groups Search ),j INDne ;I virtual Machine Manager  a
[@] Overview [ Mame = | status | Job Skatus | Hast [ Owner [ cPu Average = ew virbual machine

= 3 Al Hosts (@) wnesuse Stopped 9.125.90.62 Unknown 0%
- Py nyvert physical server
iﬂ 1253082 o ym-windowsZ...  Running 9,125,90.62 Unknawn 0%

¥ Conwvert virtual machine
T Add library server
f] Add host

5 Add WMware WirtualCenter
server

-.:_é.' Help

Host -

Filters Clear Update Agent

Figure 3-43 Starting the P2V process in SCVMM
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7

information for the physical computer, as shown in Figure 3-44. Click Next.

Convert Physical Server (P2¥) Wizard

r%E‘ Select Source

Select Source

Wirtual Machine 1dentity
Syztem Information
Walumne Configuration
Wi Configuration
Select Host

Select Path

Select Networks
Additional Properties
Coreversion Information

Surnmary

Tip: The source physical server is connected to the destination server. The management
server must be able to capture the source OS image and deploy this image to a virtual
machine in one step.

2. The P2V wizard starts. Enter the IP address or host name and the Administrative account

Select the physical computer that you want to convert 1o a virtual machine.

Computer name or IF address:
|9.125.90.69

Administrative account

Browss. . |

Specify the administrative account to use to connect to the physical cormputer.

Llzer name:

|.&dministralor

FPazzword:

Damain ar computer nane:
[2.125.90.62

vy & % % % & &
1) If the source maching is not in & domain, specify the source machine name or [P address.

Bequirements for 3 P2 conversion

Hext I

Cancel

Figure 3-44 SCVMM P2V wizard: Select Source

3. Enter suitable values in the Virtual Machine identity page. Click Next.

4. Click Scan System (as shown in Figure 3-45 on page 98) to scan the source physical
computer and install the VMM agent on the source physical computer. (The VMM agent is
installed automatically on the source server if the source server is in the same domain as

the management server.)
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5. The characteristics of the source system are displayed in the System Information window
of the wizard, as shown in Figure 3-45. Click Next.

B convert Physical Server (P2¥) Wizard

_'%E! System Information

Select Source To gather system information Wit termporarily installs a Wik agent on the source

Vittual Machine Identity machine. Click Scan System to install the agent and begin gathering system information.

Yolume Configuration More about phyzsical-to-wirtual converzsions Scan System

Wk Configuration

Syztenn Infarmation

y Ifthe source maching has encropted volumes, an offine F2Y conversion might render the system
Select Host —  unbootable. YWe highly recommend that pow not corwert a source machine that has encrypted

wolumes.
Select Path
Select Metworks

Additional Froperties

Conwersion Information System Information

Operating System
05 Yersion: Microsoft Windows Server 2008 B2 Standard |, Service Pack 1
Proceszar
Count: 2
Hard Diives
Wolume C BR3E GB
Metwark Adapters
Local Area Connection [Broadcom BCMB70ES Met<treme [l GigE [(NDIS WEBD Clent])
Local Area Connection 2 [Broadcom BCMB708S Met<treme |l Gige [MDIS WBD Client]]

Surimary

Previous Mest Cancel

Figure 3-45 SCVMM P2V wizard: System Information
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6. In the Volume Configuration window, select the volumes that are captured on the source
machine, as shown in Figure 3-46. Click Next.

B Convert Physical Server (P2¥) Wizard

=g

B0 Volume Configuration

Select Source Select the volumes on the source maching to duplicate on the virtual machine.

irtual Machine |dentit
ruaMaching foenity Whib will create a virtual hard disk [.vhd file] for each volume. Specify the size, the disk type, and the channel ta which to

System Information attach the .vhd.
s | “olume = | Data Size | YHD Size [ME] | wHD Type | Channel |
olume Lonfnguration
= F oo 27,632.18MB  [70004 = |oynamic =] [Primary channel (1) =l
Whi Configuration
Select Host
Select Path

Select Networks
Additional Properties
Corvergion Information

Surnmary

1 #) Convergion Optionhs Maore about conversion optiohs

Prervious | Mext I Cancel

Figure 3-46 SCVMM P2V wizard: Volume Configuration

Chapter 3. Migrating operating system images 99



7. Define the processors, memory, disk, network, and any additional custom properties for
the destination virtual machine, as shown in Figure 3-47, Figure 3-48, Figure 3-49, and
Figure 3-50 on page 101.

'H' Convert Physical Server (P2Y) Wizard E3
- . . . . ©
®0' Virtual Machine Configuration

Select Source Specify the processors and memony for the new machine.
Wirtual M achine [dertity
Mumber of processars: |2 "I
Syzter Information
Walume Configuration cener I'IIJ24| :’ IMB j
Wk Configuration
Select Host
Figure 3-47 SCVMM P2V wizard: VM Configuration
'® Convert Physical Server {(P2¥) Wizard
(7]

.I_Fiﬁ Select Path

Select Source Selsct storage locations on the host for the virtual machine files

Wirtwal Machine 1dentity

. ' Selected host  9.125.90.62
Syztem Information

Volume Configuration Yirtual machine path:

Wi Configuration C:"FrogramD ataMi i ey j Browsze... |

Select Host ™ addthis path to the list of default vitual machine paths on the host

Select Path

Figure 3-48 SCVMM P2V wizard: Select storage location

'H" Convert Physical Server (P2Y) Wizard E3
I@I
=51 -
®A' Select Networks
Select Source _ _ _ _ _
Specify which vitual networks to use for the vitual machine.
Wirtual Machine 1dentity
System Information ' Selected host: 9.125.80.62
Wolume Configuration Physical Metwark A | Location | Metwark Tag | Wirtual MNetwork, |
M Canfiguration Metwark Adapter 1 IN-::L' connected j
Metwork Adapter 2 Mok connected -
Select Haost F I J
Select Path
Select MNetwaorks

Figure 3-49 SCVMM P2V wizard: Select virtual networks
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B Convert Physical Server (P2¥) Wizard E3

Iﬁl
Additional Properties
Select Source Automatic start action
YWirtual M achine [dentity Action when physical server starts:
Svstem Infarmation INever automatically turn on the virtual machine j

Walume Confiquration Delay start [Seck ID 3:

W Canfiguration Action when phyzsical server stops;

Select Host

Select Path
Select Metworks

Additional Froperties

Figure 3-50 SCVMM P2V wizard: Additional Properties
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8. After the configuration is complete, review the Summary page, as shown in Figure 3-51.
Click Create.

B convert Physical Server (P2¥) Wizard

;E Summary

Select Source Before you convert the physical server to a virtual machine, revisw the settings that you

Virtual Maching |dentity chose.

Syztem Information Summary:
. . P h W al
Wolume Configuration repery | gue
Source WINDOWS-EOISZEE. ngptk, comm
WM Configuration Yirtual machine WINDOWS-ECI32ER
Select Host Onner MEPTThadministrator
Select Path Destination host windows-eni32eb, ngptt. com
Path CiiProgramDataiMicrosofti\WindowsHyper-YiwINDOWS-EOIZZER

Select Mebworks
Additional Properties
Carvversion Information

Summary

[ Start the vitual machine after deplaying it on the host E‘Jiew Script |

rl'_) To convert the phyzical server into a virtual machine, click Create. v'ou can hack progress of this job by viewing the
=" Jlobs page.

Previous | Create I Cancel

Figure 3-51 SCVMM P2V wizard: Summary
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The job runs for a short time. The progress of the job is displayed, as shown in
Figure 3-52.

& Jobs =] S
.;@.
Marme Status S5t. = Result Name | Owner |«
i Physzical-to-virtual conversion 11952
IZ@I Perform prerequisites check For physical-to-wirtual con...  Completed 119020, WINDOW, .,  MNGPTT...
IZ@I Collect machine configuration Completed 1719/20,..  WINDOW... MNGPTT...
IZ@I Add virtual machine host Completed 1119020, windows-g,., MGPTT... =
/1 Remove virtual machine hosk Completed ... 1/19)20... 9.125.90.62 MNGFTT...
8 start virtual machine Completed 1/19/20...  wmewinz0...  MGPTT...
#4 Collect machine configuration Failed 1j19j20... Job Failed MGPTT...
¥)) Remove source machine agent Completed 1119020,,. 9.125.90,,., MNGPTT...
b4 Perform prerequisites check For physical-to-wirtual con...  Failed 1f19/20... Job Failed MGRTT... =
) PhysicakHo-virual conversion -
Status: Running | Step | Mame | Status | Start Tirm
Command: Mew-P2y » 1 Physical-t... [ 40% 1/19/201:
Rezult nane: WD OWS-EOISZER i&| 1.1 Collect ma... 100 % 1f19)z01:
Started: 1/19/2012 10:54: 48 PM 'f}' 1.1.1 &dd saurc... 100 %% 1j19/201
Duratior: oo:oo:02 N @ 1z Create wir,., 100 % 119201
Ovarer: MGPT T adminiztrator L3 Copy hard... 0% .
i T nnnnnnnn o anw | _’l_l
| Summary | Details | Change Tracking
¥ Show this window when new objects are created Festart Job | Cancel Job |

Figure 3-52 Progress of the P2V job
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When the P2V conversion is complete, you see that one more virtual machine is displayed on
the destination server, as shown in Figure 3-53.

"B vittual Machine Manager - WINDOWS-NEQOGIH.ngptt.com

File Wew Go  Actions Help

El"J actions g8 Columns & Jobs G!F'F!.I:Z:l Tips (0) s Metworking 37 P Shell f:':’:;HEIp

Virtual Machines

windows-eoi32eb.ngptt.com virtual Machines (4)

Host Groups Search FlRd |None |
[E] Overview [ name = [ Status | 30 Status | Host | owner [ cPu ave...
E 3 AlHasts () vm-suse Stopped windows,..  Unknown 0%
l( 8.125.30.107 @ wm-winz003-1 Stopped windows,..  Unknown 0%
lﬁ AL T Calt l:;\ wn-windows2005 Stopped windows,.,  Unknown 0%
'I_@ WINDOWS-EQISZER Stopped windows,.. MGPTTiA,.. 0%
Filters Clear
Statusz =
Cnher =
Operating system =
added date |5 winpows-EoiseER -
Tag A
Skatus: Completed Propert | Previous \}';
Command: Refresh-yr El Za ¥irtual Machine - WINDOWS-
Skarted: 1/20/2012 10:08:51 &M Status Running
""""" Duration: 00:00:00

Jﬂa S Cwiner

NT AUTHORITY|SYSTEM

,'.Tl-. Yirtual Machines Progress: i@' 100 %% complete

B

s Current step: Refresh wirtual machine
ibrary

W Li

Jobs

aﬂ Administration

-
| | »

|Summary | Metworking and Storage | Latest Job |

Figure 3-53 P2V conversion complete

3.2.3 Connected Virtual-to-Virtual

The Connected V2V migration scenario has the same rules and requirements as the
Disconnected V2V migration scenario as described in 3.1.3, “Disconnected Virtual-to-Virtual”
on page 75.

As of this writing, there are two types of V2V migrations in the industry:

» Live V2V migration

» Offline V2V migration

The Live V2V migration does not require you to take the source virtual machine offline.
Normal operations are completed during the migration process. One example of a live
migration solution is Vision Solutions Double-Take Move:

http://www.visionsolutions.com/Products/DT-Move.aspx

Offline V2V migration requires you to shut down the source virtual machine before starting the
migration process.
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You implement the offline migration process from the source server to the Flex System
Compute Node. Implementing this type of migration in this manner is necessary because this
live migration requires the source and destination servers to have the same type of
processor. This requirement is not met in current Flex System transition scenarios. Also, live
migration is a fee-based function of the virtualization management software.

In this section, the following migration scenarios are described:

» VMware scenario
» Hyper-V scenario
» KVM scenario

VMware scenario
The following requirements must be met before starting the VMware migration process:

» VMware must be installed on the destination Flex System compute nodes.

» A VMware vCenter server must be connected to the source server and the destination
server.

» The source server and the destination server must be added to the necessary data server
in vCenter.

If any of these requirements are not met, see 3.1.3, “Disconnected Virtual-to-Virtual” on
page 75 for more information about completing the requirements.
Follow these steps to implement a V2V migration:

1. Use the vSphere Client to connect to the vCenter server. Right-click the source virtual
machine that you are migrating and click Clone, as shown in Figure 3-54.

File Edit View Inventory Administration Plug-ins Help

a E £y Home

b g5 Inventory b Eﬁ Hosts and Clusters

B [ 9.123.198.102
El [ Datacentert
B 1194772

B 9.119.47.73

B [@ 9.119.47.74

9.123.198.102 VMware vCenter Server, 4.1.0, 345043

[cCnil\sg=wlydtel Datacenters | Virtual Machines | Hosts | Tasks & Events | Alarms | Permissions | Maps
close tab

What is the Hosts & Clusters view?

{3 [RedHar 5 5 - Ha L«
Gh red

-

Power omputing resources that run

G ubu Guest » brresource pool. Using the
% win Snapshat » |0 manage and organize your
win
G win = Open Caonsole ICEs. 4
% W?" [ Edit Settings...
win
B Migrate..
|EP Clone...
Template »
Fault Tolerance »
Add Permission... Ctrl+P
Alarm »

Report Performance...

Rename

Figure 3-54 Starting the clone process
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Migrate versus Clone: There are two options for this scenario that are available on the
context-sensitive menu: Migrate and Clone. Migrate deletes the source VM image after
copying the image from the source server to the destination server. Clone does not
delete the image after the image is copied. To reduce the risk of data loss, the user
must choose the Clone option.

2. The Clone Virtual Machine wizard starts. Enter the name and the location of the
destination virtual machine, as shown in Figure 3-55. Click Next.

(& Clone Virtual Machine F |

Name and Location
Specify a name and location for this virtual machine

Name and Location Mame:
Host / Cluster |new VM
Resource Pool =
Datastore Virtual machine (VM) names may contain up to 80 characters and they must be unique within each vCenter

Disk Format Server VM folder,

Guest Customization

I tory Location:
Ready to Complete AN

= G WINDOWS-B251EMX
I_II. Datacenterl

Help | < Back | Mext = I Cancel |

Figure 3-55 Clone Virtual Machine wizard: Name and Location
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3. In the Host/Cluster window, as shown in Figure 3-56, select the destination server. Click
Next.

@ Clone Virtual Machinew

Host [ Cluster
On which host or duster do you want to run this virtual machine?

Mame and Location =] l Datacenterl
B Host / Cluster E|
Spedific Host B 9.125.90.205
Resource Pool
Datastore
Disk Format

Guest Customization
Ready to Complete

Compatibility:

Validation succeeded

Help | < Back | Next > I Cancel |

Figure 3-56 Clone Virtual Machine wizard: Host/Cluster
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4. Select the data store for the new virtual machine, as shown in Figure 3-57.

@ Clone Virtual Machine
O, g

Datastore
Select a datastore in which to store the virtual machine files

Mame and Location Select a datastore in which to store the virtual machine files:
Host [ Cluster - — - ——
Datastore Name | Capacﬂ:ﬂ Prowsmned| Free | Type | Thin Provisioning | Access
Disk Format [datastorel (1]] 231.50 GB 69.04 GB 16346 GB VMF5 Supported Single hos
Guest Customization
Ready to Complete
4 n | 3

Compatibility: Advanced »> |

Validation succeeded

Help | < Back | Next = I Cancel |

Figure 3-57 Clone Virtual Machine wizard: Datastore
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5. Select the disk format for the new virtual machine, as shown in Figure 3-58. To avoid any
additional risk that a disk format change presents, the user must choose the Same format
as source option. The potential disk format change risk might include (but is not limited to)
lost disk access or data corruption. Click Next.

@ Clone Virtual Machine Elﬂlg
e ————————————————
Disk Format

In which format do you want to store the wirtual disks?

Name and Location Select a format in which to store the virtual maching's virtual disks

Host { Cluster
Datastore (% Same format as source
Disk Format Use the same format as the original disks.

Guest Customization
Ready to Complete " Thin provisioned format

Allocate full size now and commit on demand. This is only supported on YMFS-3 and newer
datastores, Other types of datastores may create thick disks.

" Thick format

Allocate and commit the full size now.

Compatibility:

Validation succeeded

Help | < Back | Mext = I Cancel |

A

Figure 3-58 Clone Virtual Machine wizard: Disk Format
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6. Customize any other settings of the virtual machine. In our example, the Guest
Customization wizard was run, as shown in Figure 3-59 and Figure 3-60.

@ Clone Virtual Machine
T ————————————————

Guest Customization
Select the customization option for the guest operating system

Mame and Location Select the option to use in customizing the guest operating system of the new virtual machine.

Datastore b X
Disk Format Zpctaistonz
Bl Guest Customization + Customize using the Customization Wizard

User Settings

Ready to Complete Customize using an existing customization specification

Help | < Back | Next = I Cancel |

Figure 3-59 Clone Virtual Machine wizard: Guest Customization

& vSphere Client Linux Guest Customization [

Computer Name
Spedfy a computer name that will identify this virtual machine on a network.

Computer Name Computer Mame
Time Zone {* Enter a name

Netwark |
DNS and Domain Settings
Save Spedfication
Ready to Complete [~ Append a numeric value to ensure uniqueness

The name will be truncated if combined with the numeric value it exceeds 63

characters.

™ Use the virtual machine name
If the name exceeds 63 characters, it will be truncated.

" Enter a name in the Deploy wizard
~

The name cannot exceed 63 characters.

Domain Mame

Help | < Back | Mext = I Cancel

Figure 3-60 Clone Virtual Machine wizard - Computer Name
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7. After all of the customization is complete, click Finish.

Recently completed tasks are displayed in the Recent Tasks pane, as shown in Figure 3-61.
You see the newly migrated virtual machine on the target Flex System Compute Node.

File Edit View Inventory Administration Plug-ins Help

ﬁ E .E: Home Dﬁﬂ Inventory DEﬂ Hosts and Clusters . ——
0y 9B GRS RS

=l @ WINDOWS-B251EMX.

5 Datacenterl
= [ 9.125.90.163 Sl Started
1 new VM
cp p2v-redhat What is a Virtual Machine?
(f p2v-win2008
1 susel10x32 A virtual machine is a software computer that, like a

1 suselisplxpbd_clo
B [ 9.125.90.205

(7 [ redhat6x64

s susellsplx64

physical computer, runs an operating system and
applications. An operating system installed on a virtual
machine is called a guest operating system.

Because every virtual machine is an isolated computing Cluster
environment. you can use virtual machines as deskiop or

workstation environments, as testing environments, or to

consolidate server applications.

In vCenter Server, virtual machines run on hosts or

-
i'[; [ [ » |4 b
Recent Tasks Hame, Target or Status contains: = Clear &
Name | Target | Status | Details | Initiated by~ |1
@ Clone virtual machine @ redhatéxgs (B InProgress Copying Virtual Machine files Administrator |
¥ Importphysical machine § 9.125.90.17 67% I ) Administrator |
4| T | 2
I@ Tashs ﬁ' Marms . Evaluatl on Mode: i'i;'“é.a}'s rema-i-l:n-:i.ng [Adninistrator AI

Figure 3-61 V2V migration in progress

Hyper-V scenario
The following requirements must be met before starting the Hyper-V migration process:

» Hyper-V must be installed on the Flex System compute node (destination server).

» A System Center Virtual Machine Management (SCVMM) server must be connected to

the source server and the destination server.
The source server and destination server must be added to the server list database of the
SCVMM server.

If any of these requirements are not met, see 3.1.2, “Disconnected Physical-to-Virtual” on
page 56 for more information about completing the requirements.
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Follow these steps to implement a V2V migration with SCVMM:

1. Log in to the SCVMM console. Right-click the source virtual machine and click Clone, as
shown in Figure 3-62.

'H' virtual Machine Manager - WINDOWS-NEQDGJH.ngptt.com

File: G0 Actions  Help
§ & Actions g8 Colurmns & Jobs rol - i b ing J
Virtual Machines 9.125.90,107 ‘irtual Machin

Host Groups =

[@] Overview Status Job Status CPUl Average
Unknown

= j Al Hosts
§ 912590107
L 9.125.90.82

Connect rkual machine

Filters Clear
Status i

Cwerier

Operating zvztem
Added date

Tag

S wm-win2 003

4 4 4 4

Status Stopped

Memory: 512,00 MB New template
Processor: (1) 1.00 GHz Pentium

Skorage: 5.00 GB L in library

......... Latest job: '@' 100 % complete
iﬁ! Hosts Refresh-vm

j;"‘ ¥irtual Machines

; Library

Jobs

4311’ Administration
Figure 3-62 Starting the clone operation
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2. The New Virtual Machine wizard starts. In the Virtual Machine Identity window, enter the
name and domain information for the new virtual machine, as shown in Figure 3-63. Click
Next.

'H' New ¥irtual Machine ]

85 Virtual Machine Identity

Wirtual M achine [dertity

Wirtual machine name:

Configure Hardware Ivm-win2DE|3-1|

Select Destination Owiner:

Select Host |NGPT T Administratar B |

Celect Path Farmat: domainsuzernanne

Select Metworks sl

Additional Properties

Surimary

G} The wirtual machine name identifies the wirtual machine to Wkik. The name does not hawve to match the computer name
~ of the wirtual machine. However, uzing the zame name ensures consiztent dizplays it Syztem Center Operations
hd arager.

Mest I Caticel

Figure 3-63 SCVMM New Virtual Machine: Virtual Machine Identity
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3. In the Configure Hardware window, customize the virtual hardware configuration and
virtual machine type (virtual machine or virtual appliance), as shown in Figure 3-64. Click

Next.

B New ¥irtual Machine
B Cont e
B0 Configure Hardware

Vitual Machine |dsntity Configure hardware for the virtual machine. You can import settings from a hardware
Canfigure Hardware arofile or save a new profile based on your settings,
Select Destination Hardware: profile: I[New] j
Select Host Adapter JBOVD T
Select Path # Hardware Profile ~ O cru
sl BIOS
Select Metwark z =
ok Boot Mumber of CPL s |1 "I
Additional Properties
[1]1.00 GHz Pentiu... CPU type: I'I.EID GHz Pentiumn [l Xeon j
Surnnary  Memory
I Floppy Diive Ta imprave compatibiity with different pracessor versians and alder guest
Mo Media Captured operating systems, Wb b defaul: I||j'||ts the processor features that a virtual
‘t? COM 1 machine can uze. Select any zcenarios that you want to enable.
’ Mone ™ Allow migration ta a virtual maching host with a different processar version
1? COw 2 ™ Bun an older operating system, such as Windows NT 4.0
Mone

® Busz Configuration

<7 IDE Devices
2 Devices attached

wm
5.00 GE, Primary
L8 itual DVD drive T

wrnguesk
< SCS| Adapter 0 e = 5 - -
0 Devices attached (i) The CPU type specifies the processor requirements of the virtual machine,
~ ot the specific hardware. Thiz getting iz uged when calculating host ratings
% Network Adapters and when setting CPU resource allocations.

-

ma Metwork Adaoter 1

Presvious | [RI=S I Canicel

Figure 3-64 SCVMM New Virtual Machine: Configure Hardware
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4. In the Select Destination window, choose the destination server and its storage locations
for the virtual machine image files, as shown in Figure 3-65. Click Next.

'H' New ¥irtual Machine [x]

r‘i_ﬁt Select Destination

Wirtual Machine 1dentity

Choose whether to deplay or store the wirtual machine.
Configure Hardware

e Do ig ¥ Place the virtual machine on a host

Copies the files associated with the virtual machine to the virtual machine host that you designate. Y'ou can then

Select Host start the witual machine immediately if desired.
Hoare abaut placement
Select Path More about placement

Select Metworks -—
W ™ Stare the virtual machine in the library
Additional Properties

P Stares the virtual machine in the library for later use. Before vou can start the vitual machine, vou must deploy it

Summary on & host.

Using the Virtual Machine Manager library

Figure 3-65 SCVMM New Virtual Machine: Select Destination
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5. In the Select Host window, select the host, as shown in Figure 3-66. Click Next.

'H' New ¥irtual Machine [x]

%EI Select Host

Wirtual Machine |dentity Select a host for the virtual machine.

Configure Hardware : : : : ;
. Hosts are rated based on the virtual machine's requirements and default placement options. Tao change placement options far

Select Destingtion thiz wvirtual machine, click Customize R atings.

Select Host ISearch rlin IAIIHosts j

Select Path

Select Metwarks

T - RERECREIR - . Metwork

Additional Froperties

Summary

| Details Wwihat do these ratings mean? Customize R atings...

Detailz | Rating Explanation ':D SAMN Explanation

Cescripkion

Status Ok

Operating syskem Microsoft Windows Server 2008 RZ Standard ,
Virtualization software Micrasaft Hyper-V

Virtualization software status |Up-to-date

Virtual machines wIm-Win2003

Previous | Mest I Cancel

Figure 3-66 SCVMM New Virtual Machine: Select Host
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6. In the Select Path window, enter the file path for virtual machine files, as shown in
Figure 3-67. Click Next.

'H' New ¥irtual Machine E3

r:_-ﬁ‘ Select Path

Witual Machine |dentity Select storage locations on the host for the virtual machine files

Configure Hardware

. ’ Selected host: 912580107
Select Destination

Select Host Wirtual machine path;

Select Path C:\ProgramD atabMic } £ j Browse. .. |

Select Metworks ™ Add this path to the list of default vitual machine paths on the haost

Additional Properties

Summary

Figure 3-67 SCVMM New Virtual Machine: Select Path

7. In the Select Networks window, define the settings of the network for the new virtual
machine, as shown in Figure 3-68. Click Next.

'H' New Virtual Machine E3
I@I
Select Networks
Wirtual Machine [dentity : : : : :
Specify which virtual networks to use for the virtual machine.
Configure Hardware
Select Destination ' Selected host: 9125 80107
Select Hogt Physical Metwaork A... | Location | MHetwork Tag | Wirtual Metwork, |
Select Path Metwark Adapter 1 IN-:-I: connected j
Select Networks
Additional Properties
Surmmary

Figure 3-68 SCVMM New Virtual Machine: Select Networks
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8.

'§' New ¥irtual Machine

In the Additional Properties window, select any additional properties for the new virtual
machine, as shown in Figure 3-69. Click Next.

| Additional Properties

Wirtual Machine |dentity
Configure Hardware
Select Destination
Select Host

Select Path

Select Metworkz
Additional Properties

Surnnary

Autornatic start action
Action when phpsical server starts:
MWewer automnatically turn on the virtual machine j

Dielay start [Sec]: ID 5:

Action when physical zerver stops:
I Save State j

Operating spstem

Specify the operating system vou will install in the virtual machine:

Previous | I et I Caticel

Figure 3-69 SCVMM New Virtual Machine: Additional Properties
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9. Review the Summary page, as shown in Figure 3-70. Click Create to start the migration.

'H' New ¥irtual Machine ]

.I_%E! Summary

Vitual Machine |dsntity Fieview the viriual machine settings.

Configure Hardware

Summary:
Select Destination Froperty | Walue
S eloct Host Wirtual machine WIn-winZ003-1

Qwner MGPTT)Adminiskratar

Select Path Destination host 5.125.50,107
Select Metwarks Path C:\ProgramDatal Microsoft windows Hyper-Wivm-winZ003-1
Additional Properties Cperating Syskem Windows Server 2003 Standard Edition {32-bit x86)
Surimary

Figure 3-70 SCVMM New Virtual Machine: Summary

The migration job takes time to complete. Upon completion, you see the newly migrated
virtual machine on the Flex System Compute Node, as shown in Figure 3-71.

"B ¥irtual Machine Manager - WINDOWS-NEQOGIH.ngptt.com

Filz G0 Ackions Help

B! Actions | g8 Colomns B Tobs [ PRO

Virtual Machines
Host Groups

;;j INnne et

[@] Overview | Stakus | 30k Status | Hast | Owner | cPU Average
=] j &l Hosts Stopped 9,125.90,107  Unknown 0%
§ 912590107
§ 91259082
Filters Clear
Status >
Dt o
Operating system
Added date il e B
—a wmewin2003-1 et
T -~ 3=
Skatus Stopped
Mernory: 512,00 MB
Processar: {13 1.00 @Hz Pentium III Xeon
Storage: 5.00 GB
,,,,,,,,, Latest job: @ 100 % complete
ﬂﬂ! Hosts Hew-YI

Eﬁ ¥irtual Machines

Figure 3-71 V2V migration complete
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KVM scenario

Normally, a management server is needed for this migration process. This server captures
the virtual machine image from the source server and deploys the image to the destination
server. In this scenario, Flex System Manager is the management server for the source
server and the destination server. PureFlex System includes Flex System Manager, but Flex
System Manager is optional with Flex System. In the absence of an FSM, you can use any
KVM management software to implement VM migration.

If you do not have Flex System Manager in your configuration, there are several open source
tools that are available, such as QEMU, libvirt, virsh, and virsh-manager. For more
information, go to the following website:

http://www.linux-kvm.org/page/Migration
The remainder of this section assumes that you are using Flex System Manager.

The following requirements must be met before you start the KVM migration process:

» Confirm that Flex System Manager VMControl Express is working because the manager
is used to import captured virtual appliances.

» An RHEL x86_64 server with network file system (NFS) must be enabled or a shared SAN
storage pool must be set up and configured. This configuration is used to store the virtual
machine image. The KVM Platform agent also must be installed on the NFS server.

» The following image repository conditions must be met:
— Flex System Manager Common Agent is installed.
— VMControl Common Repository subagent is installed.

— The shared NFS exported storage is mounted on the Image Repository server or is
connected to the SAN Fibre Channel network, which is used as a repository.

— The image repository server is discovered and inventory is collected.
— The image repository is configured within VMControl.

» One or more RHEL KVM hosts must be set up and available. In this scenario, the user
must install RHEL KVM on the Flex System Compute Node.

For more information, see the Flex System Manager product publications at this website:

http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp

Follow these steps to implement a V2V migration process by using KVM:

1. Deploy KVM to the target machines. KVM is a component module of Red Hat Enterprise
Linux 6.x. Therefore, the KVM components can be installed during the RHEL installation
process.

In addition, the ServerGuide Toolkit can be a useful tool to help you install Red Hat. To
download the ServerGuide Scripting Toolkit, see this website:

http://ibm.com/support/entry/portal/docdisplay?1ndocid=SERV-TOOLKIT

2. After the KVM host is deployed, download and install the KVM Platform agent on the host.
The agent can be downloaded from this website (registration is required):

https://wwwld.software.ibm.com/webapp/iwm/web/reg/download.do?source=dmp&S_PKG=
dir_63_x86_MDagents&lang=en_US&cp=UTF-8

3. Set up an NFS and image repository server to meet the prerequisites that were listed
previously in this section. After these servers are in place, you discover, authenticate, and
inventory all servers, including the NFS Server, image repository server, source server,
and target server.
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4.

5.

Start a web browser and enter the following Flex System Manager URL:
http://System Name:Port Number/ibm/console

System_Name is the name of the system on which the management node is installed, and
Port_Number is the port that is specified for the web server to use. The default ports for the
web server are 8421 and 8422. If port 8422 is used, specify https to indicate a secure port,
which is required by default. The Flex System Manager login window opens, as shown in
Figure 3-72.

IBM Flex System Manager™

User ID:

Password:

| Lag in

Licensed Materials - Property of IEM Corp. IBM Corporation and other{s) 2008,
2011. IBM is a registered trademark of the IBM Corporation, in the United
States, other countries, or both.

Figure 3-72 Flex System Manager login window

Enter the User ID and Password and click Log in. The main Flex System Manager
window opens, as shown in Figure 3-73.

IBM Flex System Manager™

View: All tasks

Home
Chassis Manager
Find a Task
Find a Resource
Resource Explorer
welcome
My Startup Pages
[H Automation
[H Availability
Inwventory
Energy
Release Management
Security
System Configuration
System Status and Health
[F Task Management

Remote Access

Settings

‘Welcome USERID Problems 1_0 5& Complian|
e .y )
hd J Chassis Man... X " System Disc... Systems by ...
Managed Chassis Find: ' Find a Task or Hardware Ras
| Search the table... Search
Select | Chassis Name ¢ | Status £ | Access & | Hardware ... £ | CMM IP £ | Compliance £ | Firmware .|
E | @ nGP TT Chassis | /4y Warning Box @ critical fa80:0:0:0:5e... ok 0.7.25
4 | i
M4 Page1ofi FH i » Selected: 0 Total: 1 Filtered: 1
E Please select a chassis from the list to view details

Figure 3-73 Flex System Manager main window
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From the left navigation pane, click Inventory — System Discovery. Enter the IP
address of the server that you want to add to the management list, as shown in
Figure 3-74. Add the target servers as needed.

IBM Flex System Manager™

View: All tasks

T |

‘Welcome USERID Problems 1_@ 5& Complian

——
Chassis Man... | System Disc... % ' Systems by

Home
Chassis Manager
Find a Task
Find a Resource
Resource Explorer
welcome
My Startup Pages
[H Automation
[H Awvailability
E Inventory

System Discovery
Wiew and Collect Inventory
View Network Topology
Views
Energy
Release Management
Security
System Configuration
System Status and Health
Task Management

Remote Access

System Discovery

Use system discovery to discover manageable resources now or schedule your discovery to run later. You can discover a resource for
for a range of IP addresses, or use a discovery profile. Discovery profiles enable you to customize discoveries, including importing IP|
discovered rescurces.

':’:’:' Learn more about using discovery Advanced
Select a discovery option: Create n
Single IPv4 address El Manage

Discovery

IP address:
Select the resource type to discover:

[=]

All

Discover Now

Schedule...

Figure 3-74 Flex System Manager: System Discovery

7. When prompted, enter the User ID and Password to gain full access to the source and
target server, as shown in Figure 3-75.

122

Home

Resource Ex...

System Disc.. | Request Acc... K\

Reguest Access

Specify the user ID and password to authenticate Systems Director to one or more target systems. Then click Request
Systems Director users access to the target system(s).

¥lser 1D:

¥Password:

| Request Access | | Close |

Selected targets:
Trust State

I:I Not applicable

Accass

Mo access

Mame

L&s.125.90.72

4

M4 pPaget1ofl FH |1 » Total: 1

Figure 3-75 Request access to remote server

Important: If the source servers are managed by Flex System Manager (FSM), use the
FSM page to capture the virtual images from the source servers. Although virtual
images can be captured by means other than FSM, the images must be imported to the
target servers by using VMControl on FSM.

The remaining steps apply only to FSM users.
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8.

In the left navigation pane, click System Configuration — IBM System Director

VMControl, as shown in Figure 3-76. In the main part of the window, click IBM Systems
Director VMControl to start the VMControl plug-in.

Find & Resource
Mavigate Resources

Automation
Availability
Inuentary

Release Management
Security

El System Configuration

Current ConﬁguratioEE
Configuration Templ

Configuration Plans
Create Yirtual Server

IBM Sywstems Director|
WM Control

Storage Management

Enternal Storage Applis

Remote Access
Swstem Status and Health
[ Tazk Management

Settings

IBM* S]IStBI'I‘IS Director Welcome administrator Help Logout
View: IAll tasks I"- Select Acti
Welcarme
My Startup Pages gefd'f'R N
FindaTask etup ermote antro

E B B¢

Storage Management s..z
Ready

SMI-% Providers  Systemns And Yolumes
Storage Subsystermns And Volurmes

Network Management s..:
Feady
Wiew all netwark systerns

BladeCenter and System x Management s...
Ready

Wiew IfO rmodule plug-in: Blade zervers and chassis
Servers and service processors

Power Systems Management s..:
Ready

ALEfLinus virtual servers IBM i virtual servers

B E

IBM Systems Director YMControl 2.0
Feady
virtual Appliances  Deploy

System z Management s..z
Ready

/WM hosts Linux on System z
HMC and managed Systermn z servers

Figure 3-76 Starting the VMControl plug-in
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9. In the VMControl tab, select the Virtual Appliances tab to view virtual machine-related
information, which is shown in Figure 3-77.

Home X ' Virtual Ser.. X . Adive and ... ¥ ' System Disc... X [ VMControl % --- Selact Action ---

Use system pools and virtuzl appliances to manage your data center more efficiently. Deploy virtual appliances and
manage the resulting workloads. Pool your systems to increase resource utilization and automation.

P
(F)Learn mora...

Resources Active 5:a:us|@|r@.|| Jobs |&|ﬂ |

2 Virtual appliances Problems -]l 2|2 Active

WA =
L Werkloads Compliance | - | - - Completed | 8 | 31

0 Server system pools
! F Scheduled - -

0 Storage system pools

Basics Workloads Virtual Appliances System Pools Virtual Servers/Haosts

What to deploy: Where to deploy:
2 Virtual appliances & Existing virtual servers
2 Hosts and O server system pools

Caommaon tasks

Deploy virtual appliance

What to capture: Where to store: Capture
1 Workloads 1 Image repositories Import
& Wirtual servers and cperating systems

" 9=y View active and scheduled jobs

View virtuzl appliance versions

Create image repository

Virtual Appliances (View Members)

| Capture | | Deploy Virtual Appliance | | Import | | | Actions v| | Search the table... Search
Selact Mame % | Operating... $ | Repository & | Description -
I:l %capturel | Linuz image_reposit... Virtual Appliance
I:l %EaptureE | Linuz image_reposit... Virtual Appliance

|
Figure 3-77 VMControl: Virtual Appliances tab

10.Click the Virtual Servers and Hosts tab. The source and target servers that you
discovered are listed, as shown in Figure 3-78.

Virtual Servers and Hosts [y =]

Virtual Servers and Hosts (View Members)

Performance Summary | | | o v'| | [5earch the table... || Search
Select | Name & | State & | Access & | probleams £ | Compliance £ | OS Name £ | OS Type ...

El g 18m 7371214 99B4151 Unknewn Wox N\ Warning oK 9.125.90.180 | Linux 6.0
El 4 capturei_to134 Startad Wox N\ Warning Wox

El 4 susez Stopped Wox N\ Warning Mo

] & susez Stopped Mo« N\ Warning Wox

] & suse4 Stopped Mo« A\ Warning Mok

] g 18m 2252124 99HET12 Unknewn Mo« [ infermation oK 9.125.90.234 | Linux 6.0
] & winzk Stopped Mok T [s]3 Mok

] & windows2008 Stopped Mo« Mok Mo

Figure 3-78 Virtual Servers and Hosts window
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11.0n the Virtual Appliance tab (see Figure 3-77 on page 124), click Capture in the
Common tasks box.

12.The VMControl Capture wizard starts and opens the Welcome page, as shown in
Figure 3-79. Click Next.

Capture % E --- Select Action ---

Welcome

= Welcome

Welcome to the Capture wizard.

Use this wizard to help you capture a virtual server or workload to create = virtual appliance. After
creating the virtual appliance, you can quickly deplay it inte your envirenment.

e Before capturing a virtual server or workload, view the requirements for your virtualization enviranment.

l:'g:'Capture reguirements

You are guided through the following tasks:

* Naming the virtual appliance

* Selecting the source virtuzl server or workload

* Specifying additional information based on your source salaction

':':’:'Learn muore about capturing virtual appliances

Show this Welcome page next time.

< Back Next = Finish Cancel

Figure 3-79 VMControl Capture wizard: Welcome
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13.Enter the Name and Description for the virtual appliance (target virtual machine image
package), as shown in Figure 3-80. Click Next.

E --- Selact Action ---

Capture X
Name
v Welcome
= Name Specify @ name and description for the virtual appliance that you want to creats.
Source Virtual Server #Namea:

. capture-suse

Description:
capture the suse linux virtual server

Limit of 256 characters

Search tags:

Enter tags separated by commas. Example: WebSphere, Test, Department 123

< Back | | Next = Finish Cancel

Figure 3-80 VMControl Capture wizard: Name

14.In the Source window, select Virtual Server as the source type, as shown in Figure 3-81.

E --- Salact Action ---

Capture X
Source
v Welcome
 MName Select the source type to capture.
= Source

@ virtual Server

Versicn Ceontro O workload

Figure 3-81 VMControl Capture wizard: Source
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15.In the Source Virtual Server window, choose the migration source server, as shown in

Figure 3-82.
Capture -0
Source Virtual Server
/ Welcome
 Name Select the virtual server to capture.
v Source
= S_OL.II’C@ Select MName & | State & | Access % | Problems & | Compliance
Virtual Server @ { capture1_to194 Started Mok Mok Mok
tzEm @it @ susez2 Stopped Mo« Mok Mo«
i @  { suses Stopped Hok [H ok Hox
@ suses Stopped Mok B ox B ox
o) & winz2k Stopped B ok /D Warning B ox
@ G vindovs2008 Stopped B ok B ox B ox
4 I | 3
44 page 1ofi kM i » Selected: 1 Total: 6

Figure 3-82 VMControl Capture wizard: Source Virtual Server

16.In the Disks window, specify the virtual appliance disk settings, as shown in Figure 3-83.

Click Next.
Capture % [4] - Select Action ---

Disks

v Welcome

 Name Specify the disks and disk images to be captured. Selecting a disk captures information about the disk.
Selecting a disk image additionally captures the disk contents.

1/ Source

Source Wirtual By defzult all compatible disks and their associated disk image contents are selected for capture. Use
v Carver caution if you choose to exclude a disk or disk image from the capture. The resulting virtual appliance must
. contain everything it needs to create an operationzl virtual server when it is deployed. For example, the
o> Disks operating system (boot) disk and image is required.

l:':’:l Learn more about capturing disks and disk images

Disks and Images to Capture

Version Control

Summary | Actions Vl | Search the table... Search
Select Disk Name % | Storage S... % | Size (MB) % | Compatible 2 | Include I.
@ susez.img IBM 797131A ... 6000 Yes
€ 1 | ?
M4 pagel1ofl FH |1 » Selected: 1 Total: 1 Filtered: 1

Figure 3-83 VMControl Capture wizard: Disks
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17.In the Network Mapping window, specify the virtual appliance network mapping settings,

as shown in Figure 3-84. Click Next.

Capture % [4] - Select Action -
Capture -0
Network Mapping
v Welcome
¥ Name Specify a description to use for each wvirtual network
Source
v Network Mapping
v Source Virtual ) )
Server Actions ¥ | | Search the table... Search
v Disks I
= Network % | Description &3
Discowveraed-br0-0 Metwork adapter 0 on Discoverad-|
a4 »
M4 pageloft FH |1 » Total: 1 Filtered: 1
Summary
Figure 3-84 VMControl Capture wizard: Network Mapping
18.As shown in Figure 3-85, specify the OS in the Operating System window. Click Next.
Capture % [4] --- select Action ---
Capture -0
Operating System
W Welcome
 Name No operating system has been discovered for the following virtual server. Select an operating system for
the wvirtual server.
" Source
v Source Virtual Operating System
Server i §
“/ Disks Actions ¥ | | Search the table... Search
Network:
v MEappi;g Host 4 | Virtual Server % | Operating System &3
@ Operating IBM 797131A 9984151 (9) susel Linux(36) -
System 1 P
Version Control M4 Pageiofi FH |1 L Total: 1 Filtered: 1
Summary
Mote: If you select "None" for the operating system, you will not be able to customize the operating system
or other software products when the captured virtual appliance is deployed.

Figure 3-85 VMControl Capture wizard: Operating System
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19.In the Version Control window, confirm the version control information for the new virtual

appliance, as shown in Figure 3-86. You also can choose Create a new version tree with
the new virtual appliance as the root if you want to establish a new group with the new

virtual appliance. If you want to use the existing virtual appliance and assign that
appliance as a parent version, select Select a virtual appliance to be the parent
version of the new virtual appliance. Click Next.

Capture X\

E --- Salact Action ---

v Welcome
v MName
v Source
Source
¥ Wirtual
Sarver
v Disks
Netwaork
v Mapping
v

Cpearating
System

Version
= Control

Version Control

Set the version information for the new virtual appliance.

If the virtual server you want to capture is asscciated with a virtual appliance from a previous deployment, you
can set the version of the new virtual appliance to be based on the associated virtual appliance. If the virtual
server has no associated virtual appliance from a previcus deployment, you can choose to create a new
version tree with the new virtual appliance as the roct, or you can select an existing virtual appliance to be the
parent version of the new virtual appliance.

Select the action you want to take to set version information for the new virtual appliance:

Set the wersion based on the virtual appliance from which the virtual server was originally deployed:
@ Creste a new version tree with the new virtual appliance as the root.

) selact = virtual zppliance to be the parent version of the new virtual appliance.

=

Version comment:

Limit of 256 characters

< Back | | Mext = | Finish Cancel

Figure 3-86 VMControl Capture wizard: Version Control

Chapter 3. Migrating operating system images

129



20.In the Summary page, review the summary information of the virtual appliance, as shown
in Figure 3-87. Click Finish.

Capture % [«] --- Select Action ---
Summary
v Welcome
 Name You are now ready to capture the virtual server or workload to create a virtual appliance.
" Source
Source
" Virtual ) ) .
Server Virtuzl appliance or workload details:
" Disks Virtual appliance name: capture-suse -
/ Network Virtual appliance description:
M i
=LA Source server: susel =
Operating . . . 1
1/ Systemn Repository: image_repository
V/ Version Disks:
Control
ontre Disk Name susa3.img
':D Summary Storage Server IBM 7971314 9984191
Size [MB) £000
Compatible ez
Include Image Yas
Disk Description -
Note: The virtualization manager vill provide access to the target server so that it can be captured.
Click Finish to capture the virtual server or workload and create a virtual appliance. Once completed, you can
deploy the virtual appliance into your envirenment.
= Back Mext = | Finish | | Cancel |

Figure 3-87 VMControl Capture wizard: Summary
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21.You are prompted to run the job immediately or schedule the run for a later time, as shown
in Figure 3-88. Click Run Now.

| Notification

Ciptions

Job name and schedula

#1ob Name:

Choose when te run the job.
@ run Now

) schedule

[Capture virtual appliance - January 12, 2012 12:57:08 AM GMT+08:00

|?| | Cancel | | Help |

Figure 3-88 VMControl Capture wizard: Schedule
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After the job completes, you can see that another appliance is available in the Virtual
Appliances tab, as shown in Figure 3-89. The virtual appliances that are listed in

Figure 3-89 can be captured by FSM or imported by the user. By using either method, the
user can deploy the virtual appliances into target KVM servers, as described in the next

steps.

T
Basics Workloads I Virtual Appliances I Systemn Pools

Virtual Servers/Hosts

What to deploy:

Where to deploy:
1 Virtual appliances

& Existing virtuzal servers
2 Hosts and 0 server system pools

What to captura:

Where to store:
1 Waorkloads

1 Image repositories

Comman tasks

Deploy virtual appliance
Capture
Import

& VWirtual servers and ting systems
virtual servars and operating system View active and scheduled jobs
View virtual appliance versions

Create image repository

Virtual Appliances (View Members)

|. Capture | | Deploy Virtual Appliance | | Import | | | Actions V.l | Search the table...

Search
Select Name 2 Operating Syst... & Repository €3 Drescription €3
D %capturez Linuz image_repository Wirtual Appliance
I:‘ %cap‘ture' Linux image_repository Virtual Appliance
4 I
M4 pagel1ofl FH |1 » Selected: 1 Total: 1 Filtered: 1

Figure 3-89 VMControl Capture wizard: Capture complete
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22.The captured virtual appliance now must be deployed by using VMControl on Flex System
Manager. Click Deploy Virtual Appliance. A new wizard starts with a Welcome page, as

shown in Figure 3-90. Click Next.

Deploy Virt...

[4]

--- Select Action ---

Deploy Virtual Appliance 4

= Welcome

Welcome

Welcome to the Deploy Virtual Appliance wizard.

Use this wizard to deploy virtual appliance "capture2" to a server.
':'E':'Learn muore about deploying virtual appliances

*ou are guided through the following tasks:
* Specifying a target for the selected virtual appliance

Show this Welcome page next time.

* (Dptional) Customizing settings on the virtual appliance before deploying

< Back

Next =

Finish Cancel

Figure 3-90 Deploy Virtual Appliance wizard: Welcome

Chapter 3. Migrating operating system images

133



23.1n the Target window, choose Deploy to a new virtual server on the following, as
shown in Figure 3-91. Select the target system in the pool list. Click Next.

E --- Select Action ---

Deploy Virt...
Target
¥ Welcome
= Target Select the location where you want to deploy the virtual appliance.
Summary
¥ou can deploy the virtual appliance to create a new virtual server on an existing host system or system pool.
Or, you can deploy the virtual appliance to an existing virtual server.
@ Deploy to 8 new virtual server on the following:
| Actions v| | Search the table... Search
Select Name % | State % | IP Addres... % | Installed ... % | Descripti
(@] E IBM 8853L3A S9HET12 Unknown 9.125.90.234,... 9.125.90.234
E IBM 797131A 9984191 Unknown 9.125.90.194,... 9.125.90.1594
N 1 P
H4 pagelofl FH |1 » Selected: 1 Total: 2 Filtered: 2
] Deploy to an existing virtual server:
Actions ™ Search the table...
Select ame % | State & | IP Addres % | Installed % | Descripd
sused Stopped rtual £
apturel_tolS54 Started rtual £
P }
Page 1 of 1 i Selected: 0 Total: 3 Filterad: 3
MNote: When deploying to 8 server system pool, the server system pool must identify the host where the virtual
appliance will be deployed. This process might take a few minutes to complete.

| < Back | | Mext > | Finish | Cancel

Figure 3-91 Deploy Virtual Appliance wizard: Target

24.In the Name window, enter the name for the workload (virtual machine), as shown in
Figure 3-92. Click Next.

Deploy Virtual Appliance -

Name

v Welcome

 Target Specify a name for the wvirtual server that you want to deploy.
v  Workload Name

= #Type the name of the virtual server that you want to create.

capture2_vsBe048

: < Back | | Next =

Summary

Figure 3-92 Deploy Virtual Appliance wizard: Name
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25.1n the Storage Mapping window, assign the storage pool for the virtual disks when the
virtual appliance is deployed, as shown in Figure 3-93. A storage pool must be defined for
the target host before running the deployment operation.

]' Deploy Virt... % [4] - Select Action -—- -

Deploy Virtual Appliance

Storage Mapping

v Welcome
 Targat Specify how to assign the storage for the virtual disks when you deploy the virtual applianca.
v Workload Name

T Ensure each disk in the table is assigned to =ither a storage volume or storage pocl. Te assign & disk to = storage
v lame volume, select a single disk. You can select multiple disks to assign to a storage pool.

Storage If ane ar more available storage locations were found, then a suggested storage pool has been assigned by default for
Mapping aach disk. If the dafault assignment{s) are adequate, you can just click Next to continue with the wizard.
Metwork Mapping l:?:lLearn more about storage mapping for deploying to a new virtual server
roduct Storage Mapping
Summar f o ) f )
Assign to Storage Volume... | | Assign to Storage Pool... | | | Actions ¥ | | Search the table... Search
Select Disk Required by Virtual ... # | Assigned Storage & | Size (MB) & | Image & &
@) disk1 images (Local-Shared Storage Pool) 6,000 True
4 3
M4 pageaiofl FH |1 » Selacted: 1 Total: 1 Filtered: 1

i < Back | | Mext =

Figure 3-93 Deploy Virtual Appliance wizard: Storage Mapping

26.In the Network Mapping window, select the network configuration for the new virtual
server, as shown in Figure 3-94.

Deploy Virt... E --- Select Action --- -l

Deploy Virtual Appliance

=0
Network Mapping
" Welcome
o Target Select a virtual network for each network defined for the appliance.
v Workload Name The following networks will be assigned for this virtual server.
«  MName Network Mapping
‘/ Storage Mapping i )
Actionz ¥ | | Search the table... Search
= Network -_—
Mapping “ - ~ - ; ~ ~
VA Network Name * | Description % | Assigned Virtual LAN on Host | MAC Address 2
FozErE Network adapter 0 on Discovered-... Network adapter ... Discowvered-br0-0 - Auto set
Summary 7| 3
H4 pPageiofi bH |1 L Total: 1 Filtered: 1
< Back | | Next >

Figure 3-94 Deploy Virtual Appliance wizard: Network Mapping
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27.In the Product window, enter the OS configuration for the new virtual server, as shown in
Figure 3-95. Click Next.

Deploy Virt... %

E -

Deploy Virtual Appliance

v Welcome
v Target

Product

Specify the product settings you want to use when you deploy the virtual sppliance.

AN

Workload Name
v’ lame
v Storage Mapping
" Network Mapping
= Product

General System Product Section

Time zone setting for the virtual system
System Level Networking

Short host name for the system.

DNS domain name for the systam.

1P addresses of DNS servers for system.

Default IPv4 gatevay.

Internet Protocol Version 4

Static IP address for the network adapter "Network adapter 0 on Discovered-bro-0".
Static network mask for network adapter "Network adapter 0 on Discovered-bro-0".
Use DHCP for network adapter "Network adapter 0 on Discovered-br0-0".

Internet Protocol Version 6

Static IP address for the network adapter "Network adapter 0 on Discovered-brO-0".

Static default gateway for network adapter "Network sdapter 0 on Discoverad-br0-0".

Use IPvE stateless address autoconfiguration for network adapter "Network adapter 0 on
Discoverad-br0-0".

Deployment use

America/New_York

capture2-vs86048

255.255.255.0

False [«

False [+]

The adapter order for network adapter "Network adapter 0 on Discovered-bro-0". o
The MAC address for network adapter "Network adapter 0 on Discovered-br0-0".
Remove I50 Product Saction
Remove IS0 after customization (requires shutdown) True
Figure 3-95 Deploy Virtual Appliance wizard: Product
28.1n the Summary window, review the summary information of the deployment, as shown in

Figure 3-96. Click Finish. You see the newly created job.

Deploy Virt... X%

E --- Salect Action ---

« Welcome

" Target

Workload Name
Name

Storage Mapping

AN NN

Netwaork Mapping
" Product

= Summary

Summary

You are now ready to deploy the virtual appliance.

Deployment details:
Wirtual appliance to deploy:
Target sarver or system pool:

Warkload Name

Storage Mapping:
Disk Required by Virtual Appliance disk1

Name: capture2_wvs86048

Assigned Storage

Size (MB)

Image

S S

Click Finish to deploy the virtual appliance.

capturez :

IBM 797121A 99B4191 E|

deploy-workload bl

images (Local-Shared

Storage Pool)

6000

Yas il
< Back Next =

| Finish | | Cancel

Figure 3-96 Deploy Virtual Appliance wizard: Summary
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29.Click Run Now to start the job. Click OK.

30.After the job is complete, you see that the virtual server was migrated to the KVM-based
target machine.

3.3 Conclusion

Migration is a complex topic, the details of which cannot be covered in a single paper.

Users must understand the real migration environment and determine the specific solution.
The examples in this paper are a good start to understanding more about the overall
migration process. By following the guidelines in this document with a thorough
understanding of the IT environment, you can conduct a successful migration.
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Abbreviations and acronyms

ACPI Advanced control and power RAID Redundant array of independent
interface disks

AMM Advanced Management Module RAM Random access memory

ATS Advanced Technical Support RDP Remote Desktop Protocol

BIOS Basic input output system RHEL Red Hat Enterprise Linux

CcDh Compact disk RSS Receive-side scaling

CIM Common Information Model SAN Storage area network

CMM Chassis Management Module SAS Serial Attached SCSI

CPU Central processing unit SCVMM System Center Virtual Machine

CSTL China Systems & Technology Labs Manager

DHCP Dynamic Host Configuration SLES SUSE Linux Enterprise Server
Protocol TOR Top of rack

DVD Digital Video Disc UEFI Unified Extensible Firmware

FC Fibre Channel Interface

FDR Fourteen data rate URL Uniform Resource Locator

FSM Flex System Manager usB Universal serial bus

GB Gigabyte VHD Virtual hard disk

GUI Graphical user interface VLAN Virtual LAN

HBA Host bus adapter VM Virtual machine

HDD Hard disk drive VMDK Virtual machine disk

/o input/Output VMM Virtual Machine Manager

IBM International Business Machines VSMT Virtual Server Migration Toolkit

ID Identifier VT Virtualization Technology

M Instant messaging WwMI Windows Mgnagement

Instrumentation

IOM I/O Module

IP Internet Protocol

IT Information technology

ITSO International Technical Support
Organization

KVM Keyboard video mouse

LUN Logical unit number

MAC Media access control

MB Megabyte

MM Management Module

NFS Network file system

NIC Network interface card

(0)3] Operating system

OVF Open Virtualization Format

PC Personal computer

PNG Portable Network Graphics

POST Power-on self test
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this paper.

Lenovo Press publications

The following Lenovo Press publications provide additional information about the topic in this
document.

>

>

»

»

>

Flex System Products and Technology, SG24-8255
Flex System Enterprise Chassis, TIPS0863

IBM Flex System Manager, TIPS0862

Flex System x240 Compute Node (E5-2600), TIPS0860
Flex System x220 Compute Node, TIPS0885

Other publications and online resources

These publications and websites are also relevant as further information sources:

The following websites also are relevant as additional information sources:

»

Advanced Management Module User’s Guide
http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5073887
Lenovo Customized images for VMware ESXi and vSphere
http://ibm.com/systems/x/os/vmware/esxi/index.htm]

IBM DS Storage Manager
http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5077693
Flex System Information Center
http://publib.boulder.ibm.com/infocenter/flexsys/information/index.jsp
ServerGuide
http://ibm.com/support/entry/portal/docdisplay?Indocid=SERV-GUIDE
ServerProven
http://ibm.com/systems/info/x86servers/serverproven/compat/us
MegaRAID Storage Manager
http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5077712
ServerGuide Scripting Toolkit
http://ibm.com/support/entry/portal/docdisplay?Indocid=SERV-TOOLKIT
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