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Abstract

Ensuring that business-critical data is available when needed is an ever-growing need in IT. 
Your systems must store massive amounts of data quickly and retrieve it efficiently. 
Simultaneously, you must use new technologies that can improve efficiency and take 
advantage of these technologies within limited budgets.

One measure of growing efficiency in recent years is CPU processing power, which far 
exceeds growth in disk input/output (I/O). For this reason, disk I/O is often the reason for 
bottlenecks in high-performance applications. 

The combination of the eXFlash™ unit and the S3700 MLC Enterprise or S3500 MLC 
Enterprise Value 1.8-inch solid-state drives (SSDs) can help to close the performance gap 
between CPU compute power and storage I/O, providing cost-optimized performance for 
different types of storage-intensive applications.

This paper discusses server performance imbalance that can be found in typical application 
environments, and how to address this issue with the S3700 or S3500 SSD technology that 
can be utilized in the eXFlash solution to provide required levels of performance and 
availability for the storage-intensive applications.

At Lenovo® Press, we bring together experts to produce technical publications around topics 
of importance to you, providing information and best practices for using Lenovo products and 
solutions to solve IT challenges. 

See a list of our most recent publications at the Lenovo Press web site:

http://lenovopress.com 
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Executive summary

Currently, the processor, memory, and I/O subsystem are well balanced and virtually not 
considered as performance bottlenecks in the majority of systems. The major source of 
performance issues is related to the storage I/O activity because of the speed of traditional 
hard disk drive (HDD)-based storage systems that still does not match the processing 
capabilities of the servers.

This can lead to a situation when a powerful processor sits idle waiting for the storage I/O 
requests to complete, therefore wasting its time, which negatively affects user productivity, 
extends the return on investment (ROI) time frame, and increases overall total cost of 
ownership (TCO).

The eXFlash offering can help to address the issues described above by combining 
innovative high-density design of the drive cages and the performance-optimized storage 
controllers with the reliable high-speed solid-state drive technology. This allows eXFlash to 
significantly decrease storage I/O response time to match the processing power of the server 
CPUs without a need to deploy high-performance external storage system.

eXFlash, combined with the S3700 MLC Enterprise SSDs, can help to achieve:

� Cost-optimized performance and efficiency for read-intensive and write-intensive 
enterprise applications, such as databases, corporate email and collaboration, and 
actively connected users (Web 2.0)

� Over 200,000 input/output operations per second (IOPS) (RAID-5, 4 KB blocks, online 
transaction processing (OLTP) workload) for each eXFlash unit

� Sustainability to heavy write operations with the endurance that allows a single SSD to be 
fully rewritten up to ten times a day during the five-year lifetime expectancy

� Higher reliability and availability of internal storage due to absence of moving parts

� Shorten ROI time frame and decrease overall TCO with the efficient usage of server 
resources and lower power, cooling, and management costs

eXFlash, combined with the S3500 MLC Enterprise Value SSDs, can help to achieve:

� Cost-optimized performance and efficiency for read-intensive enterprise applications, 
such as web serving, content delivery, streaming video, and big data

� Up to 4 GBps of sustained read throughput for each eXFlash unit

� Higher reliability and availability of internal storage due to absence of moving parts

� Shorten ROI time frame and decrease overall TCO with the efficient utilization of server 
resources and lower power, cooling, and management costs

Server performance

Currently, the processor, memory, and I/O subsystem are well balanced and virtually not 
considered as performance bottlenecks in the majority of systems. The major source of 
performance issues is related to the storage I/O activity because of the speed of traditional 
HDD-based storage systems that still does not match the processing capabilities of the 
servers. As an example, we describe the typical behavior of the OLTP database system.
© Copyright Lenovo 2016. All rights reserved. 3



For database systems, a delicate balance exists between CPU processing power and the I/O 
throughput needed from the disk. Other factors are involved, such as memory. However, 
when you add more CPU processing power, you limit I/O because the processor waits for I/O 
throughput from the disk to proceed to the next instruction. As you add more to your I/O 
system, the system becomes CPU starved, as depicted in Figure 1. 

Figure 1   Correlation between CPU processing capacity and I/O throughput

Even a well-tuned database can still experience a substantial I/O wait time. During the time 
slice depicted in Figure 2, the processor waits at least half of the time for the I/O operations to 
be processed1. If the I/O response time decreases, minimizing processor wait time, the 
application can process many more operations.

Figure 2   Percent of CPU time spent in I/O Wait compared with Sys % and App % times

The gap between CPU processing power and I/O rates rapidly increased over the last 10 
years. This gap is a problem for fast processors that must wait for data to be moved off disks 
and into memory, and the gap continues to widen. 

1  Here, the I/O Wait % is the time spent waiting for data from the storage system. App % is the time spent running 
user instructions in a program. System % is time spent managing database locks, shared memory, context 
switches in memory, and other elements, in support of user programs. See IBM Information on Demand 2010 by 
Mike Barton and David Lebutsch, May 2010.
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To increase HDD storage access speed, different caching technologies are implemented. 
Despite the size of the stored dataset itself, only a portion of its data is actively used during 
normal operations at certain time intervals. The data caching algorithms ensure that the most 
demanding data (most frequently used) is always kept as close to the application as possible 
to provide the fastest response time to it.

Caching exists at different levels. Storage controllers use fast dynamic random access 
memory (DRAM) cache to keep the most frequently used data from disks. However, the 
cache size in normally limited to several GBs. Operating systems and certain applications 
keep their own disk cache in the fast system memory, but the cost per GB of RAM storage is 
very high.

With the introduction of the SSDs, there is an opportunity to dramatically increase the 
performance of the disk-based storage to match the capabilities of other server subsystems, 
while keeping costs optimized because the SSDs have lower cost per GB ratio compared to 
DRAM memory, and lower latency compared to traditional hard drives. This scenario is 
illustrated in Figure 3.

Figure 3   Cost per gigabyte and latency for RAM, SSD, and HDD

SSDs can help fill the gap between processing power and storage I/O. They can help ensure 
that critical data is moved to the processor or memory much more quickly. SSDs reduce I/O 
wait time by initiating and completing data operations much more quickly than spinning hard 
disks. For the highest level of performance, the goal is to keep the processor busy by 
reducing wait time and spending more time in running operations.

An SSD stores data by using flash memory, which is known as solid-state Negated AND, or  
NOT AND (NAND) technology, instead of spinning disks within HDDs. NAND-based memory 
retains its memory even when the power is cut off. Additionally, NAND-based memory 
provides much faster access time, latency, and throughput. SSDs use the same interfaces 
that HDDs use. Therefore, you can easily replace HDDs with SSDs.

In general, there are two key types of storage applications based on workload they generate:

� I/O-intensive applications require the storage system to process as many hosts' read and 
write requests (or I/O requests) per second as possible given the average I/O request size 
used by this application, typically 8 - 16 KB. This behavior is most common for OLTP 
databases.

RAM SSD HDD

High Medium Low

Cost per gigabyte

Latency

Low Medium High
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� Throughput-intensive applications require the storage system to transfer to or from hosts 
as many gigabytes of information per second as possible, and they typically use an I/O 
request size of 64 - 128 KB. These characteristics are commonly inherent to file servers, 
multimedia streaming, and backup. 

Therefore, there are two key performance metrics to evaluate storage system performance: 
input/output requests per second (IOPS) and throughput (measured in MBps or GBps), 
depending on application workload.

Another important factor to take into account is the response time (or latency), or how much 
time does the application spend waiting for the response from the storage system after 
submitting a particular I/O request. In other words, response time is the amount of time 
required by the storage system to complete an I/O request. Response time has a direct 
impact on the productivity of users who work with the application, such as how long it takes to 
get the requested information, and on the application itself. For example, a slow response to 
the database write requests might cause multiple record locks and further performance 
degradation of the application.

Key factors affecting the response time of the storage system itself include, how quickly 
required data can be located on the media (seek time), and how quickly they can be read 
from or written to the media. That is, response time also depends on the size of the I/O 
request (reading or writing more data normally takes more time).

In addition, the majority of applications generate many storage I/O requests at the same time, 
and these requests might spend some time in the queue if they cannot be immediately 
handled by the storage system. The number of I/O requests that can be concurrently sent to 
the storage system for the execution is called queue depth. This represents the service 
queue; that is, the queue of requests that is currently being processed by the storage system. 
If the number of outgoing I/O requests outreaches the parallel processing capabilities of the 
storage system (I/O queue depth), the requests are put into the wait queue, and then moved 
to the service queue when a spot becomes available. This also affects the overall response 
time.

From the traditional spinning HDD perspective, improvement of its latency is limited by 
mechanical design. Despite the increase in rotational speed of the disk plate and density of 
stored data, the response time of the HDD is still several milliseconds, which effectively limit 
its maximum IOPS (for example, single 2.5-inch 15 K rpm SAS HDD is capable of ~300 
IOPS).

With the SSD-based eXFlash, the latency is measured in dozens of microseconds (or almost 
100 times lower than for the hard drives), which in turn leads to more than 200,000 IOPS in a 
RAID-5 configuration for a single eXFlash unit. Higher IOPS capabilities also mean higher 
queue depth and therefore, better response time for almost all types of storage I/O-intensive 
applications.

In other words, if the application is multi-user, heavy loaded, and has access storage with 
random I/O requests of a small size, this application is a very good candidate to consider 
putting its entire data set or part of it on eXFlash. Vice versa, if an application transfers large 
amounts of data, such as backups or archiving, eXFlash might not provide any advantage 
because the limiting factor will be the bandwidth of SSD interface.
6 eXFlash and S3700 Enterprise SSDs: Technology Overview



The knowledge of how the application accesses data, such as read-intensive or 
write-intensive, and random data access or sequential data access, helps to implement the 
most cost-efficient storage that meets required service level agreement (SLA) parameters. 
Table 1 summarizes typical application workload patterns that are suitable for eXFlash-based 
deployments in multi-user environments, depending on application type.

Table 1   Typical application workload patterns

There are two types of SSDs that can be used with eXFlash: Enterprise SSDs and Enterprise 
Value SSDs. Although both Enterprise SSDs and Enterprise Value SSDs typically have 
similar read IOPS characteristics, the key difference between them is their write IOPS 
performance and their endurance (or life expectancy).

SSDs have a huge, but finite number of program/erase (P/E) cycles, which affect how long 
they can perform write operations and thus their life expectancy. Enterprise SSDs have 
significantly better endurance but a higher cost/IOPS ratio compared to Enterprise Value 
SSDs. SSD write endurance is typically measured by the number of program/erase cycles 
that the drive can incur over its lifetime, which is listed as TBW (Total Bytes Written) in the 
device specification.

Because of such behavior by Enterprise Value solid-state drives, careful planning must be 
done to use them only in read-intensive environments to ensure that the TBW of the drive will 
not be exceeded before the required life expectancy.

In other words, for an optimal cost/IOPS ratio, you should use Enterprise SSDs for 
write-intensive workloads, and Enterprise Value SSDs for read-intensive workloads, as 
shown in Table 2.

Table 2   Application workload by SSD type

Workload type →
↓ Application type

Read
intensive

Write
intensive

I/O
intensive

Throughput
intensive

Random
access

Sequential
access

Good for 
eXFlash

OLTP database Yes Yes Yes Yes Yes

Data warehouse Yes Yes Yes Yes

E-mail server Yes Yes Yes Yes Yes

Medical imaging Yes Yes Yes Yes

Video on demand Yes Yes Yes Yes

Web/Internet Yes Yes Yes Yes

Web 2.0 Yes Yes Yes Yes Yes

SSD type →
↓ Application type

Enterprise Enterprise Value Good for 
eXFlash

OLTP database Yes Yes

Data warehouse Yes Yes

E-mail server Yes Yes

Medical imaging Yes Yes

Video on demand Yes Yes

Web/Internet Yes Yes

Web 2.0 Yes Yes
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Typical eXFlash usage scenarios include:

� High-speed read cache in a local or SAN-based storage environment
� Temporary local storage space for mid-tier applications and databases
� Main (Tier 0) local data storage in a single server environment or in a distributed scale-out 

environment with local-only storage or mixed local and SAN-based storage

eXFlash technology

eXFlash technology is a server-based high performance internal storage solution, which is 
based on SSDs and performance-optimized disk controllers (both Redundant Array of 
Independent Disks (RAID) and non-RAID).

A single eXFlash unit accommodates up to eight hot-swap SSDs, and can be connected to up 
to two performance-optimized controllers. eXFlash is supported on System x3690 X5, x3850 
X5, x3950 X5, x3750 M4, and x3650 M4 servers. 

Figure 4 shows an eXFlash unit, with the status lights assembly on the left side.

Figure 4   eXFlash unit

Each eXFlash unit can accommodate up to eight 1.8-inch hot-swap front-accessible SSDs, 
and it occupies four 2.5-inch SAS hard disk drive bays. You can install the following number 
of eXFlash units:

� The x3850 X5 can have up to sixteen 1.8-inch SSDs with up to two eXFlash units (up to 
eight SSDs per eXFlash unit).

� The x3690 X5 can have up to twenty-four 1.8-inch SSDs with up to three eXFlash units 
(up to eight SSDs per eXFlash unit).

� The x3750 M4 and x3650 M4 can have up to thirty-two 1.8-inch SSDs with up to four 
eXFlash units (up to eight SSDs per eXFlash unit).

In theory, the OLTP I/O performance of the single eXFlash unit combined with the S3700 
MLC Enterprise SSDs configured in a RAID-5 array, is equivalent to the storage system 
consisting of more than 1000 traditional spinning HDDs. Besides HDDs themselves, building 
such a massive I/O-intensive high-performance storage system requires external deployment 
with many additional infrastructure components including host bus adapters (HBAs), 
switches, storage controllers, disk expansion enclosures, and cables. Consequently, this 
leads to more capital expenses, floor space, electrical power requirements, and operation 
and support costs. Because eXFlash is based on internal server storage, it does not require 
all those components discussed above, and helps to eliminate additional expenses and 
environmental requirements.

Status lights

Solid-state drives 
(SSDs)
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In summary, the eXFlash solution with the S3700 or S3500 SSDs can provide the following 
benefits:

� Significantly lower implementation costs of high performance I/O-intensive storage 
systems with the best cost per IOPS ratio

� Significantly higher performance and better response time of storage-intensive 
applications with up to ten times less response time

� Significant savings in power and cooling with high performance per watt ratio 

� Significant savings in floor space with extreme performance per unit of the rack space 
ratio

� Simplified management and maintenance with internal server-based configurations (no 
external power and information infrastructure needed)

eXFlash is optimized for a heavy mix of random read and write operations, such as 
transaction processing, data mining, business intelligence, and decision support, and other 
random I/O-intensive applications. In addition to its superior performance, eXFlash offers 
superior uptime with three times the reliability of mechanical disk drives. SSDs have no 
moving parts to fail. They use Enterprise Wear-Leveling to extend their use even longer.

In environments where RAID protection is required, that is, eXFlash is used as a master data 
storage, use a RAID controller with the Performance Accelerator key enabled to ensure the 
peak IOPS can be reached.

The main advantage of M5014, M5015, M5016, and M5110 with Performance Key controllers 
for SSDs is a Cut Through I/O (CTIO) feature enabled. CTIO optimizes highly random read 
and write I/O operations for small data blocks to support the high IOPS capabilities of SSD 
drives and to ensure the fastest response time to the application. For example, enabling 
CTIO on a RAID controller with SSDs allows you to achieve up to two times more IOPS 
compared to the controller with the CTIO feature disabled.

In a non-RAID environment where eXFlash can be used as a high-speed read cache, use the 
6 Gb Performance Optimized HBA to ensure that maximum random I/O read performance is 
achieved. Only one 6 Gb SSD HBA is supported per single SSD backplane.

It is possible to mix RAID and non-RAID environments; however, the maximum number of 
disk controllers that can be used with all SSD backplanes in a single system is four.

eXFlash requires the following components:

� eXFlash hot-swap SAS SSD backplane
� 1.8-inch solid-state drives (SSDs)
� Supported disk controllers

S3700 SATA MLC Enterprise SSDs for System x

The S3700 MLC Enterprise solid-state drives represent next generation enterprise-grade 
SSD technology that is based on a 25 nm High Endurance Technology (HET) MLC NAND 
flash. These drives provide robust endurance: one drive can be fully rewritten up to ten times 
per day. This makes these drives particularly suitable for heavy-loaded write-intensive 
application environments such as databases, corporate email, Web 2.0, and others.

Note: A single eXFlash unit requires a dedicated controller (or two controllers). When used 
with eXFlash, these controllers cannot be connected to the HDD backplanes.
  9



The S3700 MLC SATA Enterprise SSD is shown in Figure 5.

Figure 5   S3700 SATA MLC Enterprise SSD (2.5 inch shown)

S3700 MLC Enterprise SSDs are available in 1.8-inch and 2.5-inch form factors. However, 
eXFlash supports 1.8-inch SSDs only; therefore, we discuss only 1.8-inch SSDs in this 
publication.

S3700 MLC Enterprise SSDs have the following key features:

� Fast and consistent performance

Deliver data at a breakneck pace, with consistently low latencies, and tight IOPS 
distribution, boosting CPU utilization.

� Stress-free protection

End-to-end data protection provides multiple secure checkpoints to catch any data errors, 
wherever they occur, including full data path protection, parity, cyclic redundancy check 
(CRC), memory error correction code (ECC), and logical block address (LBA) tag 
validation.

� High-endurance technology

Meet your most demanding needs with marathon-like write endurance of up to 7.3 PB 
TBW for 400 GB SSD. 

Table 3 summarizes specifications of S3700 SATA 1.8-inch MLC Enterprise SSDs.

Table 3   S3700 SATA 1.8-inch MLC Enterprise SSD specifications

Specification 200 GB 400 GB

Interface 6 Gbps SATA 6 Gbps SATA

Hot-swap drive Yes Yes

Form factor 1.8-inch 1.8-inch

Capacity 200 GB 400 GB

Endurance, TBW 3.65 PB 7.3 PB

IOPS reada 75,000 75,000

IOPS writea 29,000 36,000

Sequential read rateb 500 MBps 500 MBps

Sequential write rateb 365 MBps 460 MBps
10 eXFlash and S3700 Enterprise SSDs: Technology Overview



For more information, refer to the S3700 MLC Enterprise SSDs Product Guide, at the 
following website:

http://lenovopress.com/tips1014 

S3500 SATA MLC Enterprise Value SSDs for System x

The S3500 MLC Enterprise Value solid-state drives represent leading edge 20 nm MLC 
NAND flash technology. Unlike client solid-state drives, S3500 SATA MLC Enterprise Value 
SSDs are designed to operate 24 hours per day, 7 days per week (24x7). They are equipped 
with a robust suite of enterprise features, including specific, measurable, achievable, 
relevant, and timely (SMART) attributes; hot-plug support; high reliability; enhanced 
ruggedness; thermal throttling; and enhanced power loss protection. They also use full 
end-to-end data path protection to protect the integrity of the data that is transferred to and 
from the NAND flash memory or stored in the memory.

S3500 SATA MLC Enterprise Value SSDs provide outstanding IOPS/watt and cost/IOPS for 
read-intensive enterprise applications such as web serving, content delivery, streaming video, 
and big data.

The S3500 MLC SATA Enterprise Value SSD is shown in Figure 6.

Figure 6   S3500 SATA MLC Enterprise Value SSD (2.5 inch shown)

S3500 MLC Enterprise Value SSDs are available in 1.8-inch and 2.5-inch form factors; 
however, eXFlash supports 1.8-inch SSDs only. Therefore, we discuss only 1.8-inch SSDs in 
this publication.

Read latency 50 μs 50 μs

Write latency 65 μs 65 μs

Typical power 6 W 6 W

a. 4 KB block transfers
b. 128 KB block transfers

Specification 200 GB 400 GB
  11
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S3500 MLC Enterprise Value SSDs have the following key features:

� Fast and consistent performance

Deliver data at a breakneck pace, with consistently low latencies, and tight IOPS 
distribution, boosting CPU utilization.

� Stress-free protection

End-to-end data protection provides multiple secure checkpoints to catch any data errors, 
wherever they occur, including full data path protection, parity, CRC, memory ECC, and 
LBA tag validation.

Table 4 summarizes the specifications of S3500 SATA 1.8-inch MLC Enterprise Value SSDs.

Table 4   S3500 SATA 1.8-inch MLC Enterprise Value SSD specifications

For more information, refer to the S3500 MLC Enterprise Value SSDs Product Guide, found 
at the following website:

http://lenovopress.com/tips1067 

OLTP database deployment scenario

For illustration purposes, we describe how the eXFlash unit combined with S3700 MLC 
Enterprise SSDs could potentially perform in a typical online transaction processing (OLTP) 
database solution compared to the traditional HDD-based approach.

OLTP is a multi-user, memory-, CPU-, and storage I/O-intensive, random workload. It is 
characterized by many small read and write storage I/O requests (typically four or eight 
kilobytes and 70/30 read/write ratio) that are generated by transactions originated by multiple 
users. The transactions are relatively simple; however, every transaction can generate 
dozens of physical storage I/O requests depending on transaction type, application 
architecture, and business model used.

Specification 80 GB 240 GB 400 GB

Interface 6 Gbps SATA 6 Gbps SATA 6 Gbps SATA

Hot-swap drive Yes Yes Yes

Form factor 1.8-inch 1.8-inch 1.8-inch

Capacity 80 GB 240 GB 400 GB

Endurance, TBW 45 TB 140 TB 225 TB

IOPS reada

a. 4 KB block transfers

70,000 75,000 75,000

IOPS writea 7,000 7,500 11,000

Sequential read rateb

b. 128 KB block transfers

340 MBps 500 MBps 500 MBps

Sequential write rateb 100 MBps 260 MBps 380 MBps

Read latency 50 μs 50 μs 50 μs

Write latency 65 μs 65 μs 65 μs

Typical power 5 W 5 W 5 W
12 eXFlash and S3700 Enterprise SSDs: Technology Overview
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The key performance indicator of transactional systems is the response time because the 
client expects to get the requested product information or to place an order very quickly. If the 
expectations are not met, the chance that the client will go to the competitor is very high. 
Because of that, storage IOPS performance is considered as a very important factor to 
ensure that the response time goals are met, and to keep other system resources (CPU, 
memory) under good utilization and not waiting for the data.

Assume that we need 150,000 IOPS of storage I/O performance for our OLTP environment, 
and we use System x3850 X5™ as our database server. We evaluate two approaches: 
traditional with spinning HDDs, and eXFlash with S3700 MLC Enterprise SSDs.

For the purpose of our calculation, we assume the following parameters:

� OLTP workload (random 70/30 read/write operations mix), 4 KB block transfers, RAID-5 
array

� One eXFlash unit with eight S3700 MLC Enterprise SSDs is theoretically projected to 
deliver 235,000 IOPS under defined workload

� One traditional HDD is estimated to deliver 175 IOPS under defined workload

Figure 7 illustrates this scenario using two approaches: Achieving required IOPS with 
traditional HDDs, and with eXFlash.

Figure 7   eXFlash versus traditional HDDs: OLTP databases

x3850 X5
1x eXFlash

8x SSDs
235,000 IOPS

x3850 X5
36x EXP2524
864x HDDs

151,200 IOPS

eXFlash
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Using the traditional HDD-based approach, we need to deploy one x3850 X5 connected to 36 
IBM System Storage EXP2524 with 864 hard drives (24 drives per EXP2524 enclosure), by 
four ServeRAID™ M5120 SAS/SATA controllers.

With eXFlash and S3700 SSDs, which are capable of more than 200,000 IOPS for OLTP 
workloads, there is no need for external disk storage at all, because all I/O performance 
requirements are met internally. Although both configurations can handle 150,000 IOPS, an 
eXFlash-based configuration has a higher theoretical IOPS capacity of 235,000 IOPS, plus 
the ability to add a second eXFlash unit for a total of 470,000 IOPS. However, an HDD-based 
configuration has an absolute maximum of 151,200 IOPS for the given number of drives (this 
is the maximum configuration and cannot be scaled further). In addition, the response time of 
an eXFlash-based configuration is significantly better.

As you can see, eXFlash is able to significantly reduce power and cooling requirements, 
occupied rack space, management, and operational costs while providing better reliability 
and the same or better performance levels.

It is also important to mention that the increased system utilization potentially leads to fewer 
systems that need to be deployed, therefore, providing additional management and software 
licensing cost savings.

Table 5 summarizes characteristics of each scenario and highlights eXFlash advantages.

Table 5   Traditional HDDs versus eXFlash: OLTP workload scenario

To ensure that the high availability requirements are met in case of node failure, several 
techniques can be utilized depending on database vendor. Such techniques include:

Characteristic Traditional HDD eXFlash eXFlash advantage

Number of servers 1 1 Fewer components to acquire 
and maintain, higher reliability, 
server-based managementNumber of drives 864 8

Drive type 73 GB 15 K
2.5-in. SAS HDD

S3700 400 GB 
1.8-in. SATA 
SSD

Location External Internal

External enclosures 36 0

RAID controllers 4 1

External cables 36 0

Maximum IOPS capacity 151,200 235,000 Transparent performance scaling 
at no additional cost, significantly 
better cost per IOPS ratioUsed IOPS capacity 150,000 150,000

Raw storage capacity 63 TB 3.2 TB Significantly better storage space 
utilization, no wasted storage 
space, comparable cost per 
utilized GB ratio

Effective RAID capacity 58.7 TB 2.8 TB

Used capacity 2 TB 2 TB

Power consumption (unit 
of measurement)

kW W Significant savings in power and 
cooling costs, no external power 
infrastructure required

Rack U space 76U (2x racks) 4U No additional rack space 
required, smaller footprint
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� Log shipping
� Replication
� Database mirroring

The partitioning feature of many databases, for example, IBM DB2, can help to split the 
workload between several nodes therefore increasing overall performance, availability, and 
capacity.

If, for some reason, the entire database cannot be placed onto eXFlash, consider placing at 
least some of the data there. The areas to look at include:

� Log files
� Temporary table space
� Frequently-accessed tables
� Table partitions
� Indexes

Some databases like Oracle support extension of their own data buffers to the SSDs, which 
provides a significant cost-efficient performance increase.

There are more complex configurations, where tiered storage is implemented with both 
internal and external storage, and the data is moved between storage tiers based on defined 
policies. The data movement can be implemented manually using the available database 
tools (like DB2 Reorg utility, in DB2), or automatically, by using the respective storage 
management software, for example, IBM GPFS.

Video-on-demand deployment scenario

In a multi-user environment, video-on-demand is a read-intensive and throughput-intensive 
random workload, where every user receives their own data stream watching different 
content or even the same content with some delay (for example, a recently published new 
movie). This requires faster response time to ensure a better user experience and smoother 
video playback. In general, video streaming applications use larger I/O blocks (64 KB or 
more) to interact with the storage system.

Consider the following scenario. A provider of on-demand video content needs to support up 
to 20,000 active users, and they watch 2,000 videos simultaneously (that is, one video is 
simultaneously watched by 10 active users, on average). The provider uses High Definition 
(HD) video that requires about 8 Mbps or 1 MBps per stream, and the average movie size is  
5 GB.

Assume that a single System x3690 X5 server used in this scenario is capable of handling 
4,000 simultaneous video streams. Therefore, we need five servers to support our projected 
workload. The total throughput for 4,000 concurrent streams is 4 GBps per server, and each 
server stores 400 videos, which requires 2 TB of storage space.

Based on Table 2 on page 7, we selected S3500 Enterprise Value SSDs for our workload.

For our calculation, we assume the following parameters:

� One eXFlash unit with eight S3500 MLC Enterprise SSDs is theoretically projected to 
deliver up to 4 GBps throughput under random read workload

� One EXP2524 with 24 traditional HDDs is estimated to deliver up to 1 GBps throughput 
under random read workload
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Figure 8 illustrates this scenario using two approaches: Achieving required throughput with 
traditional HDDs, and with eXFlash.

Figure 8   eXFlash versus traditional HDDs: video-on-demand

With the traditional HDD scenario, to achieve such a throughput of 4 GBps per server with 
random I/O reads, we need about 96x 73 GB 15 K rpm SAS HDDs in four EXP2524 external 
storage expansion units per server for a total of 480 HDDs and 20 EXP2524 units. With the 
eXFlash scenario, we need one eXFlash unit with eight S3500 Enterprise Value SSDs per 
server to meet the capacity and throughput requirements.

5x x3690 X5
5x eXFlash
40x SSDs
20 GBps

5x x3690 X5
20x EXP2524
480x HDDs

20 GBps

eXFlash
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Table 6 summarizes characteristics of each scenario and highlights eXFlash advantages.

Table 6   Traditional HDDs versus eXFlash: video-on-demand workload scenario

Conclusion

The growth in CPU processing power far exceeds the growth in disk I/O. For this reason, disk 
I/O is the culprit in major bottlenecks in many high-performance applications. The  eXFlash 
with S3700 or S3500 solid-state drives makes it possible for you to eliminate I/O bottlenecks 
in storage-intensive enterprise workloads. Compared with HDDs, the eXFlash eliminates I/O 
bottlenecks at a much lower cost while maintaining the same level of performance, thus 
making it a more cost-effective workload-optimized system.

The eXFlash solution offers a dramatic increase in I/O throughput for storage-intensive 
enterprise workloads. For scalable servers, such as the System x3690 X5 or x3850 X5, 
adding eXFlash SSDs is a cost-effective way to add needed extra I/O throughput, rather than 
using multiple hard disks in the external storage systems.

Our sample deployment scenarios highlighted that the eXFlash with S3700 or S3500 
solid-state drives can be a feasible cost-optimized alternative to the traditional HDD-based 
storage architectures. These drives, combined with the eXFlash, can help achieve higher 
reliability and availability of the business critical data with faster access to it, lower acquisition 
costs with a fewer number of devices and components, shorten the return on investment 
(ROI) time frame, and decrease overall total cost of ownership (TCO) with the efficient 
utilization of server resources and lower power, cooling, and management costs.

Characteristic Traditional HDD eXFlash eXFlash advantage

Number OS servers 5 5 Fewer components to acquire 
and maintain, higher reliability, 
server-based managementNumber of drives 480 40

Drive type 73 GB 15 K
2.5-in. SAS HDD

S3500 400 GB
1.8-in. SATA 
SSD

Location External Internal

External enclosures 20 0

RAID controllers 10 5

External cables 20 0

Maximum throughput 20 GBps 20 GBps Same throughput with fewer 
components and better response 
timeUsed throughput 20 GBps 20 GBps

Raw storage capacity 35 TB 16 TB Significantly better storage space 
utilization, no wasted storage 
space, comparable cost per 
utilized GB ratio

Effective RAID capacity 31.2 TB 14 TB

Used capacity 10 TB 10 TB

Power consumption (unit 
of measurement)

kW W Significant savings in power and 
cooling costs, no external power 
infrastructure required

Rack U space 50U (2x racks) 10U No additional rack space 
required, smaller footprint
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