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Preface

Flex System™ is a next-generation blade platform that is ideally suited to data center
environments that require flexible, cost-effective, secure, and energy-efficient server
infrastructure.

This Lenovo® Press paper highlights the key features and capabilities of Flex System and
provides planning and deployment considerations on how Flex System can be integrated into
an existing BladeCenter® environment. Server, network, storage, and management
integration aspects also are described.

This paper is intended for those IT professionals who want to learn more about how to
integrate Flex System into an existing BladeCenter environment.
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Introduction to Flex System

Lenovo Flex System is a next-generation platform that is ideally suited to data center
environments that require flexible, cost-effective, secure, and energy-efficient server
infrastructure.

This chapter introduces Flex System and describes its key features, components, and 1/0
architecture. This chapter includes the following topics:

» 1.1, “Flex System overview” on page 2
» 1.2, “Flex System I/O architecture” on page 5
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1.1 Flex System overview

The innovative design features of the Flex System products make it possible to configure
integrated, customized, highly secure solutions. These solutions meet data center needs and
provide for flexible expansion capabilities. The scalable hardware features and the
unprecedented power and cooling capabilities of the Flex System components help optimize
hardware and power usage, minimize operational costs, and simplify the overall management
of the data center.

The following Flex System components are described in this section:

v

1.1.1, “Flex System Enterprise Chassis”
1.1.2, “Compute nodes” on page 3
1.1.3, “Expansion nodes” on page 4
1.1.4, “I/O modules” on page 4

vYyy

1.1.1 Flex System Enterprise Chassis

2

The Flex System Enterprise Chassis is the foundation of the Flex System offering, which
features 14 standard (half-width) Flex System form factor compute node bays in a 10U
chassis. This offering delivers high-performance connectivity for your integrated compute,
storage, networking, and management resources.

Up to a total of 28 independent servers can be accommodated in each Enterprise Chassis, if
high-density x222 compute nodes are deployed.

The chassis is designed to support multiple generations of technology. It also offers
independently scalable resource pools for higher usage and lower cost per workload.

With the ability to handle up 14 standard form factor nodes, the Enterprise Chassis provides
flexibility and tremendous compute capacity in a 10U package. Also, the rear of the chassis
accommodates four high-speed 1/O bays that can accommodate up to 40 GbE high-speed
networking, 16 Gb Fibre Channel, or 56 Gb InfiniBand. With interconnecting compute nodes,
networking, and storage through a high performance and scalable mid-plane, the Enterprise
Chassis can support the latest high speed networking technologies.

The ability to support the demands of tomorrow’s workloads is built in with a new I/O
architecture, which provides choice and flexibility in fabric and speed. With the ability to use
Ethernet, InfiniBand, Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), and iSCSI,
the Enterprise Chassis is uniquely positioned to meet the growing and future 1/0 needs of
large and small businesses.

Power and cooling resources are integrated into a chassis, and they are shared by compute,
storage, 1/0, and management components, which increases power and cooling efficiency.

Deploying Flex System in a BladeCenter Environment



Figure 1-1 shows Lenovo Flex System Enterprise Chassis.

Figure 1-1 Lenovo Flex System Enterprise Chassis

1.1.2 Compute nodes
Flex System offers compute nodes that vary in architecture, dimension, and capabilities.

Optimized for efficiency, density, performance, reliability, and security, the portfolio includes a
range of Intel Xeon based nodes that are designed to make full use of the full capabilities of
these processors that can be mixed within the same Enterprise Chassis.

The following Intel based nodes compute nodes are available, which range from two-socket to

eight-socket Intel processor families:

» Intel Xeon processor E5-2400 product family (x220 and x222 Compute Nodes)

» Intel Xeon processor E5-2600 v2 product families (x240 Compute Nodes)

» Intel Xeon processor E5-2600 v3 product family (x240 M5 Compute Nodes)

» Intel Xeon processor E5-2600 v2 product families (x440 Compute Nodes)

» Intel Xeon processor E7-8800 v2, E7-4800 v2, and E7-2800 v2 product families (x880 X6,
x480 X6, and x280 X6 Compute Nodes)

A standard form-factor Flex System x240 Compute Node is shown on the left in Figure 1-2. A
full-wide Flex System x440 Compute Node is shown on the right in Figure 1-2.

x240 Compute Node X440 Compute Node

Figure 1-2 Flex System x240 (left) and x440 (right) Compute Nodes
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The nodes are complemented with leadership 1/O capabilities of up to 16 channels of
high-speed I/O lanes per standard node bay and 32 lanes per full wide node. Various I/O
adapters and matching I/0O modules are available.

1.1.3 Expansion nodes

Expansion nodes can be attached to certain standard form factor (half-width) Flex System
compute nodes, which allows the expansion of the nodes’ capabilities with locally attached
storage or PCle adapters.

The Flex System Storage Expansion Node provides locally attached disk expansion to the
x240 and x220. SAS and SATA disk are supported.

With the attachment of the Flex System PCle Expansion Node, an x220 or x240 can have up
to four PCle adapters attached. High performance GPUs can also be installed within the PCle
Expansion Node from companies, such as Intel and NVIDIA.

Figure 1-3 shows the x240 Compute Node with the PCle Expansion Unit (left) and the
Storage Expansion Unit (right) attached.

x240 with PCle Expansion Unit x240 with Storage Expansion Unit

Figure 1-3 x240 with PCle Expansion Unit (left) or Storage Expansion Unit (right)

1.1.4 1/0 modules

4

The range of available modules and switches to support key network protocols can be used to
configure Flex System to fit in your infrastructure. However, you can do so without sacrificing
the ability to be ready for the future. The networking resources in Flex System are
standards-based, flexible, and fully integrated into the system. This combination gives you
no-compromise networking for your solution. Network resources are virtualized and managed
by workload. These capabilities are automated and optimized to make your network more
reliable and simpler to manage.

Flex System gives you the following key networking capabilities:

» Supports the networking infrastructure that you have today, including Ethernet, FC, FCoE,
iISCSI, and InfiniBand.

» Offers industry-leading performance with 1 Gb, 10 Gb, and 40 Gb Ethernet, 8 Gb and
16 Gb Fibre Channel, and QDR and FDR InfiniBand.

» Provides pay-as-you-grow scalability so you can add ports and bandwidth, when needed.

Networking in data centers is undergoing a transition from a discrete traditional model to a
more flexible, optimized model. The network architecture in Flex System addresses the key
challenges that customers are facing today in their data centers. The key focus areas of the
network architecture on this platform are unified network management, optimized and
automated network virtualization, and simplified network infrastructure.

Deploying Flex System in a BladeCenter Environment



Providing innovation, leadership, and choice in the /O module portfolio uniquely positions
Flex System to provide meaningful solutions to address customer needs.

As an example of the I/O module, the Flex System Fabric EN4093R 10Gb Scalable Switch is
shown in Figure 1-4.

Figure 1-4 Lenovo Flex System Fabric EN4093R 10Gb Scalable Switch

1.2 Flex System I/O architecture

The I/0 architecture of the Flex System Enterprise Chassis includes an array of connectivity
options for server nodes that are installed in the enclosure. Users can decide to use a local
switching model that provides superior performance, cable reduction, and a rich feature set.
The pass-through technology also can be used, which allows all network switching decisions
to be made external to the Enterprise Chassis.

By far, the most versatile option is to use modules that provide local switching capabilities and
advanced features that are fully integrated into the operation and management of the
Enterprise Chassis.

From a physical /O module bay perspective, the Enterprise Chassis has four I/O bays in the
rear of the chassis. The physical layout of these I/O module bays is shown in Figure 1-5.

1/0 module 1/0 module 1/0 module 1/0 module
bay 1 bay 3 bay 2 bay 4
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Figure 1-5 Rear view of the Enterprise Chassis showing I/O module bays
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6

If a node has a two-port integrated LAN on Motherboard (LOM) as standard, modules 1 and 2
are connected to this LOM. If an I/O adapter is installed in the node’s I/O expansion slot 1,
modules 1 and 2 are connected to this adapter.

Modules 3 and 4 connect to the I/O adapter that is installed in the I/O expansion slot 2 on the
node.

These I/0 modules provide external connectivity and connect internally to each of the nodes
within the chassis. They can be Switch or Pass-thru modules, with a potential to support other
types in the future.

From a midplane wiring perspective, the Enterprise Chassis provides 16 lanes out of each
half-wide node bay (toward the rear I/O bays) with each lane capable of 16 Gbps or higher
speeds. How these lanes are used is a function of which adapters are installed in a node,
which 1/0 module is installed in the rear, and which port licenses are enabled on the

I/O module.

How the midplane lanes connect between the node bays upfront and the 1/O bays in the rear
is shown in Figure 1-6.

N\ i
/ : Port bank 1 (14 ports) |
= 1
S T Port bank 2 (14 ports) |
8 ! Port bank 3 (14 ports) | /O B2V
ToLOMor | § i Port bank 4 (Future) |
O 1
e ! Port bank 1 (14 ports) |
® 1
£ : Port bank 2 (14 ports) |
£ ! Bort bank 3 (14 ports) ] 'O B2y 2
i Port bank 4 (Future) |
—— I
Node Bay 1 H
R : Port bank 1 (14 ports) |
= 1
S T Port bank 2 (14 ports) |
8 ! Bort bank 3 (14 ports) ] 'O B2y 3
To Adapter2 | < - Port bank 4 (Future) |
&) 1
g ; Port bank 1 (14 ports) |
[0 1
£ : Port bank 2 (14 ports) |
£ ! Bort bank 3 (14 ports) ] 'O BaY 4
i Port bank 4 (Future) |
7 1
\ Midplane

Figure 1-6 A total of 16 lanes of a single half-wide node bay toward the I/O bays

Currently available I/O modules offer one, two, or three banks of 14 internal compute
node-facing ports. Each port bank corresponds to a certain port of the adapter that is installed
in the compute node. For example, if a node were installed with only the dual port LOM
adapter, only two of the 16 lanes are used (one to each of the port banks 1 of the I/O modules
that are installed in I/0O bays 1 and 2), as shown in Figure 1-7.
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N

To LOM or
Adapter 1

Node Bay 1

To Adapter 2

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 1

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Interface Connector

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 2

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 3

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Interface Connector

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 4

Midplane

Figure 1-7 Dual port LOM connecting to ports on I/O bays 1 and 2 (all other lanes unused)

If a node was installed with a quad port adapter, four of the 16 lanes are used (one to each of
the port banks 1 and 2 of the 1/0O modules that are installed in I/O bays 1 and 2), as shown in
Figure 1-8.

-

N

To LOM or
Adapter 1

Node Bay 1

To Adapter 2

Y

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 1

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Interface Connector

Port bank 3 (14 ports)

[

]

Port bank 4 (Future)

I/O Bay 2

Port bank 1 (14 ports)

|

Port bank 2 (14 ports)

Port bank 3 (14 ports)

Port bank 4 (Future)

I/O Bay 3

*

Port bank 1 (14 ports)

Port bank 2 (14 ports)

Interface Connector

Port bank 3 (14 ports)

7

Port bank 4 (Future)

I/O Bay 4

1
Midplane

Figure 1-8 Quad-port adapter connecting to ports on I/O bays 1 and 2 (all other lanes unused)

All /0 modules include a base port bank 1 of 14 downstream ports, with the pass-through
module supporting only the single set of 14 server facing ports. The Ethernet switching and
interconnect I/O modules support more than the base set of ports (up to three port banks,

Chapter 1. Introduction to Flex System
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depending on the I/O module), and the ports in the banks are enabled by the port licenses.
FC SAN switches support up to two internal port banks (depending on the I/O module) and
the ports in the banks are enabled by the port licenses.

By default, each /0 module ships with certain number of port licenses (depending on the 1/0
module type). More port licenses can be purchased via Features on Demand (FoD)
upgrades. Depending on the /O module and the software version that is running on the
module, the port licenses can be tied to the port bank (for example, port bank 1 in the
EN2092, EN4093R, and CN4093 switches and S14093 interconnect modules that are running
Networking OS 7.7 or earlier). They also can be dynamically or statically assigned by the user
to the ports in any internal bank and external ports (such as Flexible Port Mapping in the
EN2092, EN4093R, and CN4093 switches and S14093 interconnect modules that are running
Networking OS 7.8 or later or Dynamic Port on Demand in the FC5022 switches).

As of this writing, there are limits on the port density of the current I/O modules in that only the
first three lanes potentially are available from the I/O module.
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Planning for Flex System
integration

One of the most important goals of integrating Flex System into an existing BladeCenter
environment is to make sure that the existing hardware and software technologies, tools, and
applications can be seamlessly deployed and used in the combined environment with no or
minimal disruption to the existing processes and services.

Specifically, server, network, storage, and management integration aspects should be
addressed. These aspects are described in this chapter.

This chapter includes the following topics:

2.1, “Server integration” on page 10

2.2, “Network integration” on page 10

2.3, “Storage integration” on page 13

2.4, “Management integration” on page 18

vyvyyy
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2.1 Server integration

This section describes the following Flex System Compute Node selection considerations that
are based on your existing blade servers:

» If you use dual-socket general-purpose HS22, HS22V, or HS23 blade servers, consider
adding Flex System x240 or x240 M5 Compute Nodes.

Also, if certain existing applications require scalability that goes beyond two sockets but
they do not need enterprise-class hardware features, the four-socket Flex System x440
Compute Node can be used.

» If you use two- or four-socket HX5 enterprise blade servers, consider the use of Flex
System x280, x480, or x880 Compute Node that can be scaled up to eight sockets.

» If you use entry-level HS12 or HS23E blade servers, consider the use of Flex System x220
or high-density x222 Compute Nodes.

2.2 Network integration

This section describes network integration aspects and provides I/O module and network
adapter selection considerations. The following topics are covered:

» 2.2.1, “l/O modules”
» 2.2.2, “Network adapters” on page 12

2.2.1 1/0 modules

10

Selecting the Flex System Ethernet I/O module that is a best fit for your existing BladeCenter
environment is a process that is unique to each client. The following factors should be
considered when you are deciding which Ethernet module is best for a specific environment:

» If your BladeCenter network is built with Layer 2/3 1 Gb or 1/10 Gb Uplink switches and
you plan to continue to use 1 GbE server connectivity, consider the use of Flex System
EN2092 1Gb Ethernet Switch for your Flex System solution. EN2092 supports 1 GbE
connectivity to the compute nodes and 1 GbE or 10 GbE connections to an upstream
network. In addition, EN2092 offers Layer 2/3 network features that are identical to those
features in L2/3 GbE switches for BladeCenter. It also can be managed by using the
Switch Center or a third-party SNMP-based network management application.

If you plan to use 10 GbE or mixed 1 GbE and 10 GbE server connectivity in your Flex
System chassis, consider the use of Flex System Fabric EN4093R or CN4093 10Gb
Scalable Switches or S14093 or S14091 System Interconnect Module.

» If your BladeCenter network is built with Virtual Fabric 10Gb Switch Modules, consider the
use of Flex System Fabric EN4093R or CN4093 10Gb Scalable Switches or SI14093 or
S14091 System Interconnect Module.

» If you use pass-through network connectivity with Intelligent Pass-Thru Module or 10Gb
Ethernet Pass-Thru Module, consider selecting Flex System EN4091 10Gb Ethernet
Pass-Thru Module that supports 1 GbE and 10 GbE speeds.

» If you use Server Connectivity Module, consider selecting Flex System S14093 or SI14091
System Interconnect Module. Alternatively, if you plan to use advanced Layer 2/3 features
in the future, consider selecting EN4093R 10Gb Scalable Switch that is running in the
“easy connect” mode.

Deploying Flex System in a BladeCenter Environment



The following considerations are important when you are selecting between the EN4093R
10Gb Scalable Switch, the CN4093 10Gb Converged Scalable Switch, and the S14093 or

S14091 System Interconnect Modules:

» If you require Fibre Channel Forwarder (FCF) services within the Enterprise Chassis or
native Fibre Channel uplinks from the 10 Gb switch, the CN4093 10Gb Converged
Scalable Switch is the correct choice.

» If you do not require FCF services or native Fibre Channel ports on the 10 Gb switch, but
need the maximum number of 10 Gb uplinks without purchasing an extra license, support
for FCoE transit capabilities, and the most feature-rich solution, the EN4093R 10Gb

Scalable Switch is a good choice.

» If you require ready for use not apparent operation (minimal to no configuration on the
switch) and do not need any L3 support or other advanced features (and know that there is
no need for more advanced functions), the SI4093 or SI4091 System Interconnect

Modules are a potential choice.

When you are selecting switches, there are often many criteria that are involved because
each environment has its own unique attributes. The criteria that are listed in Table 2-1 are a
good starting point in the decision-making process.

Table 2-1 Switch module selection criteria

Suitable switch module I/0 modules

Requirement EN2092 | SI4091 S14093 EN4093R | CN4093
Gigabit Ethernet to nodes Yes Yes Yes Yes Yes
10 Gb Ethernet to nodes No Yes Yes Yes Yes
10 Gb Ethernet uplinks Yes Yes Yes Yes Yes
40 Gb Ethernet uplinks No No Yes Yes Yes
Basic Layer 2 switching Yes Yes Yes Yes Yes
Advanced Layer 2 switching: IEEE features (STP, QoS) | Yes No No Yes Yes
Layer 3 switching (forwarding, routing, ACL filtering) Yes No No Yes Yes
10 Gb Ethernet CEE No Yes Yes Yes Yes
FCoE FIP Snooping Bridge support No Yes Yes Yes Yes
FCF support No No No No Yes
Native FC port support No No No No Yes
Switch stacking No No No Yes Yes
802.1Qbg Edge Virtual Bridge support No No Yes Yes Yes
vLAG support No No No Yes Yes
UFP support No No Yes Yes Yes
Virtual Fabric mode vNIC™ support No No No Yes Yes
Switch independent mode vNIC support No Yes Yes Yes Yes
SPAR support No No Yes Yes Yes
Openflow support No No No Yes No

Chapter 2. Planning for Flex System integration

"




2.2.2 Network adapters

12

This section describes the selection considerations for the network adapters based on your
existing BladeCenter server configurations.

The following topics are covered:

» “Broadcom technology-based network adapters”
» “Mellanox technology-based network adapters”
» “Emulex technology-based network adapters” on page 12

Compatibility: This section describes general considerations for selecting an adapter that
are based on technology requirements. For more information about the compatibility
information between adapters and compute nodes, see the Flex System Interoperability
Guide, which is available at this website:

http://lenovopress.com/fsig

Broadcom technology-based network adapters

If you are standardized on Broadcom technology for your network adapters, the following
integration choices are available:

» 1 GbE connectivity

If you plan to use up to two 1 GbE ports and you selected the x220 Compute Nodes, the
x220s have the embedded Broadcom based dual-port 1 GbE controller.

If the compute node you selected does not have embedded Broadcom NICs (such as
x240, x440, and X6 compute nodes), consider the use of EN2024 4-port 1Gb Ethernet
Adapter. This option gives you up to four 1 GbE ports per compute node.

If you used up to eight 1 GbE ports on your blade servers, consider installing two EN2024
adapters into the compute node for a total of eight 1 GbE ports.

Alternatively, consider the use of CN4022 2-port 10Gb Converged Adapter on which each
10 Gb port can be divided into four virtual NICs with configurable bandwidth.

» 10 GbE connectivity

If you used Broadcom 10Gb Virtual Fabric Adapters in your BladeCenter infrastructure,
consider the use of CN4022 2-port Converged Adapter.

Mellanox technology-based network adapters

If you are standardized on Mellanox technology for your 10 GbE network connectivity with
Mellanox 10Gb Ethernet Adapters for BladeCenter, consider the use of the EN4132 2-port
10Gb Ethernet network adapters in your Flex System solution.

Emulex technology-based network adapters

If you are standardized on Emulex technology for your network adapters, the following
integration choices are available:

» 1 GbE connectivity

If you used integrated 1 GbE ports on the HS23, you can select x240 models with
integrated dual-port LOM that supports 1 GbE and 10 GbE speeds.
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» 10 GbE connectivity

If your existing blades have dual-port 10 Gb Emulex Virtual Fabric Adapters, consider
selecting corresponding Flex System Compute Node offerings that have integrated
dual-port 10 GbE LOM. If there no models with integrated LOM, consider installing
CN4052 10Gb Virtual Fabric Adapter in the compute node.

If your existing blade servers use four 10 GbE ports (HS23 with VFAs installed), consider
the use of CN4054 or CN4054R 10Gb Virtual Fabric Adapter. By using this option, four 10
GbE ports are available.

If you need more than four 10 GbE ports, consider the use of CN4058S 10Gb Virtual
Fabric Adapter which gives you eight 10 GbE ports. Currently, only six of eight ports can
be used.

2.3 Storage integration

This section describes storage integration aspects that must be considered. The following
topics are covered:

» 2.3.1, “Fibre Channel” on page 13
» 2.3.2, “FCoE” on page 16
» 2.3.3, “iSCSI” on page 17

2.3.1 Fibre Channel

Fibre Channel (FC) is a proven and reliable network for storage interconnect. The Flex
System Enterprise Chassis FC portfolio offers various choices to meet your needs and
interoperate with exiting SAN infrastructure.

FC requirements

If Enterprise Chassis is integrated into FC storage fabric, ensure that the following
requirements are met. Check the compatibility guides from your storage system vendor for
confirmation:

» Enterprise Chassis server hardware and host bus adapter (HBA) are supported by the
storage system. For more information, see the System Storage Interoperation Center
(SSIC) or the third-party storage system vendors support matrixes.

» The FC fabric that is used or proposed for use is supported by the storage system.

» The operating systems that are deployed are supported by the compute nodes and
storage system.

» Multipath drivers exist and are supported by the operating system and storage system (in
case you plan for redundancy).

» Clustering software is supported by the storage system (in case you plan to implement
clustering technologies).
If any of these requirements are not met, consider another solution that is supported.

Almost every vendor of storage systems or storage fabrics has extensive compatibility
matrixes that include supported HBAs, SAN switches, and operating systems. For more
information about IBM System Storage compatibility, see the System Storage Interoperability
Center at this website:

http://www.ibm.com/systems/support/storage/config/ssic
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FC switch selection and fabric interoperability rules

Flex System Enterprise Chassis provides integrated FC switching functions by using the
following switch options:

» Flex System FC3171 8Gb SAN Switch
» Flex System FC3171 8Gb SAN Pass-thru
» Flex System FC5022 16Gb SAN Scalable Switch

If your existing storage network is standardized on the Brocade technology, consider
selecting FC5022 16Gb SAN Scalable Switches.

If you use QLogic technology-based switches or pass-through or both in your existing
BladeCenter infrastructure, consider selecting FC3171 8Gb SAN Switch or pass-through
modules.

Considerations for the FC5022 16Gb SAN Scalable Switch

The module can function in Fabric OS Native mode or Brocade Access Gateway mode. The
switch ships with Fabric OS mode as the default. The mode can be changed by using
operating system commands or web tools.

Access Gateway simplifies SAN deployment by using N_Port ID Virtualization (NPIV). NPIV
provides FC switch functions that improve switch scalability, manageability, and
interoperability.

Considerations for the FC3171 modules

These I/0 modules provide seamless integration of Flex System Enterprise Chassis into
existing Fibre Channel fabric. They avoid any multivendor interoperability issues by using
NP1V technology.

All ports are licensed on both of these switches (there are no port licensing requirements).
The I/O module has 14 internal ports and 6 external ports that are presented at the rear of
the chassis.

Attention: If you need Full Fabric capabilities at any time in the future, purchase the Full
Fabric Switch Module (FC3171 8Gb SAN Switch) instead of the pass-through module
(FC3171 8Gb SAN Pass-thru). The pass-through module never can be upgraded.

You can reconfigure the FC3171 8Gb SAN Switch to become a pass-through module by
using the switch GUI or command-line interface (CLI). The module can be converted back to
a full function SAN switch at any time. The switch requires a reset when you turn on or off
transparent mode.

Select a SAN module that can provide the required functionality with seamless integration
into the existing storage infrastructure, as shown in Table 2-2 on page 15. There are no strict
rules to follow during integration planning. However, several considerations must be taken
into account.

Almost all switches support interoperability standards, which means that almost any switch
can be integrated into existing fabric by using interoperability mode. Interoperability mode is a
special mode that is used for integration of different vendors’ FC fabrics into one. However,
only standards-based functionality is available in the interoperability mode. Advanced
features of a storage fabric’s vendor might not be available.

Brocade, QLogic, and Cisco have interoperability modes on their fabric switches. Check the
compatibility matrixes for a list of supported and unsupported features in the
interoperability mode.
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Table 2-2 provides a high-level overview of standard and advanced functions that are
available for particular Enterprise Chassis SAN switches. It lists how these switches might be
used for designing new storage networks or integrating with existing storage networks.

Table 2-2 SAN module feature comparison and interoperability

FC5022 FC3171 FC5022 16Gb SAN FC3171 8Gb SAN Pass-thru
16Gb SAN | 8Gb SAN | Scalable Switch in (and FC3171 8Gb SAN
Scalable Switch Brocade Access Switch in pass-through
Switch Gateway mode mode)

Basic FC connectivity

FC-SW-2 interoperability Yes? Yes Not applicable Not applicable

Zoning Yes Yes Not applicable Not applicable

Maximum number of Domain IDs | 239 239 Not applicable Not applicable

Advanced FC connectivity

Port Aggregation Yes NoP Not applicable Not applicable

Advanced fabric security Yes Yes Not applicable Not applicable

Interoperability (existing fabric)

Brocade fabric interoperability Yes No Yes Yes

QLogic fabric interoperability No No No No

Cisco fabric interoperability No No Yes Yes

a. Indicates that a feature is supported without any restrictions for existing fabric, but with restrictions for added
fabric, and vice versa.

b. Does not necessarily mean that a feature is not supported. Instead, it means that severe restrictions apply to the
existing fabric. Some functions of the existing fabric potentially must be disabled (if used).

Remember: Advanced (proprietary) FC connectivity features from different vendors might
be incompatible with each other, even those features that provide almost the same
function. For example, Brocade and Cisco support port aggregation. However, Brocade
uses ISL trunking and Cisco uses PortChannels, which are incompatible with each other.

For example, if you integrate FC3052 2-port 8Gb FC Adapter (Brocade) into QLogic fabric,
you cannot use Brocade proprietary features, such as ISL trunking. However, QLogic fabric
does not lose functionality. Conversely, if you integrate QLogic fabric into existing Brocade
fabric, placing all Brocade switches in interoperability mode loses Advanced Fabric
Services functions.

If you plan to integrate Enterprise Chassis into an FC fabric that is not listed here, QLogic
might be a good choice. However, this configuration is possible with interoperability mode
only, so extended functions are not supported. A better way is to use the FC3171 8Gb SAN
Pass-thru or Brocade Access Gateway.

Switch selection and interoperability have the following rules:

» FC3171 8Gb SAN Switch is used when Enterprise Chassis is integrated into existing
QLogic fabric or when basic FC functionality is required; that is, with one Enterprise
Chassis with a direct-connected storage server.
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» FC5022 16Gb SAN Scalable Switch is used when Enterprise Chassis is integrated into
existing Brocade fabric or when advanced FC connectivity is required. You might use this
switch when several Enterprise Chassis are connected to high-performance
storage systems.

If you plan to use advanced features, such as ISL trunking, you might need to acquire specific
licenses for these features.

Tip: The use of FC storage fabric from the same vendor often avoids possible operational,
management, and troubleshooting issues.

If Enterprise Chassis is attached to a storage system, support is provided by the storage
system’s vendor. For more information about supported configurations, see the vendor’s
specific compatibility information.

For more information about IBM storage compatibility, see the System Storage Interoperation
Center at this website:

http://ibm.com/systems/support/storage/ssic

One common way to reduce administration costs is by converging technologies that are
implemented on separate infrastructures. FCoE removes the need for separate Ethernet and
FC HBAs on the servers. Instead, a Converged Network Adapter (CNA) is installed in

the server.

Although Lenovo does not mandate the use of FCoE, the choice of using separate Ethernet
and SAN switches inside the chassis or choosing a converged FCoE solution is left up to the
client. Flex System offers both connectivity solutions.

A CNA presents what appears to be an NIC and an HBA to the operating system, but the
output out of the node is 10 Gb Ethernet. The adapter can be the integrated 10Gb LOM with
FCoE upgrade applied, or it can be a converged adapter 10 Gb, such as the CN4054R 10Gb
Virtual Fabric Adapter that includes FCoE.

The CNA is then connected via the chassis midplane to an internal switch that passes these
FCoE packets onwards to an external switch that contains a Fibre Channel Forwarder (where
the FC is “broken out”, such as the EN4093R), or by using a switch that is integrated inside
the chassis that includes an FC Forwarder. Such a switch is the CN4093 10Gb Converged
Scalable Switch, which can break out FC and Ethernet to the rear of the Flex System chassis.
The CN4093 10Gb Converged Scalable Switch has external Omni Ports™ that can be
configured as FC or Ethernet.

If your BladeCenter uses FCoE storage connectivity, you have the following options for your
prospective Flex System solution:

» If you use Virtual Fabric 10Gb Switch Module as a transit FCoE switch that is connected to
the upstream FCF switch, you can use EN4093R as an FCoE transit switch that is
connected to the same upstream network. For more information about the compatibility of
the solution, consult with your storage system vendor.

» If you use Virtual Fabric 10Gb Switch Module as a transit FCoE switch that is connected to
the QLogic FC Gateway Module that is installed in the BladeCenter H chassis, you can
use CN4093 as a Full Fabric FCoE switch with native FC ports that can be connected to
the existing storage system. For more information about the compatibility of the solution,
consult with your storage system vendor.
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» If you use 10Gb Ethernet pass-through Module for BladeCenter, you can select Flex
System EN4091 10Gb Ethernet pass-through and connect your Flex System solution to
the existing upstream network if you have the sufficient number of network ports. For more
information about the compatibility of the solution, consult with your storage system
vendor.

For information about IBM storage compatibility, see the System Storage Interoperation
Center at this website:

http://ibm.com/systems/support/storage/ssic

2.3.3 iSCSI

iISCSI uses a traditional Ethernet network for block 1/0O between storage system and servers.
Servers and storage systems are connected to the LAN and use iSCSI to communicate with
each other. Because iSCSI uses a standard TCP/IP stack, you can use iSCSI connections
across LAN or wide area network (WAN) connections.

The software iSCSI initiator is specialized software that uses a server’s processor for iISCSI
protocol processing. A hardware iSCSI initiator exists as microcode that is built in to the LAN
on Motherboard (LOM) on the node or on the I/0 Adapter if it is supported.

Software and hardware initiator implementations provide iSCSI capabilities for Ethernet NICs.
However, an operating system driver can be used only after the locally installed operating
system is turned on and running. In contrast, the NIC built-in microcode is used for
boot-from-SAN implementations, but cannot be used for storage access when the operating
system is already running.

The iISCSI compatibility information normally lists support only for iSCSI storage that is
attached by using hardware iSCSI offload adapters in the servers. Flex System compute
nodes support any type of iISCSI (1 Gb or 10 Gb) storage if the software iSCSI initiator device
drivers meet the storage requirements for operating system and device driver levels.

Software initiators can be obtained from the operating system vendor. For example, Microsoft
offers a software iSCSI initiator for download. The initiators also can be obtained as a part of
an NIC firmware upgrade (if supported by NIC).

Tip: Consider the use of a separate network segment for iISCSI traffic. That is, isolate
NICs, switches or virtual local area networks (VLANSs), and storage system ports that
participate in iISCSI communications from other traffic.

If you plan for redundancy, you must use multipath drivers. These drivers often are provided
by the operating system vendor for iSCSI implementations, even if you plan to use hardware
initiators.

HA clustering solutions can be implemented by using iSCSI, but certain restrictions might
apply. For more information, see the storage system vendor compatibility guides.

When you plan your iSCSI solution, consider the following points:

» Flex System Enterprise Chassis nodes, the initiators, and the operating system are
supported by an iSCSI storage system. For more information, see the compatibility guides
from the storage vendor.

» Multipath drivers exist and are supported by the operating system and the storage system
(when redundancy is planned). For more information, see the compatibility guides from
the operating system vendor and storage vendor.
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For more information about selecting the Flex System Ethernet I/0O modules for your iSCSI
connectivity, see 2.2, “Network integration” on page 10.

For information about IBM storage compatibility, see the System Storage Interoperation
Center at this website:

http://ibm.com/systems/support/storage/ssic

2.4 Management integration

This section describes management integration aspects and tools that can be used to
manage a combined BladeCenter and Flex System environment from a single pane of glass.
If you are not using some or any of the tools that are described in this section, consider rolling
them out because it might help you perform deployment, configuration, and support tasks
more efficiently.

The following topics are covered:

v

2.4.1, "Managing hardware”

2.4.2, "Managing network switches”

2.4.3, "Managing FC SAN fabric”

2.4.4, "Managing physical and virtualized environments”

vYvyy

2.4.1 Managing hardware

One essential management task is hardware management. This task includes initial
hardware inventory and configuration, acquiring and installing updates, operating system
deployment, and health status monitoring and reporting.

This section describes the following useful tools that can help unify the management of a
combined BladeCenter and Flex System environment:

» “Chassis Management Module”
“ToolsCenter” on page 19
“ToolsCenter Suite” on page 19
“FastSetup” on page 19

“Other deployment tools” on page 20

vVvyyy

Chassis Management Module

The Chassis Management Module (CMM) provides multi-chassis management in the Flex
System environment and is used to communicate with the management controller in each
compute node. As with the Advanced Management Module (AMM) in the BladeCenter
environment, it provides system monitoring, event recording, and alerts. It also manages the
chassis, its devices, and the compute nodes. The chassis supports up to two CMMs. If one
CMM fails, the second CMM can detect its inactivity, self-activate, and take control of the
system without any disruption. The CMM is central to the management of the chassis and is
required in the Enterprise Chassis.

Through an embedded firmware stack, the CMM implements functions to monitor, control,
and provide external user interfaces to manage all chassis resources.
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You can use the CMM to perform the following functions:

» Define login IDs and passwords.

» Configure security settings, such as data encryption and user account security.
» Select recipients for alert notification of specific events.

» Monitor the status of the compute nodes and other components.

» Find chassis component information.

» Discover other chassis in the network and enable access to them.

» Control the chassis, compute nodes, and other components.

» Access the I/O modules to configure them.

» Change the start sequence in a compute node.

» Set the date and time.

» Use a remote console for the compute nodes.

» Enable multi-chassis monitoring.

» Set power policies and view power consumption history for chassis components.

ToolsCenter

The ToolsCenter™ is a collection of server management tools with which you can manage
your BladeCenter and Flex System environment. ToolsCenter makes managing your server
environment less complicated, more productive, and cost-effective.

For more information about the ToolsCenter, see this website (requires IBM ID):

https://www-947.ibm.com/support/entry/myportal/docdisplay?Indocid=tool-center

The ToolsCenter web page contains the links to the tools that are described in this section.

ToolsCenter Suite

ToolsCenter Suite (TCS) is a consolidation of server management tools that helps simplify the
management of System x® and BladeCenter servers, and Flex System compute nodes. TCS
provides functions to collect system health information, system full information, configure
system settings, update system firmware and drivers, and Features on Demand (FoD) mass
activation key management.

Among the TCS features, FoD mass activation key management is the inventory, acquisition,
and installation FoD keys for multiple end points. All tasks can be done in a simple, unified,
web-based, single-user GUI. It is suitable for a user with little knowledge or an advanced IT
professional user.

FastSetup

FastSetup is a no-cost software tool that helps simplify the maintenance and deployment of
select x86 servers, including System x rack servers, BladeCenter blade servers, and Flex
System compute nodes. The intuitive GUI starts all phases of server setup, including
discovery, updating, and configuration. Features include templates that enable replication of
settings across many servers and automation that reduces hands-on time and user errors.
Wizards and other default settings enable flexible customization capabilities. The low-touch,
set-once and walk-away feature reduces the hands-on server setup time from days to
minutes, particularly for larger deployments.
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Other deployment tools
The following deployment tools also are part of TCS that can help simplify deployment of
Lenovo System x platform-based environments:

» ServerGuide™

ServerGuide is a System x server installation assistant that simplifies the process of
installing and configuring System x, BladeCenter, and Flex System servers. ServerGuide
goes beyond hardware configuration by assisting with the installation of your operating
system, the latest system device drivers, and other system components with minimal
user intervention.

» UpdateXPress

UpdateXpress can help reduce your cost of computing by providing an effective and
simple way to update device drivers, server firmware, and the firmware of supported
options that are contained within the server on most of your System x, BladeCenter, and
Flex System products. If you purchased a System x server, UpdateXpress is available for
download at no charge. UpdateXpress System Packs™ (UXSPs) contain an
integration-tested bundle of online, updateable firmware and device drivers for

your servers.

» Scripting toolkit

The Scripting Toolkit is a collection of system-configuration tools and installation scripts
that you can use to deploy software to your System x server in a repeatable, predictable
manner. When used with ServerGuide and UpdateXpress, the ServerGuide Scripting
Toolkit provides a total solution for deploying System x servers in an unattended mode.

2.4.2 Managing network switches
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Ethernet /0 modules also can be managed by the CLI, web interface, Switch Center, or any
third-party SNMP-based management tool.

The EN4093R 10Gb Scalable Switch, CN4093 10Gb Converged Scalable Switch, and the
EN2092 1Gb Ethernet Switch modules all offer two CLI options (because it is a non-managed
device, the pass-through module has no user interface). The default CLI for these Ethernet
switch modules is the Networking operating system CLI, which is a menu-driven interface. A
user also can enable an optional CLI that is known as industry standard CLI (isCLI) that more
closely resembles Cisco I0S CLI. The S14091 and S14093 System Interconnect Modules
support only the isCLI option for CLI access.

For more information about how to configure various features and the operation of the various
user interfaces, see the Application and Command Reference guides, which are available at
this website:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp

Switch Center

Switch Center provides remote monitoring and management of Ethernet and converged
switches from Lenovo. It is designed to simplify and centralize the management of your
BladeCenter, Flex System, and RackSwitch™ Ethernet and converged switches.

The Switch Center offers the following features:

Improve network visibility and drive availability, reliability, and performance

Simplify management of large groups of switches with automatic discovery

Automate and integrate management, deployment, and monitoring

Simple network management protocol (SNMP) based configuration and management

vVvyyy
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Support of network policies for virtualization

Authentication and authorization

Fault and performance management

Integration with VMware Virtual Center and vSphere clients

vyvyyy

For more information about Switch Center, see this website:

http://www.ibm.com/systems/networking/software/snsc/index.html

Any third-party management platforms that support SNMP also can be used to configure and
manage the modules.

2.4.3 Managing FC SAN fabric

If you are planning to connect your Flex System to the existing FC SAN fabric, consider the
use of NPIV mode on the Flex System FC SAN modules. NPIV mode does not add any
domain IDs and management points to your existing storage network; therefore, you can
continue to use your SAN fabric management tools without any changes.

If you are standardized on a SAN fabric management application from a specific vendor, such
as Brocade Network Advisor or QLogic Enterprise Fabric Suite, consider selecting respective
FC SAN modules for Flex System, if available (for more information, see “FC switch selection
and fabric interoperability rules” on page 14).

2.4.4 Managing physical and virtualized environments

For managing physical and virtualized environments, you can continue use the tools that are
deployed in your existing infrastructure. Also, for VMware vSphere and Microsoft Windows
Server and Hyper-V environments, Lenovo offers powerful extensions that are called Upward
Integration Modules (UIMs) that integrate hardware management features, such as status
monitoring, firmware upgrades, and predictive failure alerts (PFA) into a management
application (VMware vCenter and Microsoft System Center).

Upward integration for VMware vSphere

UIMs for VMware vSphere provide IT administrators with the ability to integrate the
management features of the System x offerings with VMware vCenter. Lenovo expands the
virtualization management capabilities of VMware vCenter with Lenovo hardware
management functionality, which provides affordable, basic management of physical and
virtual environments to reduce the time and effort that is required for routine system
administration. It also provides the discovery, configuration, monitoring, event management,
and power monitoring that is needed to reduce cost and complexity through server
consolidation and simplified management.

Combined with the management features of Lenovo x86 offerings, VMware vCenter
enhances and extends VMware's virtualization technologies and hardware service
management to help you dramatically reduce complexity and cost. The following key features
are included:

» Provides an overview of the host or cluster status, including information summary and
health messages of the managed entities.

» Collects and analyzes system information to help diagnose system problems.

» Acquires and applies the latest UpdateXpress System Packs and individual firmware
updates to your ESXi system.
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» Provides nondisruptive system updates that automate the update process of the hosts in a
cluster environment without any workload interruption.

» Monitors and provides a summary of power usage, thermal history, and fan speed and a
trend chart of the managed host. Enables or disables the Power Metric function on a host
and set the power capping for a power-capping capable host to limit the server power
usage. Also, it supports power throttling and provide notification if the server power usage
exceeds the specific value.

» Manages the current system settings on the host, including IMM, uEFI, and boot order
settings for the host.

» Monitors the server hardware status and automatically evacuates virtual machines in
response to predictive failure alerts to protect your workloads.

For more information, see the System x Upwards Integration Modules for VMware vSphere

product page at this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?Indocid=migr-vmware

Upward integration for Microsoft System Center

The System x UIM for Microsoft System Center provides IT administrators with the ability to
integrate the management features of the System x, BladeCenter, and Flex System servers
with Microsoft System Center. Lenovo expands Microsoft System Center server management
capabilities by integrating Lenovo hardware management functionality, which provides
affordable, basic management of physical and virtual environments to reduce the time and
effort that is required for routine system administration.

It also provides the discovery, configuration, monitoring, event management, and power
monitoring that is needed to reduce cost and complexity through server consolidation and
simplified management. The UIM for Microsoft System Center provides the following features:

» Integrated end-to-end management of System x hardware with monitoring of physical and
virtual server health

» Operating system deployment with the latest firmware and driver update management
» Automated VM migration that is based on server health or power consumption

» Perform hardware configuration and firmware and driver updates and checks for the latest
updates from the support website

» Collect Lenovo specific hardware inventory of System x or x86 blade servers
» Power on and off blades via Microsoft System Center console

» Author configuration packs to perform compliance checking on System x or BladeCenter
x86 servers or Flex System compute nodes

» Manage servers remotely, independent of operating system state
» One year of software service and maintenance (three years available as an option)

UIMs for Microsoft System Center can be purchased as a one- or three-year software service
and maintenance license.

For more information, see the Upward Integration for Microsoft System Center bundle product
page at this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?1ndocid=migr-5087849
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Adding Flex System to a
BladeCenter environment

This chapter describes deployment and configuration examples for Flex System that is being
integrated into a BladeCenter environment. These examples include the initial configuration
of Flex System hardware by using FastSetup, networking configuration with Switch Center,
and integration into virtual infrastructures and virtualization management tools.

This chapter includes the following topics:

>

>
>
>

3.1, “Hardware deployment” on page 24

3.2, “Networking and storage deployment” on page 34
3.3, “Integrating VMware vSphere” on page 48

3.4, “Integrating Microsoft Hyper-V” on page 58
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3.1 Hardware deployment

This section describes the following Flex System hardware initial configurations steps:

» 3.1.1, “Initial Flex System chassis configuration”
» 3.1.2, “Firmware updates and basic configuration by using FastSetup” on page 26
» 3.1.3, “Configuring Active Directory Integration for CMM” on page 33

3.1.1 Initial Flex System chassis configuration

24

After your Flex System in place, you must configure the Chassis Management Module (CMM)
and other chassis components. Complete the following steps:

1. By default, the CMM has IP 192.168.70.100; therefore, to configure the CMM, set an IP
from subnet 192.168.70.0/24 on your machine and connect it to the CMM if there is no
DHCP server that is running in the network. If the DHCP server is running, CMM receives
an IP address from the DHCP server.

2. Open a browser on your machine and browse to https://192.168.70.100 or the dynamic
IP address that was received via DHCP.

3. Log in by using the default credentials. Consider changing the password on your first login.

Note: Management Modules use the following default credentials:

» User name: USERID
» Password: PASSWORD

The Initial Setup wizard opens.
4. Read the Welcome page and click Next.

5. Examine the list of your components on the Inventory and Health page, as shown in
Figure 3-1. Click Next.

Initial Setup Wizard

&) Welcome Irwentory and Health

Inventory and Health Shows the currently detected inventory and health of your components
Irnport Existing Configuration

Examnine the list of your components below and confirm that all components are present 3
General Settings

Dat d Ti
=it eI Health status | Active events

IP Configuration

Cevice Mame Cevice Type Health Status Bay
10 Modules 1
Security Policy Standby Chbd Management Module Mormal 1
ONS SMFYOT1BG25302F Managernent Module Mormal 2

IR Mode 01 (Discovering Compute Mode [@ Discavery 1

Event Recipients

Mode 02 (Discovering Caompute Maode @ Discovery ]
Confirmm -

Mode 03 (Discovering) Compute Mode 3 Discaovery 3

Mode 04 (Discovering Caompute Maode @ Discovery 4

Figure 3-1 Inventory and Health
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6. If you saved a configuration, you can import it by using the Import Existing Configuration
page. If you do not have anything to import, click Next.

7. Enter the Management module name, Chassis description, and other information in the
General Settings page. Click Next.

8. On Date and Time page, configure your time zone, current date, and time. Click Apply,
then click Next.

9. Set the Hostname of CMM and configure the IP settings on IP Configuration page, as
shown in Figure 3-2. Click Next.

Initial Setup Wizard

i) Welcomme: IP Configuration

@ Inventory and Health IF configuration For the management module

- Host name MMSCFIFCRRT 308
I+ Irnport Existing Configuration

Comain name
L) 3eneral Settings Register this interface with DNS

7| Date and Time

IPwd PG
IP Configuration

[0 Modules
Currently assigned IPv4 address information
IP address: 192.168.70.100

OMS Subret mask:  255.255,255.0
Default gateway: 0.0.0.0

Security Policy

Event Recipients

IP address assignment methods: Use static IP address
Carfirn

Static IP Address Settings
*Changing settings requires a CMM restart,

Static address: |9.42.170.215
Subret mask: 255.255.254.0
Default gateway: |9.42.170.1

Figure 3-2 CMM IP settings.

10.0n the 10 Modules page, configure the basic settings for your 1/0O modules, as shown in
Figure 3-3. Click Next.

Initial Setup Wizard

1 Welcome [0 Modules

@ e e Configqure basic settings For ywour 10 modules

& Irmport Existing Configuration Device Hame Health Status exteEr:zlb:Jenr‘[s E}Q:ralsl

¥ General Settings manapgﬁno:er all
@ Daiz S 10 Madule 1 Marmal =

&) TP Configuratian 10 Module 2 MNormal ]

I Modules 12 Module 3 Marmal 7

Security Policy

=
IF

Figure 3-3 /O Modules basic settings
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11.0n the Security Policy page, select security policy that best suits your company needs.
Click Next.

12.Based on your environment, configure the DNS configuration on the DNS page. Click
Next.

13.0n the Event Recipients page, you can configure email address of users that are to be
notified about all events. Click Next.

14.Review configuration on Summary page. Click Finish.

After your CMM is configured and booted, you can connect to it through your management
network by using the IP address that was configured in Initial Setup wizard.

You can proceed with configuration of IP addresses for the rest of components from the
Component IP Configuration page, which is under the Chassis Management menu of the
CMM interface.

3.1.2 Firmware updates and basic configuration by using FastSetup

26

Complete the following steps to use the FastSetup tool to configure Flex System in the same
way as you use FastSetup to configure BladeCenter:

1. Start the FastSetup tool. A welcome opens. Click Next.

2. On the Initial Configuration page, configure the proxy server (if needed) and select the
Network interface that is used to communicate with Flex System, as shown in Figure 3-4.
Click Next.

Network Access

Tell IBM FastSetup how your local worlcstation is connected to the Internet and connected to the LA, A connection to
Internet is reguired to download firmware updates from ibm.com, The LAN is used to access the resources to be
managed. The proxy configuration will be saved when Internet Explorer is allowed to save the cookie from IBM
FastSetup,

Proxy Settings{optional)

If your local workstation requires a proxy server to connect to the Internet, enter the information below, T)
progy configuration will be saved when Internet Explorer is allowed to save the cookie from IBM FastSetup

IP/host name:
Port:
User name:

Password:

LAM Access

IBM FastSetup has detected the following network adapters, Select the adapter corresponding to the net
IBM FastSetup should use to access the resources you want to manage.

= |
& |
Ethernet Adapter Description IP Address
' Broadcom BCMS709S Netktreme 11 GigE (MDIS
Local Area Connection S VBD Client) #4 94217121

Figure 3-4 FastSetup: Network Access
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3. On the Resource Selection page, select Flex System (CMM, x86 Compute Nodes and
I/0 Modules). Click Next.

4. On the Task Selection page, select a task that is based on your needs. In our example, we
use Full Setup. Click Next.

5. On the System Discovery page, you can allow Fast Setup to scan your network and find all
accessible CMMs or you can add your CMM manually. After the CMM is discovered (as
shown in Figure 3-5), click Next.

System DISCovery

Select a method for discovering a system in your environment. You can choose to automatically discover a system,
manually enter a system IP address to discover, or select a system from a list of previously discovered systems.

EIZUI1111V
Run successfully.
Details...

Automatically discover systems in this subnet

Manually enter a system IP address or host name to discover

System IP address or host name: 9.42.170.215 Add

IP Addresses/Host Name to Discover:

@jl@ﬁé Actions +

IP Address/Host Name
v 9.42.170.215

Select from a list of previously discovered systems

Discover System

Select the system that you would like to configure:

& |
Name Model Machine Type URL/IP Address Status
i i LAB_Chassi Flex Chassis 8721HC1 9.42.170.215 k4l Valid

Figure 3-5 Discovering CMM in IBM FastSetup

6. It takes some time to discover the details about your Flex System. You can monitor
discovery status on the Inventory and Health page. After the discovery is finished, click
Next.
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7. On the Device Selection page, select the component that you want to configure and

update it by using Fast Setup, as shown in Figure 3-6. Click Next.

Device Selection

Select the devices to manage.

lé‘ﬂ |&Q &3 j Actions ¥

Mame

Slot 2 (Mode 02 { »x240_02 3}

.~ Slot 3 (Mode 03 ( »x240_03 1)

Slot 4 (Mode 04 ( »x240_04 1)

/O Modules

Slot 1 (IBM Flexz System Fabric EM4093

| 106b Scalahle Switch)

Description

CHIDDUWWSW LD v Ldal

Fabric

IBM Flex System x240
Compute Node with
embedded 10Gb Virtual
Fabric

IBM Flex System x240
Cormpute Node with
embedded 10Gb Virtual
Fabric

IBM Flex System x240
Compute Node with
embedded 10Gb Virtual
Fabric

EN4093 10Gh Ethernet
Switch

Power Status
oM 5 W arning
oM & oK
oM & oK
oM & oK

Figure 3-6 Select components

8. On the Temporary IP Settings page, enter the temporary IP for the Flex System compute
node, as shown in Figure 3-7. This IP address is used to boot the compute node from the
FastSetup machine. Make sure that this IP address has full network access to a machine

where Fast Setup is run. Click Next.

Temporary IP Settings

below for applying a terporary netwark configuration,

DHCP - Assign addresses using DHCP

Use the same network mask for all servers:

Use the same gateway address for all servers:

il
(=
System Description IP Address
LAB_Chassi Flex Chassis
IBM Flex System
®240 Compute
Slot 3 MNode with 9.42.171.26
embedded 10Gh
virtual Fabric

Address pools - Assign static IP addresses from pools

Custom - Specify a temporary static IP address for each server

MNetwork Mask

255.255.254.0

In order to manage your device, IBM FastSetup will boot your selected device into maintenance mode. Select an aptiog

Gateway

Figure 3-7 Configure temporary IP address for the compute node
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9. On the Adapter Port Settings page, select which NIC Fast Setup should use for
communication, as shown in Figure 3-8. Click Next.

Adapter Port Settings

For each server, specify the adapter port connected to the data networls,

&l servers use the same adapter port: I[‘\“C 1 (/0 Bay 1(A3))j

lg_,jh:ﬂ '111_1| :] Ackions

System Description P Adapter Port - MAC Address (10 Bay{Internal
Address Port))

LAR_Chassi
IBM Flex System :
Slat 3 ﬁ;ﬂecnfg“e%fd“we ST NI 1 - 34:40:65:be:7 d:00 (VO Bay 1(.~]

10Gh Yirtual Fabric

_____________________________________________________

Figure 3-8 Select NIC to use

10.The compute node must be rebooted after you click Next in the previous step. A pop-up
window opens in which you confirm your choice.

11. FastSetup is collecting all possible information about the compute node. After the process
completes (as shown in Figure 3-9), click Next.

Device Inventory

A detailed inwentory is being collected on the selected devices to obtain the current firmware levels,

[é,j |@ ﬁ :] Actions *

Device Name Description Build ID Release Date V¥ersion Status
L&B_Chassi Flex Chassis & Finished
Servers
IBM Flex

System x240
Compute Node
* glot 3 weith & Finished
embedded
10Gh virtual
Fabric

Figure 3-9 Gathering details about the compute node
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12.In the Management Module Configuration page, you can edit some of CMM network
settings, as shown in Figure 3-10. Click Next.

Management Module Configuration

Select the Management Module you want to configure and select Configure Settings.,

& |
Configure Settings
Chassis Bay IP Address Host Name Status
LaB_Chassi 2 9.42,170.215 flexchassis1 |l 100%

Figure 3-10 Management Module configuration

13.0n the Management Module Update page (as shown in Figure 3-11), you can apply
Firmware updates to CMM. Select the applicable updates and then click Next. If no
updates are needed, click Next only.

Management Module Updates

Select the type of update you want to apply, select the Management Modules to which it will be applied, and click appl
Updates,

Update using the latest available Management Module firmware,

Select from a list of all available Management Module firmware levels,

il
e |
Chassis Description Installed Pending ¥ersion Status
Yersion
LAB_Chassi ZPET12I ; J LA

Figure 3-11  Update CMM Firmware

14.0n the 1/0 Module Configuration page (as shown in Figure 3-12), configure the network
parameters for all selected I/O modules. Click Next.

I/O Module Configuration

Configure the IP address for the /0 Modules in each chassis,

§|ﬁ£| LL:| IT=| Actions ¥

Chassis Description State Configuratior | IP Address Network Gateway
Type Mask

L&B_Chas

o Flex Chassis

IBM Flex i
System i
Fabric
Bay 1 EM4093 Enabled Static 9421718 255.255.254.C | 942,170,
10Gh ]
Scalable
Swyitch !

Figure 3-12 Configure network settings for the I/O modules
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15.0n the I/O Module Updates page (as shown in Figure 3-13), you can update the firmware
of your 1/0 module. If there are applicable updates, select those updates, and then click
Next. If no updates are needed, click Next.

I/O Module Updates

Select the type of update vou want to apply, select the I/0 Modules to which the update will be applied, and click Appl
Updates.

Update using the latest available /0 Module firmware

Select from a list of all available I/0 Module firmware levels

3

@| it

System Description Installed Pending Yersion Status
Yersion

LAaB_Chassi

Boot ROM:
7.5.3.0

IBM Flex Systern Fabric Eaml' —
Slat 1 EM4093 10Gh Scalable SEEEELAE] 2B .
i 7.5.3.0
Switch !
Main
Application 2:
7.2.2.2

Figure 3-13 I/O modules firmware update

16.Compute node firmware updates can be applied on the Server Updates page of the
FastSetup tool, as shown in Figure 3-14. If there are applicable updates, select those
updates and then click Next. If no updates are need, click Next.

Server Updates

Select the update type vou want to apply. Then select the servers or components to which it will be applied and click
Apply Updates,

Update using the Updatexpress System Pack (UXSP) - server level only
Update using the latest available component firmware

Select from a list of all available component firmware levels

=] 1,
B =
System Description Installed Pending ¥ersion Status
Yersion
LAaB_Chassi
IBM Flex System x240
Compute Mode with
sleB 8 embedded 10Gb et
Virtual Fabric
Ernulex UCMA Adapter Unrecognized -
¥ Firmware Update (RS |4'5'281'21'1(12M3’QD13)J
IBM Online SAS/SATA - R :
) ; Unrecognized | |
-~ Hard Disk Drive R A ERENTT 7R !

dpdate Program

Figure 3-14 Update firmware on the compute node
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17.Complete the following steps in the Server Configuration page:

a. On the IMM Configuration page, you can configure network settings for the IMM on the
compute node, as shown in Figure 3-15.

Integrated Management Module Configuration

Select the Management Module you want to configure, then select Configure Settings.

& |
| Configure Settings
Chassis Bay IP Address Host Name Status
-------- LAB_Chassi 3 0.42.,171.18 IMM2-3440b5bf4d71  Ld 100%

Figure 3-15 Network configuration of the IMM

b. On the RAID Configuration page, configure the RAID level that is to be used on your
compute node, as shown in Figure 3-16.

Configure RAID Array
Select the desired RAID level and the drives to be included in the array.
Create a RAIDOD array using all available drives
Server: Node 03 ( %240 03 ) RAID Controller: SASZ004
Desired RAID level: | RAIDOD Yolume Size(2048-1907738): 2,043 MB
Minimum drives: 2 Added number of drives: 0
Available Drives Added Drives
Drive  SAS_H
953 1 oo fes
Drive  SAS_H
953 o oo Yes
>

Figure 3-16 Configure RAID on the compute node

c. On the UEFI Settings page (as shown in Figure 3-17), configure the Boot Order for
UEFI or reset the order to the default settings.

Configure Basic Settings

Set all UEFI settings to default values
Specify boot order and set all other UEFI settings to default values

Specify boot order only

Apoply || Cancel

Figure 3-17 Configure UEFI settings in FastSetup
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18.You can perform the following tasks on the Summary page:
— Export settings for future use.

— Export Firmware repository. This task can be useful if you must run Fast Setup on a
machine that does not have an Internet connection.

— On the Completion State page, you can select the action that you want to perform on
the compute nodes after all of the actions are performed. You can shut down all of the
servers after all of the tasks are complete or reboot them. Select one of the options,
and then click Next.

3.1.3 Configuring Active Directory Integration for CMM

The CMM offers possibility to integrate into your centralized user management system by
using LDAP or Microsoft Active Directory integration. In this section, we describe how to
integrate it with Active Directory by using basic settings.

Note: Make sure you configured DNS settings and your domain is discoverable via
DNS_SRYV records.

Complete the following steps to configure LDAP authentication on the CMM:
1. Log in to the CMM web console by using your local account.
2. Click Mgt Module Management — Network — LDAP Client.

3. Inthe LDAP Authentication section, select Use LDAP Servers for Authentication Only
(with local authorization).

4. In the LDAP Servers field section, select Use DNS to find LDAP Servers.
5. In the Miscellaneous Settings Finding Method section, select w/ Login credentials.

6. You can leave the others fields empty and click Apply, as shown in Figure 3-18.

Lightweight Directory Access Protocol (LDAP) Client

The CMM contains a LDAP dient that can be configured to provide user authentication through ong or mi
be discovered dynarmicaly or manually pre-configured, Use the dropdown list to select which of these tw

LOAP Authentication: Use LDAP Servers for Authentication Only {(with local authorization)

LDAP Servers: |Use DMNS to find LDAP Servers
Active Directory Forest Mame:
Domain Mame: ||ab.local

Active Directory Settings

Llse Mgt Module Management = User accounts for user configuration

Miscellaneous Settings
Root DN:
UID search attribute:

Binding method: w/ Login credentials

Figure 3-18 LDAP configuration
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Complete the following steps to pair Active Directory Groups to CMM roles:

1. Click Mgt Module Management — User Accounts — Group Profiles, as shown
in Figure 3-19.

User Accounts

Configure user accounts for all chassis elements,

Accounts | Permission Groups | Group Profiles
Lise this section to configure group authorization profiles,

Thase profies will mot e used wihile the LRAP clent v corfigurad for Both autharticatian and authareation
Suthetication, reconfigure the 240 Slent tal 7 the Mgt Modbile Mansgement -» Netwark psge.

Add aGroup || Delete || Rename

Group 1D Raole

cmmadiming Supervisor

Figure 3-19 Active Directory Group-Role Mapping

2. Click Add a Group. Complete the following steps:

a. Inthe Group Profile Name tab, enter Group Name (the Active Directory group name).
Click Next.

b. Define the Role. Click Next.
c. Define the Authority, click Next.
d. Define the Access Scope, click Finish.
3. Log out and log in by using a domain account.

3.2 Networking and storage deployment

To integrate your physical or virtualized environment that is running on your BladeCenter
environment with your new Flex System, you must meet several prerequisites. BladeCenter
managed hosts and Flex System compute nodes should have access to same networks and
VLANSs. They also should have access to the shared storage, if any. Network and storage
solutions have various interfaces that can be used to configure network and storage.

In this section, we describe the examples of configuring BladeCenter and Flex System
network switches via Switch Center and iSCSI storage connectivity with a web GUI by using
V7000 storage as an example. The following topics are covered:

» 3.2.1, “Configuring the network”
» 3.2.3, “Configuring storage” on page 42

3.2.1 Configuring the network

To proceed with the configuration of the network, physical interconnections must be done. In
the example that is described in this section, we use the Switch Center tool to create VLANs
and assign those VLANSs to network ports in the network switch, which is installed into the
Flex System chassis. We assume that Switch Center is already installed in the network and it
is used to configure BladeCenter switches.
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Note: Consider deploying Switch Center for the unified management of BladeCenter and
Flex System Ethernet switches from a single console.

We also configure Unified Fabric Port (UFP) on the 10 GbE ports of the compute node to
create separated network subinterfaces for different types of traffic. The following tasks are
performed:

» “Adding a switch to Switch Center”

» “Configuring VLANSs on the switch with Switch Center” on page 37

» “Enabling UFP on the EN4093R by using Switch Center” on page 39
» “Enabling UFP in server’'s UEFI” on page 41

Adding a switch to Switch Center
Complete the following steps to add a Flex System 1/O module to Switch Center:

1. Run Switch Center on the machine where it is installed. A login window opens. If this is the
first time that you logged in to Switch Center, use the default credentials. Consider
changing the password on your first login.

Note: Switch Center uses the following default credentials:

» User name: admin
» Password: admin

2. On the main page of Switch Center, click Device List Page, as shown in Figure 3-20.

IBM System Networking Switch Center

Health Summary Ewvents Sumnmary Running Sofhware Yersion - 3 Devi
o @ Do (00 Critical (0) Product Type Running
[ @ Critical (0 Major (0 BTMortel Layer 2-F Gig... 21.0200
. 1B Metworking OS1M0... T46
A Non-Critical (0) Minar (0
| - | B Metworking OS Yidu... 7583
" EUFJ (3 Others (0)
Wiey Wiey iy
Panic Dump Summary Save Pending Summary Discovery Time Range Sunmmary
N Msavedm) % [save Needed (2) < a0 days (3)
O Wlvone (3 o Save Needsd (1) 30 - 60 days (0)
C =50 days (0

Figure 3-20 Switch Center main page
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3. On the Device List page, browse to the Flex System category and click Add a Switch, as
shown in Figure 3-21.

Domains
= 4 Root A
.-—!—;Ellade(:errter | Add & Switch | Lisk Devicels):

mFIex System
L] Man-IBh Devices
ass

Figure 3-21 Add a switch in Switch Center

4. In the Add a Switch window, enter the switch connection details and then, click Open, as
shown in Figure 3-22.

Add a Switch ¥

IP Address:  9.42.171.8

SHMP¥3
¥ Use SNMPv3
User Mame: adminsha
Authentication Protocol:  SHAL v
Authentication  essessss
Passwaord:
Privacy Protocol:  DES v

Privacy Password, eesessss

| Open || Cloze I Help |

Figure 3-22 Connection details for a network switch

5. After the switch is added, it is shown in the list of available switches (the BladeCenter and
Flex System 1/0O modules are listed). Click the highlighted IP of the switch to see the
Device Console, as shown in Figure 3-23.

Domains
= 9 Root I
.-—!—;Ellade(:errter | Add & Switch | Lisk Device(s):

mFIex System
Root

(]

L] Man-IBh Devices
ass

Product Name IP Address

BladeCenter {3 devices)

I:‘ IBM Metworking OS5 1/10Gb Uplink Ethernet Swi... | 2.42,171 .84
] IEM Metworking OS Virtual Fabric 10GE Switch ... | 2.42,171 .85
I:‘ BMT/Maortel Layer 2-7 Gigabit Ethernet Switch M., | 2.42,171 86

Flex System {1 device)

I:‘ IBM Flex Systermn Fabric EN4093 105b Scalable ... 2.42,171.8

Figure 3-23 Selecting the switch to configure
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Configuring VLANs on the switch with Switch Center
Complete the following steps to configure VLANs on the switch by using Switch Center:
1. To add VLANS to the switch, in Device Console, click the Configure tab, select the Layer 2

folder and then, click Virtual LANs. Click Insert to insert a new VLAN, as shown in
Figure 3-24.

IBM System Metworking Switch Center - Device Console

EM4093, 9.42.171.8 IBM Flex System Fabric EN4093 10Gb Scalable Switch

VLAN Memberships Private WLAN Protocal WLAN WA
YMAP for Server Ports YMAP for all Ports
5 ConfigdmageDump Cortrol
S Layer 2 ¥Yirtual LAMs - ¥LAN Memberships
=] General YLAN Name Ports State g’::ﬂ;'”g Tree
=] Trunk
5 LACP 1 Default vLAM W INTA1NTA enabled 1
=la02ax 20 Production W NTA3INTA enabled 20
%MSTPRSTP 30 LiveMigration W NTAZINTS enabled 30
=|CIST
5 Spanning Tres Protacal 42 Management W NTAZINTS enabled 42
= Forwarding Database 10 vPort1 w enabled 10
5 VLAG 102 vPort2 W nTog enabled 102
=] Hot Links 103 wPort3 L] enabled 103
=| virtual LAMNS
Siior 104 vPortd w enabled 104
5 Failover 1002 iSCSISANM VL., W INTAZ-INTA enabled 2
5 ECP 4095 gt LA W EXTM-MGT1 enabled 128
H [ JLavyer 3
=] Ports
H ] @ns
=] Access Cortral List
=]cEE
=|FcaE
[ Wirtualization

Figure 3-24  Virtual LANs menu
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2. Enter the required details for the VLAN. In our example, we add VLAN 80 and assign that
VLAN to ports INTA3 and EXT1, as shown in Figure 3-25. Click OK.

¥irtual LAMs - ¥LAN Memberships *

¥irtual LAMs - ¥LAN Memberships - Insert Form

wWLAM: 80 1..4095
Mame: Management_WLAN_20 0..32 characters
Ports: | INTAZ;EXTL 4]

Brovvse. .

-

State: | & ensbled " disabled

Spanning Tree 0..127 [1-127 for 502.1d; 1
R Ggruup: 80 for RSTP; 0-32 for MSTP]

Management State: | & snabled (" disabled

Wirtual Ports: =]

Browese...
w

Figure 3-25 VLAN details

3. To apply and save the configuration, click Submit at the bottom center of the page. Click
Apply (which is next to Submit). To preserve this change across the reboot of the switch,
click Actions — Save, as shown in Figure 3-26.

EN4093, 9.42.171.8 IBM Flex System Fabric EN4093 10Gb Scalable s

=3 Canfigure Apply {n} Private WLAN Protocol WLAN WMAR
= Switch VMAR for All Parts
=| Configimage/Dump Contral
b hi
= Lavyer 2 iff Config |perships
= General Diff Flash Forts State gfz'ﬂg'”g Tree | b
=] Trunk 3
S)Lace B DGR W INTA1-INTA enabled 1 :
=]&02.1x Syslog Dump W ITASINTA enabled 20 c
?METP’RSTP Revert W NTAIINTA enabled 30 ¢
== [ala)
:_E]Spanning Tree Protocol Fevert Apply W TAZ-INTA enabled 42 ]
=] Forwarding Database Feboot Switch ... W NTAZEXT enabled an £
=] WLAG clear Panic Durmp w enabled 1m &
=]Hot Links Cuit W Al enabled 102 :
=| %itual LANs
gLLDP o WO - enahbled 103 4
— 104 wPaortd w enabled 104 P
=] Failover
=]ECP 1002 ISCS San WL, B INTAZINTA enabled 2 G
H [Layer 3 4095 Mamt WLAN B EXTM-MGT! enabled 128 E
=] Ports

Figure 3-26 Selecting Actions — Save
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4. Complete the following steps:

a. Click Ports on the left side pane.
Find the port to which you assigned a created VLAN.
Double-click VLAN Tag State and change it to tagged.

a o o

Double-click Default VLAN in front of it and select the VLAN that you want to use as
the default, as shown in Figure 3-27.

EM4093, 9.42.171.8 IBM Flex System Fabric EN4093 10Gb Scalable Switch

Manitar Configure
=) Configure Ports Threshold Rate Gigabit Link LELD CAM
=]switch Port Priority WRED/ECN WRED/ECH Profiles
:_:=|Config.flmageJDump Coritral Port
=) Layer 2 ors
=] General pyp P
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Figure 3-27 Configure port

e. Click Submit at the bottom center of the page.
f. Click Apply (which is next to Submit).
g. To preserve this change across reboot of the switch, click Actions — Save.

The switch is now configured to accept traffic from VLAN 80.

Enabling UFP on the EN4093R by using Switch Center

UFP is an approach to NIC virtualization. It is similar to Virtual Fabric vNIC, but with
enhanced flexibility and should be considered the direction for future development in the
virtual NIC area for Lenovo switching solutions. With Flex System, UFP is supported today on
the EN4093R 10Gb Scalable Switch, CN4093 10Gb Converged Scalable Switch, and SI14093
System Interconnect Module. With BladeCenter, UFP is supported on the Virtual Fabric 10Gb
Switch Module.

If your BladeCenter infrastructure is standardized on other type of vNIC (for example, Virtual
Fabric vNIC), it can be configured in a similar way. If you use Switch Independent vNIC, no
switch configuration is required.

For more information about UFP and other NIC virtualization choices, see NIC Virtualization
in Flex System Fabric Solutions, SG24-8223:

http://lenovopress.com/sg248223
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Complete the following steps to enable UFP on the switch and on the port:

1. In Switch Center, open Device Console, then click Configure — Virtualization — UFP. In
the General tab, select enabled and then, click Apply, as shown in Figure 3-28.

EN4093, 9.42.171.8 IBM Flex System Fabric EN4093 10Gb Scalable Switch

Monitor

= Configure

General Ports Virtual Ports
=] Switch
General
:_E] Configimage/Dump Control
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& [ Lanver 3 ) disahled
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H [ ]Gos
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=] ceE
=]FCaE
=) Wirtualization
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=]EVH

| =]uFP

Figure 3-28 Enable UFP

2. Click the Ports tab, enable UFP for the wanted port by selecting enable in the state field
and then, click Apply, as shown in Figure 3-29.

EN4093, 9.42.171.8 IBM Flex System Fabric EN4093 10Gb Scalable Switch
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=] Access Cortrol List 3 sl
5 cr 4 enabled
=|FCoE
5 dizabled
=) Virtualization bl
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Figure 3-29 Enable UFP for Port
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3. Inthe Virtual Ports tab, you can configure virtual ports, their VLANs membership, Network
mode, and bandwidth, as shown in Figure 3-30.
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=|EvB
=] UFP
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3 2 dizabled tunnel 0 dizabled 23 100

3 3 dizabled tunnel 0 dizabled 23 100

3 4 dizabled tunnel 0 dizabled 23 100

4 1 enakled ACCETE 42 dizabled 23 5

4 2 enabled ACCEST 1002 dizabled 23 100

4 3 enabled trunk 103 dizabled 23 100

4 4 dizabled tunnel 104 dizabled 23 100

Figure 3-30 Virtual Ports configuration

3.2.2 Enabling UFP in server’s UEFI

To enable the UFP function, you must configure Flex System compute node. Complete the

following steps:

1. Connect to the console of your compute node and enter the UEFI configuration by
pressing F1 during start.

2. Enable Multichannel Mode in UFP Mode personality for the network adapter by clicking
System Settings — Network in UEFI. Complete the following steps:

a. From the Network Device List, open the first adapter.

b. Press Enter to enter configuration mode.
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c. Change Multichannel Mode to Unified Fabric Protocol Mode, as shown in Figure 3-31.

Emulex NIC Selection

Emulex OC111102-F-8 Virtual Fabric Adapter Z2-port Multichannel

10Gb LOM Configuration. Use of
IBH Virtual Fabric

Firmware Uersion : 4.6.281.26 Mode or IBM Unified

Bus:Device:Function : C:0:0 Fabric Protocol Hode

Link Speed : 10 Ghps requires the suitch to

Advanced Mode <Enable> also support the

Personality <iSCSI> functionality...

Multichannel Mode - SYSTEM RESET REQUIRED

Controller Configuration
Port Management

Feature On Demand

Enmulex Flash Update Utility

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit
Figure 3-31 Emulex NIC configuration utility
d. Exit and apply to the second adapter, if needed

3. Exit and save UEFI configuration.
4. Reboot the server and your UFP configuration is finished.

After you configure network adapters in UFP mode, you are configuring virtual ports settings
only in the network switch side; no other configuration in UEFI is needed.

3.2.3 Configuring storage

42

To connect Flex System to the existing environment, many factors must be considered. One
factor is the type of storage that is used, SAN or NAS. If SAN is used, Fibre Channel, FCoE,
or iSCSl is used. If you are running virtualization or clustered environment, you should
consider that a single LUN should be allocated to several physical hosts and shared across
them. In this section, the following topics are covered:

» “Configuring iSCSI adapter”
» “Storage LUN provisioning” on page 44

Configuring iSCSI adapter

The Converged Network Adapter that is included with Flex System can work as an iSCSI
initiator or as a FCoE HBA. In our example, we describe the scenario of configuring it for use
with an existing iSCSI SAN.

Complete the following steps to configure your iSCSI initiator parameters:

1. Connect to the console of your compute node and enter the System Setup utility.

2. Enable iSCSI personality for network adapter by clicking System Settings — Network.
Complete the following steps:

a. From Network Device List, open first Adapter.
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b. Press Enter to begin the configuration mode, as shown in Figure 3-31 on page 42.
¢. Change Personality to iSCSI.

d. Exit and configure the second NIC, if needed (the second port on the same NIC is
configured with the first port).

e. Exit and save the UEFI configuration.
f. Reboot the system re-enter the System Setup utility.
3. Click System Settings — Storage. Complete the following steps:
a. Enter the Emulex iSCSI Utility for the particular adapter, as shown in Figure 3-32.

Storage

Ports O
LSI 3AS52 MPT Controller SAS2004, Bus# 12
PCISubDeviceld :0x3F8, PCIBus:0x6. PCIDevice:0x0. Devicest O
PCIFunc:0x0, PCISlot:0xFF) Func# 2

Figure 3-32 UEFI: Emulex iSCSI Utility

b. Enter the iSCSI Initiator Name and save the changes, as shown in Figure 3-33.
Controller Configuration Menu

Emulex OC111102-F-¥ Uirtual Fabric Adapter 2-port Enter Initiator ION
10Gb LOM Nane

iSCSI Initiator Name: —

Boot Support <{Disahle>
Save Changes

Controller Properties
Network Configuratiom

i3CSI Target Configuratiom

Erase Configuratiom

T1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 3-33 uEFIiSCSI Controller Configuration menu

Enter the Network Configuration.
Enter the iISCSI Target Configuration.

® oo

Exit the configuration window.

—h

Repeat steps a - e for the second network adapter, if needed.
4. Reboot the computer.
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Note: For more information about FCoE and iSCSI configuration, see Storage and
Network Convergence Using FCoE and iSCSI, SG24-7986:

http://lenovopress.com/sg247986

Storage LUN provisioning
Now that the iSCSI initiator is configured, it must be able to see existing LUNs.

In our example, we show you how to allocate a LUN to a new Host in IBM Storwize V7000
web GUI that uses V7000 Storage Node as an example. Complete the following steps:
1. In a web browser, enter the IP address of the V7000 and login.

2. Hover your mouse over the Hosts icon on the left side of the window and click Hosts in the
drop-down menu, as shown in Figure 3-34.

IBM Fler System ¥7000  We .,—supei:ﬁ'sgr Legal | Logout | Help

“ ITSO_¥7000 > Home > Overview ¥

|_ '~ Suggested Tasks + |

- =

13 Internal
Drives

WDisks 2 Poaols 4 Yolum

Pnrts hmt_aj
[ Host Mappings J
{ Yolumes by Host J_,

“' Overview

ﬁ Watch e-Learning: Overview

ﬁ\
Wealcome!

Figure 3-34 Enter Hosts menu
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3. In the Hosts menu, click New Host, as shown in Figure 3-35.

1BM Flex System Y7000

ITSO V7000

—

Welcome, superuser

= Hosts > Hosts =

H‘E Mew Host

i= Actions ™ -

Name | Status Host Type W ’W
“ H522-ESXi1 Cinling Generic Yes {3
o H522-ESXi-2 Cinling GEneric Yes 3
L! H522-Hyper-¥-1 & Degraded Generic Mo
H522-Hyper-v-2 u Degraded Generic Mo
a hs22-mgmt-sc ¥ online Generic Yes {3
i H523-E5%i-1 (& enine Generic ves i3
% H523-ESXi-2 Cinling GEnetic Yes {3
H523-Hyper-\-1 Cinling Generic Yes 3
w H523-Hyper-\-2 Cinling Generic Yes {3
Figure 3-35 Add Host

4. In the window that opens, select iISCSI Host, as shown in Figure 3-36.

reate Host

X
e

Choose the Host Type

Fibre Channel Host

iSCST Host

ﬂ Create Host IELD‘&IJ

Figure 3-36 Selecting iSCSI Host
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5. Enter the required information, including the Host Name and iSCSI qualified name (IQN)
for adding an iSCSI host, as shown in Figure 3-37. Click Create Host.

Create Host x

Host Name (optional}: |, ou40-powi-1

iSCSI Ports

[ || B add Port to List

Port Definitions
iqn.2014-06.local lab:x240-e5xi-1.1ab local 3

Use CHAP authentication {all ports}

Advanced Settings

1/0 Group Host Type
o4 io_grpd o) Generic (defaut)
| io_grpl HPAUx
4 io_grp2 OpenyYMs
4 io_grp3 TPGS

|l¥] advanced | | ¥ create Host | | Cancsl |

Figure 3-37 Entering required information

After the host is added to the storage system, complete the following steps to allocate LUNs
toit:

1. Hover over the Hosts menu icon on the left side of the window and click Host Mappings,
as shown in Figure 3-38.

ITSO_¥7000 > Hosts > Hosts +
“ F Mew Host = Actions = [E] + % v
L‘! Hame Status Host Type #of Ports | Host Mappings
HS22-ES¥i-1 2] oniline Genetic 1 Yes {3
@ HS22-ES¥i-2 %] Oriine Generic 1 Yes i3
HS22-Hyper-¥-1 {1, Degraded Genetic 1 Mo
| HS22-Hyper-v-2 /B, Degraded BEmEs 1 Mo
Lﬁ hs22-mgmt-sc 2] Online Generic 1 Yes 3
HS23-ESXi-1 ¥ Coniine Generic 1 Yes {3
Generic 1 Yes i3
Generic 1 Yes i3
Generic 1 Yes i3
w Generic 1 Mo

Figure 3-38 Host Mappings option
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2. In the Host Mappings window, right-click the Host that you added, and click Modify

Mappings, as shown in Figure 3-39.

ITSO_V7000 > Hosts > Hosts =

F Mew Host IS actions v (5] =

in Import Mappings
7 Rename

# Delete

E' Properties

-9 -
M3 Hi of P Hi h
“ HS22-ES¥i-1 2] oniline Genetic 1 Yes {3
= HS22-ESXi-2 2] oniline Genetic 1 Yes {3
L! HS22-Hyper-¥-1 {1, Degraded Genetic 1 Mo
HS22-Hyper-v-2 {1, Degraded Genetic 1 Mo
@ hs22-mgmt-sc 2] Online Generic 1 Yes 3
= HS23-ESXi-1 2] oniline Genetic 1 Yes {3
Lﬁi HS23-ESXi-2 2] oniline Genetic 1 Yes {3
HS23-Hyper-v-1 2] Online Generic 1 s {3
éE( HS23-Hyper-v-2 2] oniline Genetic 1 Yes {3
%¥240-ESXi-1 ing Generic 1 Mo
l ’ H Madify Mappinas
m Unmap All 'n.n'olurrniljJ

Figure 3-39 Modify Mappings menu

3. The Modify Host Mappings window opens. The available LUNSs are listed in the left pane of
the window. Select the LUNs that you can to allocate to the host and click the arrow icon in
the center of the window, as shown in Figure 3-40. Click Apply.

Host: |x240-ES¥i-1] -

Unmapped ¥Yolumes

P Map [E = L -

¥olumes Mapped to the

Edit sCSIID € Unmap Bl =+

Hyper-¥_Datastore D‘E 541.00 GB B0050760005450015500000000000001
Hyper-¥_Quorum VU 1.00 3B 60050760008450015500000000000002
TempTest [’n 100.00 GB B0050760005450015500000000000003

ESXi_Datastore BO0SO7E000545001

Figure 3-40 Allocate LUNs
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4. If the LUN you assign to a host is assigned to any other host, you see a warning message
in which you are prompted to confirm the action. Click Map All Volumes, as shown in
Figure 3-41.

Warning

I The following volumes are already mapped to another host,
Attention: If a3 volume is mapped to multiple hosts, the hosts
must coordinate access to avoid corrupting data,

ESXi_Datastore

Map all Yolurmes Mo

Figure 3-41 Warning message if the LUN is allocated to several hosts

The LUN is now allocated to your host. If your operating system is configured to discover
LUNSs on this storage device, perform a Rescan and the LUN becomes usable.

3.3 Integrating VMware vSphere

In this section, we describe the integration of VMware ESXi that is installed on Flex System
Compute Node node to an existing VMware vSphere environment that was built on
BladeCenter chassis. For more information about the full installation process of VMware
ESXi, see the following resources:

» ESXi5.0:

http://pubs.vmware.com/vsphere-50/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcen
ter-server-50-installation-setup-guide.pdf

» ESXI5.1:

http://pubs.vmware.com/vsphere-51/topic/com.vmware.IChase/PDF/vsphere-esxi-vcen
ter-server-51-installation-setup-guide.pdf

» ESXi5.5:

http://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbhase/PDF/vsphere-esxi-vcen
ter-server-55-installation-setup-guide.pdf

3.3.1 USB memory key with ESXi

48

All Flex System Compute Nodes can have an integrated USB memory key. The USB memory
key can be used for VMware ESXi installation. For more information about installing a USB
key on a particular model of Flex System Compute Node, see the Flex System Information
Center, which is available at this website:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp

If a USB memory key is not used, the following installation methods can be used:

» Installation on local disk
» Boot from SAN
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Use Lenovo customized VMware ESXi image to ensure that it contains all of needed
hardware drivers and modules. Customized ESXi images can be downloaded from this
website:

http://www-03.1ibm.com/systems/x/os/vmware/

3.3.2 Configure management network for VMware ESXi

You should configure the Management Network to administer VMware ESXi that uses
dedicated tools, such as VMware vSphere Client or VMware vCenter Server. After the
installation is complete and the ESXi hosts are rebooted, you see the Direct Console User
Interface (DCUI) of VMware ESXi.

Complete the following steps to configure the Management Network:

1. Press F2 and enter root as the user credentials, as shown in Figure 3-42.

Authentication Required

Enter an auvthorized login name and passuword for
localhost. .

Conf igured Keyboard (US Default)
Login Name: [ root 1
Passuord: [ 1

<Enter> DK <Esc> Cancel

Figure 3-42 Enter root credentials

2. Inthe DCUI, select the Configure Management Network, as shown in Figure 3-43.

System Customization

Conf igure Passuord
Conf igure Lockdoun Mode

onf igure Management MNetwuwork

Restart Management MNetuork
Test Management Network
Netuork Restore Options

Conf igure Keyboard
Troubleshoot ing Opt ions

Vieu System Logs
Vieu Support Information

Reset System Conf iguration

Figure 3-43 Select Configure Management Network
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3. In the Configure Management Network menu, complete the following

configuration changes:

a. Select Network Adapters and choose the network card that is used for Management
Network traffic. In our example, we use vmnic0, as shown in Figure 3-44. Press Enter.

Netuork Adapters

Select the adapters for this host’s default management netuwork

connection. Use tuo or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status

vmnic ServerEngin... (...be:7d:00) Connected (...)
[ 1 vnnicl N/A (34:40:b5:be:7d:04) Connected
[ 1 vusbh@ N/A (36:40:b5:bf:4d:73) Connected (...)

Figure 3-44 Selecting NIC that is used for Management traffic

b. Inthe VLAN menu (if applicable), set the VLAN number that is used for Management
Network traffic. In our example, we use VLAN 42, as shown in Figure 3-45.
Press Enter.
VLAN (optional)

If you are unsure how to configure or use a VLAN, it is safe to
leave this option unset.

LAN ID (1-4094, or 4095 to access all VLANs):

Figure 3-45 Setting VLAN for Management Network interface

c. Inthe IP Configuration menu, do not change the default settings if DHCP is used. If you
static IP configuration is used, select the Set static IP address and network
configuration options, enter the IP address, Subnet Mask, and Default Gateway that is
to be used for this ESXi host, as shown in Figure 3-46. Press Enter.

IP Configuration

This host can obtain network settings automatically if your network

includes a DHCP server. If it does not., the following settings must be
specified:

( ) Use dynamic IP address and network configuration
(o) Set static IP address and network configuration:

IP Address [ 9.42.171.26 ]
Subnet Mask [ 255.255.254.0 ]
Default Gateway [ 9.42.170.1 1

Figure 3-46 Configure IP settings for Management Network
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d. Inthe DNS Configuration window, enter the IP addresses of your primary and
secondary DNS servers and set the host name of VMware ESXi server, as shown in
Figure 3-47. Press Enter.

DNS Conf igurat ion

This host can only obtain DNS settings automatically if it also obtains
its IP configuration automatically.

( ) Obtain DNS server addresses and a hostname automatically
(0) Use the following DNS server addresses and hostnane:

Prinary DNS Server 42171, 27—
Alternate DNS Server [
Hostnane [ x240-ESXi-1.1lab.local ]

Figure 3-47 Configure host names and DNS resolution on VMware ESXi

e. In the Configure Management Network menu, press Esc and select Yes to save your
changes and return to DCUI main menu, as shown in Figure 3-48.

Conf igure Management Metwork: Confirm

You have made changes to the host“s management network.
Applying these changes may result in a brief network outage.

disconnect remote management software and affect running virtuval
nachines. In case IPvb has been enabled or disabled this will
restart your host.

Apply changes and restart management network?

<¥> Yes <N> No <Esc> Cancel

Figure 3-48 Save settings and return to DCUI main menu

4. In the DCUI main menu, select Test Management Network and press Enter. Press Enter

again to perform the tests. If some tests fail, see step 3 that is described in 3.3.2,
“Configure management network for VMware ESXi”.

3.3.3 Joining hypervisors to the existing environment

Several choices are available to integrate a VMware vSphere environment that is deployed on
BladeCenter with Flex System. You can join your new Flex System nodes to the existing
BladeCenter vSphere cluster, or create a separate cluster that contains Flex System nodes

(o]

nly. These scenarios are described in this section.

Integrating new Flex System nodes with the existing vSphere cluster
Consider the following integration aspects:

>

VMware ESXi hosts and new Flex System nodes with ESXi installed on them should
access same shared storage.

BladeCenter VMware ESXi hosts and new Flex System nodes with ESXi installed on them
should have access to same networks (VLANS).

Enhanced vMotion Compatibility (EVC) should be enabled on the cluster.
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These aspects are required to have VMware vSphere clustered features working, including
High Availability (HA) and Distributed Resource Scheduler (DRS).

Adding ESXi that is installed on the compute node to vCenter inventory

To join an ESXi host that is installed on the Flex System compute node to your VMware
vCenter inventory, complete the following steps:

1. Log in to vCenter via Web Client and click Hosts and Clusters, as shown in Figure 3-49.

| Home |

(5! vCenter % || Inventories

% Rules and Profiles >

J vCenter Orchestrator > JJ i i “ J g

% Administration > vCenter Hosts and YMs and Storage
Clusters Templates

[z] Tasks

|i= Log Browser

(T3] Events Q\J | ;}J

0 k=g Metworking vCenter
Orchestrator

&y New Search >

[l saved Searches > \sasiag

Figure 3-49 Hosts and Clusters view

2. Expand your vCenter object to see the data centers. Right-click the needed data center
and click Add Host, as shown in Figure 3-50.

| @ | =] i & | Summary | Monitor Manage Related Ohjects
v [5 Labvelab.local
T LAB CPU
I Bg L%B . EET] s z i
[y Actions - LAB Virtual Machines: 8 USED: & GHz
+E Add I'llﬁE:t_,_ Clusters: 2 MEMORY
s ) MNetworks: 5
& Mew Cluster. Datastores: 1 USELD: 35 GB
#5 Mew Datastare Cluster...
STORAGE
B Mew Distributed Switch...
USED: 155 GB

i Mew Vitual Machine...
9 Deploy OWF Template... -
a2 Migrate Vb to Another Network... O

Edit Default ¥M Compatibility... T ST ey

Mowe To... This listis ermpty.
Rename...
& Assigntag...

Alarms b
All wCenter Actions b
. P ——

Figure 3-50 Add Host

3. The Add Host wizard opens. Complete the following steps:

a. Enter the host name of your VMware ESXi host that you want to add. Create a cluster
or join existing clusters. Click Next.

52 Deploying Flex System in a BladeCenter Environment



b. Enter root as the user credentials. Click Next.

c. The Security Alert window opens, in which it is stated that it was not possible to verify
the authority of SSL certificate. This issue is normal behavior when self-signed
certificates are used. Click Yes to allow connection to the host.

d. On the Host Summary page, click Next.

e. On the Assign License page, select the license that you want to assign to this ESXi
host, or select (No License Key), if you want to activate Evaluation mode, as shown in
Figure 3-51. Click Next.

] Add Host
+" 1 Name and location | Agsign an existing iicense key |« |
w2 Connection settings )
Licensa Key Froduct Uzage C3
¥ 3 Host summary = L.j:“? (Mo License Key Evaluation Mode 10 L

4 41 Assign license

5 Lockdown maode

Figure 3-51 Select License key to assign to ESXi host

f.  On the next page, select the Enable lockdown mode option, if required. Click Next.

Note: Enabling lockdown mode limits access to your ESXi host. For more
information about enabling and disabling lockdown mode, see the VMware
Knowledge Base article that is available at this website:

http://kb.vmware.com/kb/1008077

g. If there are virtual machines (VMs) that are running on the ESXi host that you are
adding, select the folders or resource pools in which those components should be
placed. If no VMs are present, no action is required. Click Next.

h. On the Ready to complete page, review the details and click Finish.

This operation takes 1 - 2 minutes to complete. After it is complete, you can see the added
host in the vCenter inventory.

Joining ESXi installed on the compute node to the existing cluster

After the ESXi host is added to vCenter inventory, you can proceed with the configuration.
The following basic configuration procedures for storage and network are described:

» Storage configuration, in: 3.2.3, “Configuring storage” on page 42
» Network configuration, in: 3.2.1, “Configuring the network” on page 34

If network and storage are not yet configured, it is recommended that you enter the ESXi host
into Maintenance Mode before joining to the cluster. To enter Maintenance Mode, right-click
the host in vSphere web client and click Enter Maintenance Mode.

To join ESXi host to the existing cluster, complete the following steps:
1. Right-click the host that you want to join to the existing cluster and click Move To.
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2. A window opens. Expand the vCenter object, expand the data center object to which your
cluster belongs, and select the cluster that you want to join.

3. Click OK.

Your new ESXi host is now member of your existing cluster.

Configuring virtual switch and creating needed port groups
In our scenario, we use VMware vNetwork Distributed Switch. If your environment is built by
using VMware vNetwork Standard Switch or you need more in-depth information about
VMware vDS, see the VMware official documentation.
The documentation for each version of VMware is available at the following websites:
» ESXi5.0:

http://pubs.vmware.com/vsphere-50/index.jsp
» ESXi5.1:

http://pubs.vmware.com/vsphere-51/index.jsp
» ESXi5.5:

http://pubs.vmware.com/vsphere-55/index.jsp

For more information about vDS concepts, see this website:
http://kb.vmware.com/kb/1010555

To join ESXi host to the existing vDS, complete the following steps:
1. Log in to vSphere web client. From the home menu, click Networking.

2. Right-click the vDS to which you want to add the new ESXi host and click Add and
Manage Hosts.

3. The Add and Manage Hosts wizard starts. Complete the following steps:

a. On the first page, select the Add new and migrate host networking (advanced)
option and click Next.

b. On the second page, click New Host near the green + symbol and select the host that
you want to add, as shown in Figure 3-52. Click Next.

[[> Add and Manage Hosts

+ 1 Selecttask Select hosts

Select hosts to add or migrate their networking to this distributed
2 Select hosts

ok Mew hasts... o Member hosts...
Host

G (Mew) x240-esx0-1.1ab local

Figure 3-52 Add host to vDS
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c. On the next page, select the physical Network Interface Card that you want to use in
your vDS as uplink. In our example, we are adding vmnic0, which is used as an uplink
in vSS vSwitch0, as shown in Figure 3-53. Click Next.

[ Add and Manage Hosts ?

Select physical network adapters
Select physical network adapters to add to this distributed switch.

" 1 Selecttask

v 2 Select hosts

5 eio
. h,= virtual network Host'Physical Network Ad... In Use by .. Uplink Uplink Port Group
s - x240-es-10a..
[ vmnic0  wSwitchD  (Auto-..  HS23-LabCluster--DyUplinks-41 '
O EE vmnict - = HS23-LabCluster--DvUplinks-41

7 Ready to complete ()@ vushd  wSwitch., - HE23-LabCluster-DVUplinks-41

5 Validate changes

6 Select VM network adapters

Figure 3-53 Adding NIC to vDS

d. Select the Virtual Network Adapters to which you want to migrate vDS, if any. In our
example, we migrate vmk0, which is used for Management Network on the host. To
migrate the adapter, click the Virtual Network Adapter that you want to migrate, click
the Assign Port Group icon, and select the Port group to which Virtual Network
Adapter should be migrated, as shown in Figure 3-54. Click Next.

[ Add and Manage Hosts 2

+ 1 Select task Select virtual network adapters

Select a port group to provide network connectivity for the adapters on the distribute
" 2 Select hosts

v L UL O Assign adapters to a destination port aroup to migrate them. Ctrl + click to mul

adapters
4 Select virtual network Ay virual network adapters marked with the warning sign might loge netwark cor
adapters distributed switch. Select a destination port group in order to migrate them.
5 Validate changes =
FYLi)
6 Select VM network adapters
HostMirtual Adapter  Switch Source Port Group Crestination Port Gro
7 Ready to complete - ¥ x240-es..
@ vmkd  wSwitchD Management Metwork —p Management I
wmkl  wBwitchlISB0 [l td _letucrke) Lo not migrate

Figure 3-54 Migrate Virtual Network adapters vDS

e. Verify your changes and that the Overall validation status is shown as Passed.

f. If you have VMs running on the host to which you are adding vDS, you can perform VM
network migration. (This step can be skipped for now.) Click Next.

g. Click Finish on the Ready to complete page to apply your changes. The process takes
1 - 2 minutes to complete.

Creating a Virtual Network Adapter for vMotion

vMotion Port Group is required for creating Virtual Network Adapter with vMotion capabilities.
Consider having vMotion network on an isolated VLAN in separate subnet. If such a solution
is not possible, vMotion can work by using a management network.

In our example, we consider that vMotion Port group exists on the vDS.
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To create a Virtual Network Adapter for vMotion, complete the following steps:

1. Log in to vSphere Web Client and enter the Hosts and Clusters view. Click the ESXi host
on which you must create the Virtual Network Adapter.

2. In the central pane, click the Manage tab, click Networking, then select the Virtual
adapters menu item and click the Add host networking icon, as shown in Figure 3-55.

Home [~] &
/@8 8 &
[ Labve lab local

~ [fgLam

Bl HE22-LanCluster

[ =240-esxi-1.labJocal = Actions ~

Summary  Monitor | Manage | Related Objects

| Settings | Metworking i Storage iAIarm Definitions ITags | Permissions i

~ [ HE23-LabCluster " Virtual adapters
[l hs23-esxi-1.1ab.local Vil switches =
[ he23-esxi-2 lab local 12 B

DT Virtual adapters . -

[E‘JD Lapnc Cewice Metmod Label Sinite
(5 Labivc SHIECALadAErS k! @ IMM_Metworko it
Gp5C0M DR ang 1oy wnkl 2 Management ot
G5 5COM Advanced
(R SCYMM
R SaL

GRTS

>

Figure 3-55 Click Add host networking icon in Virtual adapters menu

3. Configuration wizard opens. Complete the following steps:

a. On the Select connection type page of the wizard, select VMkernel Network Adapter
and click Next.

b. On the Select target device page, select Select and existing distributed port group
and click Browse. In the opened window, select the port group that you are planning to
use for vMotion, as shown in Figure 3-56. Click Next.

@ x240-esxi-1.lab.local - Add Networking

Select target device
Select a target device for the new connection.

" 1 Select connection type

2 Select target device

3 Connection settings ») Select an existing distributed port group

3a Portproperties | Browse. ..
3hb IPwd settings
(! Select an existing standard switch
4 Ready to complete

() Mew standard switch
128

Figure 3-56 Select port group for vMotion
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c. On the Port properties page (as shown in Figure 3-57), enable this Virtual Network
Adapter for vMotion by selecting the vMotion traffic option. In IP settings, select IPv4
or IPv6 (based on your environment). In our example, we use IPv4. Click Next.

E| x240-esxi-1.lab.local - Add Networking

+ 1 Select connection type Port properties
Specify Vikernel port settings.
" 2 Selecttarget device

3 Connection settings ViMkernel port settings

3a Port properties

MHetwork label:
3k IPvd settings

IF settings: 1P
4 Ready to complete g | | T |

Available services

Enable services: [] whtotion traffic
|:| Fault Tolerance logaing
[[] Management trafiic
|:| vSphere Replication traffic

Figure 3-57 Enable vMotion traffic, and select IP version

d. On the IPv4 settings page, configure your IP settings, depending on the IP protocol
version that you selected in the previous step. Figure 3-58 shows an example of
configuration for IPv4 with static IP assignment. Click Next.

[J %240-esxi-1.Jab.local - Add Networking

+ 1 Select connection type IPvd setlings
Specify Vikernel IPv4 settings.
w2 Selecttarget device

3 Connection settings ) Ohtain IPv4 settings autamatically

~  3a Fortproperties (=) Use static IPvd settings

3k IPvd settings

IPvd address: 10 . 30 . 30 . 26
4 Ready to complete

Subnet mask 285 255 2855 000

Diefault gateway for IPwd: 9421701

DMS server addresses: Q4217127

Figure 3-58 Set IP for vMotion

e. On the Ready to complete page, review the configuration and click Finish.

The creation process takes several minutes. When finished, you can migrate VMs from your
existing ESXi hosts to your newly added ESXi host that is installed on the Flex System
Compute Node.
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3.4 Integrating Microsoft Hyper-V

In this section, we describe the integration of the Microsoft Hyper-V server that is running on
Flex System compute node into an existing Hyper-V cluster that is based on BladeCenter
HS23. This approach can also be used to integrate Flex System into an existing physical
(non-virtualized) Microsoft Windows Server based environment that is running on
BladeCenter.

This section includes the following topics:

3.4.1, “BladeCenter environment”

3.4.2, “Deployment considerations” on page 59

3.4.3, “Connecting to a Flex System compute node using Remote Console” on page 60
3.4.4, “Installing the operating system” on page 61

3.4.5, “Management network configuration” on page 65

3.4.6, “Joining the node to System Center Virtual Machine Manager” on page 68

3.4.7, “VM live migration compatibility” on page 75

vVVvyVYyVvYVvYYyvYyYyYy

For more information about Microsoft solution considerations, see the following resources:

» System Center Documentation:
http://technet.microsoft.com/en-us/1ibrary/cc507089.aspx

» Deploy a Hyper-V Cluster.
http://technet.microsoft.com/en-us/1ibrary/jj863389.aspx

» Network Recommendations for a Hyper-V Cluster in Windows Server 2012:
http://technet.microsoft.com/en-us/Tibrary/dn550728.aspx

3.4.1 BladeCenter environment

58

Infrastructure is managed with Microsoft System Center 2012 R2 with Upward Integration For
Microsoft System Center Bundle.

The following management components are installed:

» Microsoft System Center Operations Manager (SCOM)

» Microsoft System Center Virtual Machine Manager (SCVMM)

» Microsoft System Center Configuration Manager

» Lenovo Hardware Management Pack for Microsoft System Center Operations Manager

» Lenovo Hardware Performance and Resource Optimization Pack for Microsoft System
Center Virtual Machine Manager

» Upward Integration Modules Add-in for Microsoft System Center Virtual Machine Manager
» Lenovo System Updates for Microsoft System Center Configuration Manager
» Lenovo Inventory Tool for Microsoft System Center Configuration Manager

Our Hyper-V cluster consists of two HS23 servers that are connected to the SAN storage by
using iSCSI.
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There are four integrated NICs in the HS23 default configuration (2x 1 GbE and 2x 10 GbE)

that are connected in the following way (see Figure 3-59):

» 1 GbE NICs are teamed and used for the servers in-band management (AD Domain
Network).

» 10 GbE NICs are teamed by using SCVMM Logical Switch with virtual adapters that are
created on top of the Hyper-V extensible switch that is used for Management OS and VMs
traffic. VLAN and network subnet separation is used to isolate traffic.

IBM Bladecenter H523

SCWMM Logical Switch

ManagementO3

—1
Hyper-v Extensible Switch Cluster/C5Y
Host Managem ent in- -
band {thIC) pr

Management

Wh Traffic,
Liveligration, Storage etc...

Figure 3-59 Hyper-V network topology

The operating system is installed on the local hard disk drives.

3.4.2 Deployment considerations

Although Flex System compute nodes can be considered as similar to BladeCenter nodes,
the following differences must be considered for merging systems into one Hyper-V cluster:

» Processor compatibility for live migration: As live migration is performed on the online VM,
migration between the processors with different instruction sets can cause a VM to crash.
Migration between different vendor processor family is not supported. Consider the
following points:

— Mixed clusters with different CPU versions are supported by using CPU Compatibility
mode; however, such clusters might not benefit from new generation
processor features.

— To achieve best performance, consider creating separate clusters for each processor
that is generated.
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» Network configuration: Every Hyper-V Switch must exist across all members of the cluster;
therefore, if your current environment has three Hyper-V Switches, you also must deploy
them on Flex System compute nodes. Each Hyper-V switch in the external mode requires
a dedicated uplink interface (teamed or stand-alone).

Providing this dedicated uplink interface might be a challenge; for example, some Flex
System x240 nodes include dual-port embedded 10 GbE LOM adapters in the default
configuration instead of four adapter ports in the HS23. For such cases, you can use the
Unified Fabric Port (UFP) feature of the Flex System to create up to four virtual NICs per
physical NIC.

3.4.3 Connecting to a Flex System compute node using Remote Console

Use the CMM web interface for connecting to the Flex System node. Right-click the wanted
node and click Launch Compute Node Console, as shown in Figure 3-60. Then, click
Launch and you are redirected to the IMM interface of the node.

Chassis Graphical Wiew | Chassis Table Wiew | Active Events

Poweer On
Porevr Off
Shutdown 05 and Power Off

Restart Immediately

Restart with Mon-maskable Interrupt (WM

Restart Systemn Mgmt Processor

Launch Compute Mode Console

Figure 3-60 Selecting the Launch Compute Node Console option
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From the IMMv2, you can attach virtual media for the operating system installation. You also
can control the power state of the system. You can start the console in single- or multi-user
mode, as shown in Figure 3-61.

IBM Integrated Management Module Il

Systern Status  Ewents = Service and Support = Server Managemnent = IMM Managemnent -

Remote Control

Allowes you to control the server at the operating systemn level, & new window will appear that provides access to the Rern
Disk and Remote Console functionality, The Remote Disk functionality is launched from the Remote Console window, "Tool
drop-dowen menu, (Mote that the Remote Disk function does not, .. more, ..

Guide for Rermote Disk and Remote Console

Use the ActiveX Client

Use the Java Client

‘our current browser Java wersion (1.7.0.60) is suppaorted For use with remoke contral,

- Encrypt disk and KWM data during transrission
allowy others to request my remote session disconnect

Start remote control in single-user mode
Gives you exclusive access during the remote session,

Start remote control in multi-user mode
Alloves other users to skart remate sessions while vour session is active,

Figure 3-61 Start remote control

For more information about the use of the IMMv2 web interface, see this website:
https://www-947.ibm.com/support/entry/myportal/docdisplay?1ndocid=MIGR-5086346

3.4.4 Installing the operating system

To include all required drivers and configure system components with minimal user
intervention, consider the use of ServerGuide when Microsoft Windows Server is deployed.
For more information, see this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?Indocid=SERV-GUIDE

Alternatively, if your environment is configured to use SCCM to deploy operating systems on
blades, you can use Lenovo Deployment Pack For MS SCCM. For more information, see this
website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?1ndocid=MIGR-5082208

Deploying by using ServerGuide boot image

To deploy a compute node by using ServerGuide, complete the following steps:
1. Connect to the IMM2 remote console of the node.

2. Power on the server by clicking Video Viewer Tools — Power — Power On.
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3. Press F1 when prompted to enter the UEFI setup and configure virtual NICs in IBM UFP
mode (if needed). You can also configure hardware iSCSI| and FCoE. For more
information about storage configuration, see 3.2.3, “Configuring storage” on page 42.

4. Save the settings and reboot the server.

5. Start the Virtual Media and add a ServerGuide image in Video Viewer by clicking Tools —
Virtual Media — Add Image — Mount Selected, as shown in Figure 3-62.

Client View
Map | Read only | e -
| =5 A: - Floppy
[ 25 Dz - CDIDVD Add Image...
22 Zzibm_utl_sguide_09.60-winZk12_anyos_x86-64.is0 - IS0 Image File
[ @ SiWindows Server 2012 R2 Evaluation'9600.16384. WINBLUE_RTM.... Unmount &l
Details *

Figure 3-62 Mount ISO

6. If you did not set the boot order before, press F12 when prompted to select the boot device
from which to boot (CD/DVD), as shown in Figure 3-63.

Boot Devices Manager

Legacy Only [1 DevicePath:
PciRoot (0x0) /Pci (0x1D,0x

NIC1:PHE® - Onboard Ethernet Portl 0) /USB {0x0,0x0) /USB (0x0,

UNIC3:PXE1 - Onboard Ethernet UNIC Port3 0x0) /USB (0x2 , 0x0)

UNICS:PHE? - Onboard Ethernet UNIC Port5

IMHZ:Floppy - IMM Remote Mount

D3A:Diagnostics - Diagnostics
SAS:HD - Onboard SAS Controller

Figure 3-63 Boot settings

62 Deploying Flex System in a BladeCenter Environment



7. After ServerGuide is booted, select language, localization, and accept the license to
continue. Then, select the running mode, as shown in Figure 3-64.

IBM ServerGuide

Task List

Execute ServerGuide for
+/ Localization

® pap configuration and Windows 05 deployment

+ License Agreement
O pam configuration only

+ Welcome
+/ Import Extra Drivers
P Select Running Mode

Exit ServerGuide

Select the network operating system and version to install on your server,

IMicrosoft ® Windows Server 2012 R2 x64

The following operating system officially supported by the system

O Windows Server 2012 R2, Standard x64 Edition
® Windows Server 2012 R.2, Datacenter x64 Edition

O Perform Server Core Installation

Figure 3-64 Select running mode

8. Select RAID configuration and Windows OS deployment, select the wanted operating
system and version, and click Next.

9. Configure the Date and Time settings.
10.Select the wanted RAID configuration or keep the existing configuration (see Figure 3-65).

IBM ServerGuide

Task List
Configure RAID Adapter
+/ Localization
+/ License Agreement Adapter Name: SAS2004
+ Welcome Number of Drives: 2 Physical Drive(s) (2 Good - 0 Bad)
+/' Import Extra Drivers BLOSVerSiuns LR
Firmware: 15.00.00,00
+/ Select Running Mode
+/ Set Date and Time
Select RAID Configuration:

P Configure RAID Adapters
B SAS004 O] Keep Current Adapter Configuration

Current Configuration: [RAID 1 {Good) - $52720ME]

Create Partiion Current Hotspare(s): ©

Post Installation O RAID Defaults

View Summary Report O RAID O

Operating System Setup O RAID 1

Exit ServerGuide O RAID 10
O rams

O RraD 1 +RAD 1
O RraD 1 +RAD 5
O rams

O ram s0

O ram 50

[ add Hot Spare

Figure 3-65 Configure RAID
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11. Select the wanted partition size for the operating system and click Next, as shown

in Figure 3-66.

Task List

+/ Localization
+/ License Agreement
+/ Welcome
+/ Impaort Extra Drivers
+/ Select Running Mode
+/ SetDate and Time
+/ Configure RAID Adapters
P Create Partition
Post Installation
View Summary Report
Operating System Setup

Exit ServerGuide

You must create and format a partition for Windows Server 2012 R2, Datacen
(®) pisk 0: 952709MB

Select the partition size: soooo| MB

Partition range: 32000-952331 MB

Select a file-system type:
® NTFs
O FaT22

O Clear Disk

In order to continue with the ServerGuide operations, ServerGuide
all partitions be deleted on the selected drive which could be a phy
or RAID logical drive.

Figure 3-66 Partition size

12.You can include ToolsCenter Suite, which can help you with managing a System x server.
You also can include more Windows hotfixes and UpdateXpress updates, as shown in

Figure 3-67. Click Next.

Task List

+/ Localization

+/ License Agreement

+/ Welcome

+/ Impaort Extra Drivers

+/ Select Running Mode

+/ SetDate and Time

+/ Configure RAID Adapters
+/ Create Partition

P Post Installation

View Summary Report

Post Installation

1BM ToolsCenterSuite

IEM ToolsCenter Suite is a collection of server management tools that help manage yol
IBM BladeCenter, and IBM Flex System environment,

Supported Web Browsers:

* Firefox 3.6 or later(FF3.6, FF8, FF10, FF14)

* Google Chrome 19.0 or later(CH19, CH23)

* Internet Explorer 8.0 Service Pack 1 or later(IES, IE9, IE10)

Import extra packages for Windows installaton

@] Import fix patch for Windows installation.
@] Import UXSPs for Windows installation.

Figure 3-67 Postinstallation tasks: IBM ToolsCenter Suite

13.Review summary report and mount the operating system image when prompted. You must
unmount the ServerGuide image first by clicking Unmount All, as shown in Figure 3-68.

Client View
Map | ReadOnly | Drive -
O é’ A: - Floppy
Ll 25 D - CDIOVD Add Image...
] 22 Ziibm_utl_sguide_9.60-win2k12_anyos_x86-64.is0 - ISO Image File RDOC...
25 S:WVindows Server 2012 R2 Evaluation'9600.16384. WINBLUE_RTM.... m

Figure 3-68 Map operating system installation image
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14.Follow instructions and enter the operating system details, accept the license, and click
Next to install the operating system.

15.After the installation process completes, log in to the operating system and wait until any
postinstallation tasks complete. Then, reboot the operating system.

3.4.5 Management network configuration

Note: Depending on your virtual NIC configuration, you might see multiple adapters in your
operating system after installation. In our example, we use only one port on Emulex 10GbE
VFA (the second is disabled in UEFI) by using virtual NICs with iSCSI personality. If we do
not use the iISCSI personality of the adapter, there are four NICs in total; however, iISCSI or
FCoE personality is always assigned to the second vNIC function (vPort2) of particular
physical NIC and that port cannot be used for anything else. “IBM USB Remote NDIS
Network Device” is the server internal network that is used for server management tasks,
such as online firmware updates.

If you open Network Connections, you see a list of available network interfaces, as shown

in Figure 3-69.
Mame Status Device Mame Connectivity]
'.';' Ethernet Unidentified netwark Emulex OCI11102-F-X Virtual Fa... Mo Internet 3
U Ethernet2 Identifying... Emulex QCI1102-F-X Virtual Fa... Mo network
'.';' Ethernet 3 Unidentified netwark Emulex OCI11102-F-X Virtual Fa... Mo network
U Local Area Connection Disabled IBM USE Remote NDIS Metwork ...

Figure 3-69 Available network connections after the operating system is installed

You can use Windows Device Manager to identify adapters in the Windows operating system,
as shown in Figure 3-70. Device 0 means pNIC 1 and Function 6 means vPort 4.

Emulex OCI11102-F-X Virtual Fabric Adapter 2-port 10G... L2

| Driver I Details I Events I Power Management
General | Advanced I Status I Statistics I Diagnostics

L-. Emulesc OCI11102-F-X Virtual Fabric Adapter 2-port 10Gb LOM #3
=

Device type: MNetwork adapters
Manufacturer: Emulex

Location: PCl bus 12, devic

Device status
[This device is working propery.

Figure 3-70 Network Function Identification in Device Manager
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Complete the following steps to configure your management network:

1. Rename the adapters as wanted, as shown in Figure 3-71.

Mame Status Device Name
'r"' Convl Unidentified natwork Emulex OCI1102-F-X Virtual Fabric Adapter 2-port 100b LOM
& Ethemet 3 Metwork cable unplugg... Emulex OCI11102-F-X Virtual Fabric Adapter 2-port 10Gb LOM £3
Y Local Area Connection Disabled |BM USE Rermote NDIS Network Device
| E Mngmt1 MNetwork Emulex OCI11102-F-X Virtual Fabric Adapter 2-port 10Gb LOM #2

Figure 3-71 Renaming network connections

2. Create NIC Team for the Management (Domain) network, as shown in Figure 3-72.

Click OK.

New team

Primary team interface: MngmiTeam: Default VLAN

Team name:
MngmtTeam
Member adapters:
In Team Adapter =3 Spesd State Reason
[ com 10 Gbps
I__ Ethemnet 3 Disconnected
D Local Area Connection  Disabled
|?_i Mngmt1 2 Gbps
# Additional properties
Teaming mode: | Switch Independent =
Load balancing mode: | Dynamic ]'|
Standby adapter: | None (all adapters Active) -

Figure 3-72 Create team for management network

The team is created, as shown in Figure 3-73.

MName Status

¥ Comvl Unidentified network

& Ethemet 3 MNetwork cable unplugg...
4 Local Area Connection Disabled

¥ Mngmti Enabled

&, MngmtTeam Identifying.

Device Name

Ermulex OCI11102-F-X Virtual Fabric Adapter 2-port 106b LOM
Ermulex OCI1102-F-X Virtual Fabnc Adapter 2-port 106Gk LOM =3
IBM USBE Remote NDIS Network Device

Emulex OCI11102-F-X Virtual Fabric Adapter 2-port 10Gb LOM #2

Microsoft Network Adapter Multiplexor Driver

Figure 3-73 Team created
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3. Configure the IP address for the teamed interface, as shown in Figure 3-74. Click OK.

General |

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an IP address automatically
(®) Use the following IP address:

IP address: [ 9 .42 .171. 3 |

Subnet mask: [ 255.255.254. 0 |

Default gateway: [ 9 .42 .1m. 1 |
Obtain DNS server address automatically

(®) Use the following DNS server addresses:

Preferred DNS server: | 9 .42 .171. 27 |

Alternate DNS server: | . . . |

[validate settings upon exit

Figure 3-74 Configure Management IP

Depending on your VLAN tagging configuration on the port, you might need to enable VLAN
tagging in the device manager for the particular adapter. For example, if you must use VLAN
20 and 30 on the same port, you must configure it on each member of the team, as shown in
Figure 3-75.

Diriver I Details I Events I Power Management
Generl | Advanced | Status | Safiics | Diagnestics
%E EMUL EX| Advanced Property Corfiguration

= Configuration ~l L TE

Class of Service (202.1p) ® 2030
b Eis ,l%.ddress () Mot Present
Packet Size
WLAN Identifier (802 1q) =
=1 Pefomance

+ CPU Affinity
Intemupt Moderation
Performance Tuning
Receive Buffers
RS5 Base Processor Group | Set to Defautt |
RS55 Profile
SRIOV v| | ResetAlto Defaut |

Figure 3-75 Set VLAN tagging in Emulex driver

After you have your connection in the domain network working, you can join the node to the
domain.
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3.4.6 Joining the node to System Center Virtual Machine Manager
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There are some prerequisites that must be met before you can join the computer to the
Microsoft System Center environment, such as administrator privileges on the hosts and
open ports for communication between management server. There are also multiple location
and security scenarios that might require more configuration steps.

In this section, we describe a scenario in which the server is joined in a trusted Active
Directory domain. For more information about the requirements and all scenarios, see
this website:

http://www.microsoft.com/en-us/download/details.aspx?id=6346
Assuming that all prerequisites were met, you can add node into the SCVMM console.
Complete the following steps:

1. In the Fabric Resources View, click Add Resources — Hyper-V Hosts and Clusters, as
shown in Figure 3-76.

E Cluster Tools  Administrator - scymm.lab

Home Folder Host Cluster
- 4 @

Create Add Overview | Fabric  |Compliance [BM Scan
= Resources - Resources UimM
Create ' Hyper-V Hosts and Clusters
s ﬂ Citrix XenServer Hosts and Clusters
J WMware E5X Hosts and Clusters
- _E‘_E‘_ Serve #
- Library Server
4 A r i | Host Stat
- (mll PXE Server
IH hyper-v-1.3b.... QK
, = Update Server
1H | hyper-v-2.lab.... QoK

_:LI.L Infrastructure Server
. hyper-v-1.lab.... QK

- E Ea VMware vCenter Server
Figure 3-76 Add Hyper-V Hosts into SCVMM

2. In the Add Resource wizard, select Windows Server computers in a trusted Active
Directory domain, as shown in Figure 3-77. Click Next.

Acd Resource Wizard

£ Resource Location

‘ Resource Location | Indicate the Windows computers location

Credentials ® Windows Server computers in a trusted Active Directory domain
Discovery Scope ) Windows Server computers in an untrusted Active Directory domain
= ¥

) Windows Server computers in a perimeter network
Target resources

If you select this option, before you continue, use VMM Setup to install the VMM agent loc
Host Settings targeted computers. Ensure that you configure the perimeter netwerk settings during the a
setup.

Summary . .. . .
’ () Physical computers to be provisioned as virtual machine hosts

Select this option to add bare-metal computers with baseboard management controllers.

Figure 3-77 Select computer location
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3. Specify the credentials for discovery, as shown in Figure 3-78. Click Next.

Resource Location Specify the credentials to use for discovery

Credentials ‘ The Run As account or credentials will be used to discover computers and to install the Hyper-V
the Virtual Machine Manager agent if necessary.

Discovery Scope
®) Use an existing Run As account
Target resources

Run As account: |savmmamanage E
Host Settings )
) Manually enter the credentials

Summary
4 User name:

Example: contoso\domainuser

Password:

Figure 3-78 Specify discovery credentials

4. Define the discovery scope that is based on your environment, as shown in Figure 3-79.
Click Next.

Resource Location Specify the search scope for virtual machine host candidates

Credentials Search for computers by whole or partial names, FQDNs, and IP addresses, Alternatively, you mi
| generate an Active Directory query to discover the desired computers.

Discovery Scope _
(@) Specify Windows Server computers by names

Target resources ) Specify an Active Directory guery to search for Windows Server computers

Host Settings
Enter the computer names of the hosts or host candidates that you want VMM to manage. Eact
Summary computer name must be on a separate line

Computer names:
x240

(] Skip AD verification

Examples:  server]
serverl.contoso.com
10.0.1.1
2a01:110:1e:3:f8fcfedd:23

Figure 3-79 Define scope of discovery

5. Select the wanted computers, as shown in Figure 3-80.

Resource Location Select the computers that you want to add as hosts

Credentials .
Discovered computers:

Discovery Scope Computer Name Operating System Hypervis

Target resources i x240-hyper-v-1.lab.ocal Windows Server 2012 R2 Datacenter E...

Host Settings

Summary

Figure 3-80 Select hosts
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6. Click Next. If there is no Hyper-V role that is installed in the server, SCVMM prompts you
for confirmation to install and reboot the server.

7. Specify the target Host Group (this group should be the group with the existing cluster);
however, you can change this selection later. Optionally, you can define the default VM
placement paths, as shown in Figure 3-81. Click Next.

Resource Location Specify a host group and virtual machine placement path settings for h

Credentials
Aszign the selected computers ta the following hast group:

Discovery Scope
oecer Host group: | 2 H523

Target resources

If any of the selected hosts are currently managed by anather Virtual Machine Manager (VMM

S L environment, select this option to reassociate the hosts with this VMM management server.

Summary [] Reassaciate this hast with this VMM environment

WMM uses virtual machine placement paths as default locations to stere virtual machines place
haost. Te add a new virtual machine placement path, specify a path and click Add.

Add the following path:

Selected virtual machine placement paths:

Figure 3-81 Specify target host group

8. Review the summary and confirm the settings, as shown in Figure 3-82. Wait for the
joining process to finish; your host might be rebooted several times during the process.

Jobs ¢  History — Recent Jobs (1,000)
E Running Last refresh: 6/27/2014 3:47:02 PM
- E History |
ﬁ Critical Failures | blasus | Sl
F Host x240-hyper-v-1 } Rebooting host Cornpl
I Add virtual machine host Compl
b Add virtual machine host
Step | Mame | Status
& =1 Add virtual machine host Completed
V] 1.1 Create undeployed host Completed
O 1.2 Install Virtual Machine Manager agent Campleted
& 13 Refresh host Campleted
O 14 Enable Hyper-V Campleted
O 1.5 Install SCVMM Switch Port Settings  Completed
¢ VMs and Services @ His Install virtual switch extension Completed
:l... Fabiii O B 1.6.1 Deploy driver and install virtual switc... Completed
_ & 1611 Deploy file (using LAN) Campleted
& Library
[Z] Jobs

Figure 3-82 Adding a host to SCVMM
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Configuring cluster networks by using logical switch
We have the existing logical networks managed by SCVMM, as shown in Figure 3-83.

Fabric ¢ Logical Networks and IP Pools (3)
4 & Networking 1
‘ Logical Networks Mame = | Metwork Compli... [ Subnet
i MAC Address Pool
- i Bl vy ClusterMNetwork Fully compliant
E: Load Balancers - i
il ay C5VPool Fully compliant 10.30.32.0/24
E\’IF’ Templates T "
; ; i LiveMigrationPool Fully compliant 10.30.31.0/24
va7 Logical Switches .
e — | Bl v iSCSINetwork Fully compliant
Port Profiles -
& i iSC5|Pool Full pliant 10.10.10.0/24
am, Port Classifications - i s i e -
- E y ‘I " I .
D Netwwoik Service frrVMNetwork Fully compliant
— il VMNetworkPool Fully compliant 10.20.20.0/24

- Storage
E. Classifications and Pools
& Providers

Arrays

A File Seruers

i@‘ VMs and Services

4, Fabric

Figure 3-83 Logical Networks settings

Complete the following steps to configure cluster networks by using logical switch:

1. To join the host into the existing logical switch, right-click the host (Fabric Resource Hosts
view) that you want to configure and click Properties — Virtual Switches — New Virtual
Switch — Logical Switch, as shown in Figure 3-84.

General BH Mew Virtual Switch W New Virtual Network Adapter 25 Delete

Status - HSB_}CD”"_'SW“Ch Logical switch: H533-ConvSwitch
Logical Switch
The logical switch supports teaming which means if you
Hardware connect mare than one physical adapter they will work

together as a single uplink.
Host Access Physical adapters:
Adapter Uplink Port Pr Add

Convl - Emulex OCI11 | = | [ HS23-ComT | Rornd

Virtual Machine Paths

Reserves

Storage

Figure 3-84 Selecting the logical switch

2. Select the adapters that acts as uplinks for the logical switch. If you add multiple adapters,
the adapters are teamed together.

Note: In our environment, we use virtual adapters for the cluster and live migration
network (see Figure 3-59 on page 59).
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3. To add the new virtual adapter, select logical switch to which this adapter is connected and
click New Virtual Network Adapter. Specify the VM Network, Subnet VLAN, Port profile,
and define the IP address (if needed), as shown in Figure 3-85.

General BF MNew Virtual Switch B Mew Virtual Network Adapter 2% Delete
Status B = HSS.E-Com..'Swﬂch Name: csy
Logical Switch . . .
his virtual network adapter inherits settings from t
Hardware W Csv physical management adapter.
CSVNetwork
- Connectivity
ost Access
VM Network: CSVNetwork Browse..
Virtual Machine Paths VM Subnet: | CSVNetwork 0 |
| Enable VLAN
Reserves
VLANID: |30 |
Storage Port profile

Classification: | Host Cluster Worklcad |

IP address configuration
O DHCP

@) Static

Migration Settings

Placement Paths

IPvd pool: CSVPool (10.30.32.1 - 10.30.32.254)

Servicing Windows IPvd address: 10.30.32.26

IPv6 pool: Mot Applicable

Custom Properties

Figure 3-85 Configure Cluster/CSV network adapter

4. Depending on the number of required virtual adapters, repeat the previous step for each
adapter, as shown in Figure 3-86.

General ﬁ:ﬂ New Virtual Switch @ New Virtual Network Adapter 2% Delete
Status E - H53.3—Com.'3witch Neme LiveMigration
Logical Switch o ) )
his virtual network adapter inherits settings from
Hardware W Csv physical management adapter.
C5VMNetwork
W LiveMiorat Connectivity
Host Access veMigration
LiveMigrationNetwork WM Network: LiveMigrationMNetwork Browse..,
Virtual Machine Paths VM Subnet: | LiveMigrationMetwork_0 |
| Enable VLAN
Reserves
VLANID: |30 |
sia]s Port profile

Virtual Switches Classification: | Live migration workload |

IP address configuration
Migration Settings

O DHCP
- i
Placement Paths ® Static
IPvd pocl: LiveMigrationPeol (10.30.31.7 - 10::
Servicing Windows IPv4 address: 10.30.31.36

IPv6 pocl: Mot Applicable

Custom Properties

Figure 3-86 Configure Live Mlgration network adapter

Deploying Flex System in a BladeCenter Environment



5. After you are finished, click OK.

6. You can verify that the new configuration was applied successfully directly on the server,
as shown in Figure 3-87.

i PROPERTIES

For x240-hyper-v-1

Domain

Windows Firewall

Remote management

Remote Desktop
NIC Teaming
MngmtTeam

vEthernet (C5V)

vEthernet (LiveMigration)

x240-hyper-v-1

lab.local

Domain: Off, Public: Off
Enabled

Enabled

Enabled

9.42.171.36, IPvb enabled
10.30.32.36, IPvb enabled
10.30.31.36, IPvb enabled

Figure 3-87 IP configuration of the virtual adapters

Joining servers to the existing Hyper-V Cluster

After all new Flex System servers have the same configuration and working connections with

the current members of the cluster, you can add them as new members into the cluster.

In addition to the network connection, all nodes in the cluster must have access to the shared

cluster storage. For more information about storage configuration, 3.2.3, “Configuring

storage” on page 42.

Complete the following steps to join the compute nodes to the cluster:

1. In the Fabric Resources Servers view, right-click the target cluster and click Add Cluster
Node, as shown in Figure 3-88.

4 | ] All Hosts
o H522
4 | 1 Hs23

< Hosts (2)

: |

Mame

| Host Status

| Role

;' hs23-hyper-v-1lab.local
& hs23-hyper-v-2.lablacal

_ W hs23d—
4 & Infrastruct
3

E3
=x
=
ol
=2
[¥]

7 PXE Sery

Refresh
Optimize Hosts
Move to Host Group

Uncluster

¢ Update

3 vCenter

Add Cluster Nede

VMM Se

& | el opul e 22

4 & Networking

#r1 Logical Ne
i MAC Addr |

Validate Cluster
View Networking
Remaove

| Properties

CK
QK

Host|
Host

Figure 3-88 Add Cluster Node option
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2. Select the wanted hosts (as shown in Figure 3-89) and click Add.

Available hosts:

[] Skip cluster validation

Select the hosts to add to this cluster

Add >

< Remove

Hosts to cluster:

1240-hyper-v-1.lab.lacal

Figure 3-89 Select available hosts

3. Wait for SCVMM to finish (which includes the cluster validation process), as shown

in Figure 3-90.

Recent Jobs (27)

| Mame

> | Start Time

~ | Result Namg

P! Add Host to Cluster NERRRRRRRNRRRRNRNEND 80 % 6/27/2014 2:38:12 PM hs23cluster.
¥ Add Host to Cluster

Status: llllinnnnnnnnnnnn 80% | srep Name | status
Command:  Install-SCYMHosiCluster CHER Add Host to Cluster LTI §
Result name: hs23cluster.lab.local o ERE Install Eeatures Completed
Started: 6/27/2014 2:38:12 FM V] 1.1.1  Install Failover Cluster Feature Completed
Duration: 000001 V] =12 Parallel execution step Completed
wner: LA Tekelak V] 1.2.1  Registers Storage Logical Unit to... Completed

V] 1.3 Validate cluster Completed

O 214 Add cluster node Completed

/] 141 Update Cluster in VMM Completed

L& BE15 Refresh host cluster [

1.5.1  Refresh registered file shares Mot started

Summary | Details | Change Tracking |

Show this window when new objects are created

Figure 3-90 Add host to cluster job
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The host is added to the cluster, as shown in Figure 3-91.

Fabric € Hosts (3)
. 3?_ Servers = |
4 | | All Hosts |_ Mame | Host Status | Role | Job Status
_| H522 | & hs23-hyper-v-1lab.. oK Host Completed w/ Info
4 L1H523 = i‘ hs23-hyper-v-2.lab.... QK Host Completed
@ hs23cluster 1 «240-hyper-v-1.ab... oK Host Completed
4 B Infrastructure

= Library Servers

;ﬁ PXE Servers

_::*E- Update Server

S vCenter Servers ™

Figure 3-91 Cluster Hosts view

3.4.7 VM live migration compatibility

If you created a cluster with the hosts that contain different processor versions, consider
enabling the Allow migration to a virtual machine host with a different processor
version option to ensure Live Migration compatibility between these hosts.

To enable this option, click Virtual Machine Properties — Hardware Configuration —
Processor. Then, select the option, as shown in Figure 3-92.

General

Status

Checkpoints

Custom Properties

Hardware Configuration

bl Save As

EﬂiNey

Bemowe

% General

T processor

i Memory
512 MB

H Flappey Drive

Mao Media Captured

T com
Hone

| | <2 Processor

1=

MNumber of processors:
Compatibility

To improve compatibility with different processor version|
limits the precessor features that a virtual machine can us

Allow migration to a virtual machine host with a differ

Figure 3-92 VM CPU compatibility

Note: This setting hides some of the CPU features from VMs to maintain compatibility,
which can negatively affect the performance of your application. For more information
about the potential affect of this setting on your application, consult with the application

vendor.
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Managing a combined Flex
System and BladeCenter
environment

In this chapter, we describe the use of Flex System and BladeCenter management
extensions for the management tools for physical and virtual environments. Specifically, we
describe the use of UIM for VMware vCenter to manage vSphere-based BladeCenter and
Flex System environment, and UIM for Microsoft System Center to manage Microsoft
Windows Server based physical and virtual environments.

This chapter includes the following topics:

» 4.1, “Managing a vSphere environment with UIM” on page 78
» 4.3, “Managing a Windows Server environment with UIM” on page 95

© Copyright Lenovo 2015. All rights reserved.
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4.1 Managing a vSphere environment with UIM

When a BladeCenter environment is integrated with Flex System environment, consider the
use of System x Upwards Integration Modules (UIMs) for VMware vSphere. By using UIMs for
VMware vSphere, administrators can integrate the management features of the System x,
BladeCenter, and Flex System with VMware vCenter. It also expands the virtualization
management capabilities of VMware vCenter with System x hardware management
functionality, which provides affordable, basic management of physical and virtual
environments to reduce the time and effort that is required for routine system administration.

UIMs also provide the discovery, configuration, monitoring, event management, and power
monitoring that is needed to reduce cost and complexity through server consolidation and
simplified management.

For more information about UIMs for VMware vSphere, see this website:

http://www-947.1ibm.com/support/entry/portal/docdisplay?Indocid=migr-vmware

In our scenario, it is assumed that you installed UIMs on your VMware vSphere environment.

Consideration: Consider the use of UIM for VMware vSphere for the unified hardware and
software management of the combined Flex System and BladeCenter environment that is
running VMware vSphere.

4.1.1 Enabling UIMs for a newly added ESXi host

78

Complete the following steps to enable UIM on your newly added ESXi host:

Log in to VMware vSphere web client.

Enter Hosts and Clusters view.

Click the cluster to which your ESXi host belongs.

Select the Manage tab and click Upward Integration.

In Overview tab of Upward Integration, select Cluster Overview.

From the list of ESXi hosts, select the check box next to the host that you want to enable.
From the drop-down list of ESXi hosts, select Request Host Access.

© N o ok~ w b~

Enter the credentials when prompted.
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These steps are shown in Figure 4-1.

Home

|~| K [J HS23labCluster  Actions ~

v | @
be [0 LabvC lab local

thAB

=

e Summary  Monitor | Manage | Objects

| Sewlarm Definitions |Tags i Permissions i Scheduled Tasks | IBM Upward Integration |

£ HE22-1 abhCluster Provides powerful platform managem - %, BladeCenter, and PureFlex servers.
o hCuster

(G SCCM
G SCOM

& S0L
G TS

G wisus

(G, SCVMM

E heZZ-esxrT Ianlocal Overview IMM Discovery Rolling Update Predictive Failure
[@ hs23-esxi-21ak.local
[F #240-esxi-1 lab local
G LABDC
G Labve

Cluster Overview Cluster Overview @

Cluster Health

3 TotalHosts

2 IBM Hosts

1 Win2k1 2R 2_Fyvaff B 0 Hor-IBM Hosts

Used: 906.5GB

Disk: | 55.88%
Used: 47.4GB

Memory: | 22.81%
Used: 4.3GHz

CPU: L] A54%

Cluster Overview

| ReguestAccess.. | v |

Request Host Access

| Request IMM Access | dlus

[] hs23-esi-1 lab ocal @ normal

[] hs23-esx-2lah.local 3 normal
Trial version: 2.5.0 i ¥240-esx-1 lab local 4 normal
Expire in 88 days —
Wiew hiore

Figure 4-1 Request Host Access

4.1.2 Collecting system inventory with UIM

Complete the following steps to see the available information that is related to your VMware
ESXi host:

1.

o~ 0D

Log in to VMware vSphere web client.

Enter the Hosts and Clusters view.

Click the ESXi host for which you want to gather the information.
Select the Manage tab and click Upward Integration.

In the System tab of Upward Integration, click Collect to collect hardware and software
details. (The collection process can take several minutes.)
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These steps are shown in Figure 4-2.

~ Home '~| X [J x240-esxi-tlablocal  Actions v

B | B & summary  Monitar | Manage |Related Objects

he (] LabWi lab local

vLAEI ISWPJetwurking | Storage |.ﬂ.larm Definitions |Tags | Permissions

| IBM Upward Integration '

p [ HE22-LabCluster
« [ HE23-Labe

Installed Applications

Hetwork Settings

Hardware Inventory

(3 Win2k1 2R2_Fwoff
G WSUS

Firmware VPD

Provides powerful platform management for

System Alerts and Events Firmware Updates Power and Cooling

System Overview System Overview @

System Information

System Name: -[B737ACT-
Serial Number. KQ9MO3F

[MM Firmware: 3.78(1A0052Y-3.78)
LEFI Firmware: 1.41(B2E136UUS-1.41)

Last Start Time: 2014/06/20 16:11:27

System Status

119
Qo

Show All

Systemn diagnostic data last collected at:

—BladeCenter, and PureFlex servers.

| Collect | (et the latest system diagnostic data.

Operating Syste
05 Version: 5.

Total CRU: 2%
Total Memory, {

Warning

PN

Figure 4-2 Collecting details about hardware and software of ESXi host

After the collection process is finished, you can access hardware and software details by
clicking menu items on the left side of the Upward Integration page.

80 Deploying Flex System in a BladeCenter Environment



The following views are available:
» The Installed Applications view is shown in Figure 4-3.

[ x240-esxi-1Jablocal = Actions ~

Sumrmary  Monitor | Manage ! Related Objects

| Settings | Metworking | Storage |Alarm Definitions | Tags I Permissions | IBM Upward Integration

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and Bvents Firmware Updates Power and Cooling Configuration
System Overview Installed Applications @
Installed Applications Name Version Caption
brem 500.2.0.3-000000 brem

Hetwork Settings

misc-cnic-register

1721580 2-10EM.500.0.0.47:

misc-cnic-register

Hardware Inventory net-onx2 2.2 3ev301-10EM.500.0.0 472 net-bnx2
net-onx2x 1742250 1-10EM.500.0.0.47  net-bnx2x

FirmwareNPD
net-cnic 1.74 04 v50 3-10EM 50000 47 net-cnic
net-tg3 3.135b.w50.1-10EM.500.0.0.47 | net-tg3
sCsi-bnx2ic 174 02v50 2-10EM 50000 40 scsi-bnx2fc
scsi-bnx2i 274 07v50.1-10EM.500.0.0.47  scsi-bnx2i
bredprovider 3.2.0.0-0 bredpravider
net-ona 3.2.0.0-10EM500.0.0.472560 net-bna
scsi-bfa 3.2.0.0-10EM 500.0.0 472560 scsi-bfa
emulex-cim-provider 38.211-01 emulex-cim-provider
ima-beZiscsi 46142 2-10EM.500.0 0 47262 ima-beZiscsi
net-neZnet 4 6142 10-10EM.510.0.0.802% net-beZnet

ﬁ;;ersmn: 350 scsi-be2iscsi 46142 2-10EM.500.0.0. 47262 scsi-beZiscsi

Expire in 88 days

Views Mare scsi-lpfc820 8.2.4151.65-10EM.500.0.0.47.  scsi-Ipfc820

&2013,All Rights Reserved

roancratninh

FEON 2aCC2H LIS

rancratninkh

|:':J::| Help

Install Date

2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014061314332
2014062016054
2014061314332
2014061314332
2014061314332

2014061314332

ANAANEINARNEA

Figure 4-3 Installed Applications view
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» The Network Settings view is shown in Figure 4-4.

[ x240-esxi-1Jablocal = Actions ~

Sumrmary  Monitor | Manage ! Related Objects

| Settings | Metworking | Storage |Alarm Definitions | Tags I Permissions | IBM Upward Integration

System Alerts and Bvents Firmware Updates

Network Settings @

System Overview

Installed Applications Physical Network Ports

Mame
Network Settings

DevicelD
Hardware Imsentory Otherldentifyinglnfo
LinkTechnology
FirmwareNPD

PermanentAddress

Metworkdddresses

ActiveMaximumTransmissionUnit

EnabledState

FullDuplex

IPv4 Endpoint

Mame vmk0

TransitioningToState

©&2013,All Rights Reserved

Mot Applicable

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

Power and Cooling

vmnicO

vmnicO

Configuration

vmkdinu, 0x12, 0x0,0x0 0x19a2,0x 710

Ethernet
3440B5BEVDOO
344085BEYDOO
1.5 Kilobytes
Enabled

true

wrmkl

Mot Applicable

SubnetMask 255.255.254.0 255.255255.0
s RequestedState Mo Change Mo Change
Expire in 88 days
; ProtocollFType IPvd 1Pvd
Wiew bare i
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vmkz2

Mot Applicable
255.255.255.0
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IPvd
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Figure 4-4 Network Settings view
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» The Hardware Inventory view is shown in Figure 4-5.

[ x240-esxi-1Jablocal = Actions ~

Sumrmary  Monitor | Manage ! Related Objects

| Settings | Metworking | Storage |Alarm Definitions | Tags I Permissions | IBM Upward Integration

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and Bvents Firmware Updates Power and Cooling Configuration @:;- Help
System Overview Hardware Inventory @
Installed Applications Memory
Manufacturer Samsung Samsung Samsung Samsu
Hetwork Settings
Capacity 8589934592 8589934592 8589934592 858983
Hardware Inventory BanklLabel Bank 1 Bank 4 Bank 9 Bank 13
SerialMumber 33FBCCBA 33F8CCD5 33F8CCBY 33F8CH
HEIREIEERED Maodel DDR3 DDR3 DDR3 DDR3
Speed 1600 1600 1600 1600
Partumber M393B1KTODHO-CKO | M393B1K70DHO-CKO M393B1K70DHO-CKO | M393B
Description DIMM 1 DI 4 DM g DIl 1
Processor
Mame Processaor 1 Frocessaor 2
Family 179 179
CPUStatus 1 1
MNumberOfEnabledCores 8 g
CurrentClockSpeed 2000 2000
Eggilr\éeill-'lsiaosn:dzfsﬂ OtherFamilyDescription Intel(R) Xeon(R) CPU E5-2650 0 @ 2.00GHz Intel(R) Xeon(R) CPU E

Wiew bare

©&2013,All Rights Reserved

Figure 4-5 Hardware Inventory view
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» The Firmware/VPD view is shown in Figure 4-6.

Summary  Monitor | Manage | Related Objects

|' Settings ‘ Metworking ‘ Storage |.i\Iarm Definitions |Tags | Permissions | 1IBM Upward Integration '

System Alerts and Events Firmware Updates

System Overview Firmware/VPD @

Installed Applications Software Indentity

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

Power and Cooling Configuration (7) Help

Description ElementName IdentitylnfoType IdentitylnfoValue
Hetwork Settings

IMMZ Firmware IMMZ2 SoftwarelD;SoftwareStatu | 1A00;2,6
Hardware Inventory IMMZ Backup Firmware  IMM2-Backup SoftwarelD;SoftwareStatu | 1ADO:6

UEFI Firmware/BIOS UEFI SoftwarelD;SoftwareStatu . B2E1,2,6
FirmwareWPD

LIEFI Backup Firmware/B8 UEFI-Backup SoftwarelD;SoftwareStatu . B2E1,6

DSA Diagnostic Software  DSA SoftwarelD;SoftwareStatu . DSYT,2,3,6

Figure 4-6 Firmware/VPD view

4.1.3 Monitoring hardware status

By using UIMs, the vSphere administrator can get a detailed view of the hardware’s health.
You can view your Hardware event logs directly from your vSphere web client, and there is no

need to log in to IMM.

The System Health view is in the Alerts and Events tab of the UIM, as shown in Figure 4-7.

Summary  Monitor | Manage | Related Objects

|- Settings | Metworking | Storage ‘Alarm Definitions ‘Tags ‘ Permissions | IBM Upward Integration -

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and Events Firmware Updates Power and Cooling Configuration .;:':a:;. Help

System Health System Health @

Power Throttling @ Critical(0) & Warning(1} Infarmation(499}
Filter by: |AI| | - |
Message ID Severity Time Stamp Message Detail

. L The Systern [BM Flex Systerm x240 with 103

PLATO188 [ infarmation 2014-06-13 09:10:65 firmware progress.
Iihd000 [ Information 2014-06-1309:13:24 Management Cantraller SM# Metwark Initial
IMM002s ﬂ Information 2014-06-1309:13:30 LAM: Ethernet[IMi:ep1] interface is now acti

Figure 4-7 System Health view
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Information and statistics about ESXi host power usage can be found in the Power and
Cooling tab of the UIM, as shown in Figure 4-8.

[T x240-esxi-1lablocal  Actions ~

Summary  Monitor | Manage | Related Objects

| éet.ti.n-gs Mr-J";t-N-:urr:i.hg [ étorage | Alarm E.)e.ﬂ-n-it-i.-:uns -:I;ags [ F'erm-issions . |.é|'v;| Upward Int-;agra.tiﬁn |

Provides powerful

System

General

Power History

Thermal History

Fan History

platform management for IBM System x, BladeCenter, and PureFlex servers.

Alerts and Events Firmware Updates Power and Cooling Configuration (7 Help

General @

After enabling power metric, you can set the value for each power metric function.

Attribute Value Actions
Host Monitoring Enabled
Poll Time 2014-06-20 10:46:23
Power Input 160 watts
Thermal Input MIA
Fan Input
Power Capping This host does not support the power capping. Enahle
MNIA  Edit
Power Throttling Enabled Dizable '
Warning Throttling M4 Edit
Critical Throttling MiA - Edit

Figure 4-8 General View of Power and Cooling tab

4.2 Using PFA alert to move VMs to another ESXi host

In this section, we describe how to use predictive failure management on the vSphere web
client to protect your running workload. By using the Policy and Rules page, you can set
management policies for a server that is based on a hardware Predictive Failure Alert (PFA).

Based on a defined policy, the Upward Integration for VMware vSphere evacuates VMs from
the server to other hosts in the cluster in response to a PFA. You can view PFAs from the
server and the triggered policy history on the Predictive Failures page.

Before you begin
Before predictive failure management is used, verify that the following prerequisites are met:

» The predictive failure management policy can be set until you discover the IMMs and
request the IMMs access.

» Predictive failure management relies on the hardware PFA capability. The IMM of the
server must send out Predictive Failure Alerts when a failure is detected.
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» Proper configuration of the network management policy on the vCenter server is required
to enable TCP on the https port that you selected when IVP was installed (the default port
is 9500). Upward Integration for VMware vSphere listens on this port for incoming
indications.

» The host must be put in a properly configured cluster. There must be a host available with
vMotion enabled in this cluster. Upward Integration evacuates VMs to other hosts in the
cluster, and then puts the host in maintenance mode.

Setting a new policy

You can set an RAS policy on each supported server in the cluster. A policy defines the
hardware event categories that you want to monitor and the corresponding action when the
event occurs.

To implement this task, click your cluster object in the Hosts and Clusters view, select the
Manage tab, and click Upward Integration. Then, select the Predictive Failure tab and you
the Policy and rules page opens.

Complete the following steps to set up a policy:

1. Select one or more nodes.

2. Click Set policy. The Manage RAS Policy page is displayed, as shown in Figure 4-9.

[} HsZ3LabChester  Achons =

Mamage | Fstaiod Dbject

AN Dy sealig (et MANAEE RAS Poicy

- Seled one templale $o0 seleded hosla
Predictive Fadues Policy and Rule
Policy i Fides M, Ternplats wim o
© o | Processor subsysiam
Host o MK Access
o] Uiy ysiem
| x240-msm1 lab loca | W0 swbsysier nub and bridgs = [l
wf| Fownr
o Cooling
W] Fana

| Storaga
| CEC hardware

] Fiatfirm frmware

W Sodwan

»f| External emaenement
Seveiitg s W Emor [ Waming
Muctiom; v Virbaal Machins Migration

Apply Cancel

Figure 4-9 Manage RAS policy

3. Select the following event categories, severities, and action:
— Event categories

The Table 4-1 lists the Predictive Failure Alert Event categories that are used on the
Manage RAS Policy page.
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Table 4-1 Predictive Failure Alert Event categories

PFA Event

Description

Processor subsystem

Processor subsystem includes the CPU and its internal circuits,
such as cache, the bus controller, and external interface.

Memory subsystem

Memory subsystem includes the memory controller, memory
buffer, memory bus interface, memory card, and DIMM.

I/O subsystem

I/O subsystem includes: IO Hub, 10 bridge, 10 bus, 10 processor,
10 adapters for various 10 protocols, such as PCl and InfiniBand.

Power Power includes the power supply and power control hardware.
Cooling All thermal-related events.

Fans Includes the fan and blower.

Storage Includes the storage enclosure, storage controller, raid controller,

and media (disk, flash).

Platform firmware

Platform firmware includes IMM and uEFlI.

Software

Operating system software and application software.

External environment

All events of an external-related environment including: AC power
source, Room ambient temperature, and user error.

— Event severity

Table 4-2 lists the PFA Event severity levels.

Table 4-2 Predictive Failure Alert severity levels.

Severity Description

Warning An indication of a failure, which can have no effect on
performance. Service action is necessary.

Error A failure that causes a loss of performance and can cause
machines to be inoperable. Immediate service action is
necessary.

— Action

The Virtual Machine Migration action evacuates all of the VMs from the server and puts
the server in maintenance mode.

After setting the event categories and corresponding action, click Apply to apply the policy to

the host.

Note: The newly created policy is saved as a template automatically so that for any other
hosts, you can choose a template from the top template drop-down list to apply the

same policy.

Editing a policy

You can modify a policy that is defined on a host by using the Edit policy function. Complete

the following steps:

1. Select a host.
2. Click Edit policy.
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Note: When the policy is modified and the policy also us used by other hosts, a warning
message is displayed with which you can apply the changes to other hosts or save the
changed policy with a different policy name.

Disabling a policy
You can remove a policy from one or more hosts by using the Disable policy function.
Complete the following steps:

1. Select one or more hosts.
2. Click Disable policy.
3. Click Disable to confirm the deletion of the policy from the hosts.

Viewing predictive failure alert events and the Action History table
Upward Integration for VMware vSphere with vSphere Client monitors Predictive Failure
Alerts (PFAs) from the IMM. All predictive failure events are listed in the Event Log table.
When the conditions of a rule are met, the defined action of the rule is started on the
managed endpoint. All of the triggered rules and action results are listed in the Action History
table, as shown in Figure 4-10.

Getting Started Summary Monitor | Manage | Related Objects

Settings | Alarm Definitions | Tags | Permissions | Scheduled Tasks | I1BM Upward Integration

Provides powerful platform management for IBM Systern x, BladeCenter, and PureFlex servers.

Overview IMM Discovery Rolling Update Predictive Failure
Predictive Failures Predictive Failures @
Policy and Rules View Predictive Failure event log and action history
Event Log
Host Message ID Severity Time Stamp
2002:97b:c2bh:830:20a: 171 fe26:9a32 PLATO138 Error 04:46:43 0510
Action History
Host Message ID Status Start Time
2002:97b:c2bb:830:20a 17 fe26:9a32 PLATO0138 (@ Success Defail.. 12:66:27 (
Version information; 3.5.0
View More

Figure 4-10 Viewing Predictive Failures
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4.2.1 Rolling firmware upgrades

You can upgrade your firmware by using Update manager. There are two possibilities: you
can manually upgrade each ESXi host individually, or you can schedule a rolling update so
that update is pushed to the servers at a scheduled time. UIM manages evacuating the ESXi
host before the firmware is updated.

Complete the following steps to create a rolling update:

1. In your vSphere web client, browse to the Hosts and Clusters view, click your cluster,
select the Manage tab, click Upward Integration, and then select the Rolling Update
tab, as shown in Figure 4-11 on page 89. Click Create.

Horne [+| X [J HS23.LabCluster  Actions ~
@ =] =] ‘:l Summary  Manitar| | Manage |[Related Objects
|5 = | Alarm Definitions iTags | Permissions | Scheduled Tasks| | IBM Upward Integration '
4 b2t st Inster Provides powerful platform management for IBM System x, B enter, and PureFlex servers.
bCluster
2] hs23-esxi-1 lab local Overview IMM Discovery Rolling Update Predictive Failure
[ he23-esxi-2 lab local -
¥240-esxi-1 lab local ==
@ Task Manager Task Manager @
G LABDC
Gy LabviC Use Task Managerte manage the rolling update tasks.
G SCCM Preferences EMake surelBM Customization Patch 8 or newer patch is installed or
GR5COM firmware update.
i SCWMM
GRSaL | Create || Create Like.. Edit Delete Cance
GRTS = =
& Win2k12R2_FWoff Task Name & Status Frogress
GRsUS

Figure 4-11 Rolling Update in UIM

2. A wizard opens. Complete the following steps:

a. Enter a Task Name for the rolling update job. Select the Task Type and click Next, as
shown in Figure 4-12.

Rolling System Update

1. Name and Type 2. Select hosts and firmware 3. Update options and schedules

TaskMame: |Rolling_Update1

Task Type: (») Update and Reboot () Update Only () Reboot Only

Figure 4-12 Select Name and Type of Rolling update.
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b. Select the ESXi host the updates that you want to apply, as shown in Figure 4-13.

Click Next.
Folling System Update
1. Mame and Type 2. Select hosts and firmwvare 3. Update options and schedules
w []-[7275AC1] Available firmware for x240-esxi-1.1ab.local
[hs23-esx-2.1ah.local Firmware Name New Versions 1 a Installd
[Jhs23-esxi-1.lab.local
[ ¥ UxsP
= []-[8737ACT]-
il {3 selected itemnsy [ IBM Dynamic System Analysis (D DEYTEOR-9.60 DSYTE
[+ 1BM Flex Systern x240 UEFI Flash B2E142A-1.80 B2E14
[+ Integrated Management Module 2 TAODASER-4.20 1AO0Y
[ ¥ Individual
[] 18K Dynamic System Analysis (OE CEYTC4P- DEYTH
| IBM Flex System %240 UEFI Flash B2E136L-1... BZE14
[] Integrated Management Module 2 TADOERG- 1AO0Y

Figure 4-13 Select host and firmware

¢. You can update several hosts at the same time if your cluster resources can manage
the workload. To do so, select the Update Parallelization option and enter the number
of hosts that you want to update at the same time. You can force the downgrade of the
firmware by selecting the Force Downgrade option. If you want to schedule this
update instead of running it immediately, select the Schedule option and enter the date
and time that you want to run the update, as shown in Figure 4-14. Click Next.

Rolling System Update

1. Name and Type 2. Select hosts and firmware 3. Update options and schedules

[] Update Parallelization

[ ] Force downgrade
] Schedule

Mow

s ) Schedule

06i25/2014 | 16 © 00 =<

Figure 4-14 Update options and schedules
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d. On the last page, review the summary of the created job and click Finish, as shown
in Figure 4-15.

Rolling System Update

1. Mame and Type 2. Select hosts and firmware 3. Update options and schedules

You have made the following selections:
Task Name: Rolling_Update1
Task Type: Update and Reboot
Update Option;
Schedule: 2014/06/25 16:00
Selected hosts and firmwares:

¥240-esxi-1.lablocal
IBM Dynamic System Analysis (DSA) - DSYTEOR-9.60
IBM Flex System x240 UEFI Flash Update - BZE142A-
Integrated Management Module 2 (IMM2) Update - 14

=%

50

L]
L]

Figure 4-15 Rolling Update job creation

4.2.2 Changing IMM and UEFI configuration

By using UIM, you can some of the IMM and UEFI parameters. To do so, browse to the Hosts
and Clusters view, click your ESXi host, select the Manage tab, click Upward Integration,
and then select Configuration tab, as shown in the following examples:

» Edit host boot order is shown in Figure 4-16.

Summary  Monitor | Manage | Related Objects

| Settings Metworking | Storage Alarm Definitions :Tags : Permissions | IBM Upward Integration |

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and BEvents Firmware Updates Power and Cooling Configuration

Boot Order Boot Order @

DevicesandlOPorts Yau canview and change Boot Order, Wake-on-LARN baot arder and uEFI ROM arder

Boot Order | '"Wake OM LAM Boot Order  uEFI ROM Order

Memory
Lastupdate date; 14:17:93 2014-06-23
Power Optianal Device Boot Device Order
Floppy Disk o Embedded Hypervisor
Processors Hard Disk 1 CDIDVD Rom
Hard Disk 2 v PXE Netwark
SystemSecurity Il Hard Disk 3 [ Add | Hard Disk 0 1
' Hard Disk 4
IMM Serial Port USB Storage (eBeman | Dd
Diagnostics
IMM Alerts BCH

Figure 4-16 Edit Boot Order window
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» Manage Devices and IO ports is shown in Figure 4-17.

Summary  Monitor | Manage | Related Objects

|' Settings ‘ Metworking ‘ Storage |Alarm Definitions |Tags | Permissions | 1IBM Upward Integration '

System Alerts and Events Firmware Updates

Boot Order DevicesandlOPorts @

DevicesandlOPorts

Memory

Activevideo
Power

COMPort!
Processors

COMPart2
SystemSecurity

Com1ActiveAfterBoot
IMM Serial Port armiActivedttertoo
IMM Alerts Com1BaudRate
IMM Port Assignments Com1DataBits
IMM SNMP Cam1FlowCantral

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

Power and Cooling

[ H Refresh l Last update date: 14:20017 2014-06-23

Configuration

FPlease save the changes when you finish the setting to rmake them effective.

| Add-in Device

|T|

| Enable

| Enable

| Disahle

| 115200

E

| Disahle

Figure 4-17 Devices and IO Ports window
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» Manage your Memory modules configuration is shown in Figure 4-18.

Summary  Monitor | Manage | Related Objects

|' Settings ‘ Metworking ‘ Storage |.i\Iarm Definitions |Tags | Permissions | 1IBM Upward Integration '

Memory
Power
Processors

Ditdbi10onProcessor
SystemSecurity
IMM Serial Port DImm1 1onProcessor
MM Alerts Ditdbi1 2onProcessor
IMM Port Assighments DM 3onProcessor?
IMM SHMP Ditdh14onProcessor?
IMM Security DIMM1SonProcessor?

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

[ H Refresh l Last update date: 14:20063 2014-06-23

System Alerts and Events Firmware Updates Power and Cooling Configuration
Boot Order Memory @
DevicesandlOPorts Flease save the changes when you finish the setting to make therm effective.

| Enable

| Enable

| Enable

| Enable

| Enable

| Enable

Figure 4-18 Memory settings
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» Manage Power management settings is shown in Figure 4-19.

Sumrmary  Monitor | Manage | Related Objects

|- Settings | Metworking | Storage ‘Alarm Definitions ‘Tags ‘ Permissions | IBM Upward Integration -

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and Events Firmware Updates Power and Cooling Configuration
Boot Order Power @
DevicesandlOPorts Please save the changes when you finish the sefting to make them effective.

[ ][ Refresh ] Last update date; 14:22:28 2014-06-23

Memory

ActiveEnergyidanager | Capping Enabled | - |
Power

FlatformContralled Type [ Efficiency - Favor Perfor . |~ |
Processors ) )

) PowerPerformanceBias | Platform Controlled | v |

SystemSecurity : ’
IMM Serial Port
IMM Alerts WorkloadConfiguration | Balanced | = |
IMM Port Assignments

Figure 4-19 Power management
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» Manage SNMP configuration of the IMM is shown in Figure 4-20.

Summary  Monitor | Manage | Related Objects

Seftings | Metworking | Storage | Alarm Definitions | Tags | Permissions | IBM Upward Integration

Provides powerful platform management for IBM System x, BladeCenter, and PureFlex servers.

System Alerts and Events Firmware Updates Power and Cooling Configuration

Boot Order " IMM SNMP &

DevicesandlOPorts Please save the changes when you finish the setting to make them effective.

|l Refresh ] Last update date: 14:32:43 2014-06-23

Memory

SMMP Agent Port [161 |
Power

SMMP Trap Port [162 |
Processors

SMMF Traps Disabled hd
SystemSecurity

ShIMPY3 A T -
IMM Serial Port ¥9ALEESS TiRE set
IMM Alerts SMMPy3 Authentication Protocal HMAC-SHA -
IMM Port Assignments SMNMPw3 Privacy Protocol AES v
IMM SHMP SMMPY3 Trap Hosthame 94217138
IMM Security

Figure 4-20 Configure SNMP on IMM

4.3 Managing a Windows Server environment with UIM

For managing Microsoft Windows server environment that is hosted on BladeCenter and
System X, you can use the System x UIM for Microsoft System Center.

Important: Consider the use of UIM for Microsoft System Center for the unified hardware
and software management of the combined Flex System and BladeCenter environment
that is based on Windows Server infrastructure.

Lenovo expands Microsoft System Center server management capabilities by integrating
System x hardware management functionality, which provides affordable, basic management
of physical and virtual environments to reduce the time and effort that is required for routine
system administration. It also provides the discovery, configuration, monitoring, event
management, and power monitoring that is needed to reduce cost and complexity through
server consolidation and simplified management.
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For more information about UIM for Microsoft System Center, see this website:
http://www-947.1ibm.com/support/entry/portal/docdisplay?Tndocid=SYST-MANAGE

4.3.1 Enabling Hardware Monitoring on the newly deployed Flex System

In this section, we describe how to discover an Flex System in Microsoft System Center
Operations Manager 2012 (SCOM).

Setting up Flex System Chassis Management Module for discovery
Before you can monitor the hardware status of the Flex chassis components in SCOM, you
must configure SNMP in CMM. Complete the following steps:

1. Log in to the CMM console as Administrator.

2. To change the SNMP settings, click Mgt Module Management — Network — SNMP.
Select Enabled for SNMPv3 Agent. (You also can enter the Contact and Location
information). Click Apply, as shown in Figure 4-21.

Network Protocol Properties

Apphy

Ethernet SHMP DRS SMTP LDAP Client | TCP Cornrnand Mode

Port dssignments I

Simple Network Management Protocol (SNMP)
Enable SNMPyl Agent
./ Enable SMMPv3 Agent

Contact Traps

Contact and Location
Zonkact and location information are reguired in order ko successfully enable both SHMPY1 and ShMPw3)

Contact persan;
Mo Contact Configured

Chassis location (site, geographical coordinates, etc):
Mo Location Configured

Figure 4-21 Enable SNMPv3 Agent

Note: There are two SNMP agent versions that can be selected for the SCOM to
manage the Flex System chassis: SNMPv1 and SNMPv3. In our example, we show
SNMPv3, which provides more security than SNMPv1.

To receive events from the management modules, a network connection must exist
between the management module and the Microsoft System Center Operations
Manager. You also must configure the management module to send events.

3. To define the SNMP recipient, click Event — Event Recipients.
4. Click Create — Create SNMP Recipient.
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Descriptive name field.
Select Enable this recipient.

In the Create SNMP Recipient dialog box, enter the IP address of the SCOM server in

Select Use the global settings or Only receive critical alerts, as shown in Figure 4-22.

Click OK to return to the Event Recipients page.

Create SMMP Recipient

Uze this dizlog to configure specified SNMP recipients to receive critical, warning or inforrmational notification
MNote: To enable an SMMP recipient, you need to go to the SNMP tab on the Network page to configure

Diascriptive name:
0.42,171.38

Status:
Enable this recipient
Disable this recipient

Events to receive:
Use the global settings
Orily receive critical alerts

Ok || Cancel

Figure 4-22 Create SNMP Recipient

If you selected Use the global settings, the Event Recipient Global Settings dialog box

opens, as shown in Figure 4-23. Click OK.

Ewent Recipient Global Settings

These settings will apply to all event recipients,

Retry limit:
a

Delay between attermnpts (seconds):
a0

Send event log with e-mail notifications

Maritored Event Table
_4|Critical Events A wWarning Events 4| Informational Events
Chassis{Systermn Management o o
Cooling Devices
Power Modules
Compute Modes
I/O Modules
Event Log
Poweer OnfOff
Inventory change
Metwork change
lJser activity

=

i)
i Bt T

| ) ) T T T T

Ok Cancel

Figure 4-23 Event: Recipient Global Settings window

8. To define the SNMPvV3 user, click Mgt Module Management — User Accounts.

9. Click the existing user or Create to create a user.
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10.In the General tab, enter the user name and password and click the SNMPv3 tab.

11. Specify the security settings that are based on your company security policy. Set the
Access type to Set and enter the IP address of the SCOM server for traps, as shown
in Figure 4-24.

User Properties

Gereral Permission Group | SNMPY3 | SSH Client Public Key | Mode Account Mgrnt
Context name:
context2

Authentication Protocal:
Hash-based Message Authentication Code (HMAC) - Secure Hash Algorithrn (SHA)

~Use a privacy protocol
Encryption Method:

Advanced Encryption Standard (AES)

Privacy password:

Confirm privacy password:

Arcess type:
Set

IP address or host narne for traps:
9.42,171.38

Ok || Cancel

Figure 4-24 SNMPv3 User Properties window

Setting up System Center Operations Manager 2012 for Discovery

There is only one discovery rule for network devices per SCOM management server allowed.
Because we are integrating Flex System chassis into the existing environment, we describe
modifying the existing rule in this section.

Note: If you are using dynamic discovery, your Flex System chassis might be discovered
automatically if the CMM is in the previously defined discovery range with same the SNMP
credentials that were assigned to the discovery rule.

Hardware monitoring by using SCOM requires the Lenovo Hardware Management Pack for
Microsoft System Center Operations Manager to be imported in SCOM. Complete the
following steps:

1. Log in to the Microsoft System Center Operations Manager operations console as
Administrator.

Note: This feature supports a CMM IP address only. Do not use an IMM IP address.

2. Click Administration — Network Management — Discovery Rules to see the list of
discovery rules.
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3. Double-click a rule that you want to modify. In our example, we use the rule for
BladeCenter AMM discovery, as shown in Figure 4-25.

General Properties
Dizcavery Method Specify general properties
Default Accounts
Mame;
Devices [AMM+CMM]
Schedule Discovery D escription [optional]:
Surmnrnary N
Completion W
Select a management or gateway server
Select an Operations Manager management server or gateway server ta rin the
discovery. A server can run only one network, discovery. Servers that already run a
network, digcoveny do not appear in the list,
Available zervers:
5COM lablocal v
Select a resource pool Create Resource Pool |
Select an Operations Manager rezource pool for monitoring of discovered network,
devices.
Available pools:
|AII td anagement Servers Resource Pool W |

Figure 4-25 Edit Discovery Rule

4. Edit the name (if wanted) and click Next twice to open the Devices page.
5. Click Add. The Add a Device window opens, as shown in Figure 4-26.

Specify the zettings for the netwark, device you want to discover.

Mame or IP address:

|3.42.170.215 |
Accezs mode: SHMP werzion:

[IEMP and SHMP R v
Port number: SMMP %3 Flun s account: ()

g | Select account W |

| Add SNMP 3 Run As Account |

Figure 4-26 Add a Device window

Specify the IP address of the CMM. Set the Access mode to ICMP and SNMP or SNMP
and then select SNMP version v3. Select Run As account or Add new if you have
different credentials for each device. Complete the following steps:
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a. To define a new Run As account, click Add SNMP V3 Run As Account. Then, click
Next in the Introduction page and enter the name and description of the new account.
Click Next, as shown in Figure 4-27.

Introduction

General Properties Specify general properties for the Run As account

Credentials

Select the bvpe of Run As account that wou want to create, and then provide a display name
and description.

Run As account type:

Snmpy3Account

Display name:

|snmp3user|

Description {optional):

Figure 4-27 Define display name

b. Specify the credentials that were configured in CMM for SNMPv3 and click Create, as
shown in Figure 4-28.

Introduction
General Properties Provide account credentials
Credentialz
Provide credentials For this Run As account For SMMPy3 devices,
|dzer name; Context [optionall:
shmpluser |conte>:l2
Authentication protocol: Privacy protocol:
|SHA v] | &ES v]
Authentication key: Frivacy key:
|........ | |........ |
Confirm authentication kew: Confirm privacy ke
|........ | |........| |

Figure 4-28 Credentials for SNMPv3 CMM account
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6. You can add more devices or you can continue by clicking Next, as shown in Figure 4-29.

General Properties & Help
Dizcovery Method Specify devices
Default Accounts

Specify the network. devices that you want to discover and manage. You can alzo import a
test file that containg the P addreszes of pour network, devices.

Schedule Dizcovery

Surnmary || Irport.. = add.. [ Edit.. 25 Rernove
Completion Diesiess
Device Run &z Account SMMP Version Port  Access Mode
94217160 public W1 or'y'2 161 SMKP
942170215 snmpauger W3 161 ICMP and SM...

Adwvanced Discovery Settings...

.;ﬁ]More about netwark, dizcovery settings

Figure 4-29 Specify devices window

7. Review the Schedule Discovery and Summary sections, or continue by clicking Next.

8. On the Completion page, select Run the network discovery rule after the wizard is
closed. Click Close.

Note: It can take several hours for a new device to be discovered with all monitors enabled

in SCOM. You can check whether the device discovery was successful in the Operations
Manager logs that are in Windows Event Viewer.

After the discovery is completed, you will see your discovered BladeCenter and Flex System

chassis in the Network Devices view of the Administration panel in the SCOM, as shown
in Figure 4-30.

Administration <  Network Devices (2)

4 108 Administration

| 4 Lookfar: I Fird Mo Clear
i, Connected Management Groups MName / |IP Address Access Mode | Description
4 [~ Device M ht:

[=):1=VIEERIA N AdE ME 4 Resource Pool: All Manage ment Servers Resource Pool (2)

d‘éAgentManaged

5 i £ > BC-H_AMM--9.42,171.60  9.42,171.60 ICMPSMMP IBM Bladecenter BladeServer
G &gentless Manage

- FS-CMM-1--9.42,170,215  9.42,170.215  ICMPSMMP IBM Flex Chassis Management
&]ManagementSemers

g Pending Managemert
& UMIEfLinux Computers
% Management Packs
4 _@'} Metwork Manhagemert
J@ Discovery Rules

? Metwork Devices

%3"" Metwiork Devices Pending Managernent

Figure 4-30 Network Devices view after the discovery completed
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4.3.2 Deploying System Center agents for hardware monitoring and inventory

To enable operating system monitoring, enable the Lenovo Hardware Performance and
Resource Optimization Pack for Microsoft System Center Virtual Machine Manager (SCVMM)
or Lenovo Inventory Tool for Microsoft System Center Configuration Manager (SCCM). More
management agents must be deployed to the Windows Operating system that is installed on
a Flex System compute node.

Deploying Microsoft SCOM agent

SCOM agent is required to enable operating system monitoring with enabling Performance
and Resource Optimization (PRO) tips in SCVMM.

Complete the following steps to install SCOM agent:

1. Log in to the Microsoft SCOM operations console as Administrator.

2. Click Administration. Right-click Device Management — Discovery Wizard, as shown
in Figure 4-31.

Administration

4 108 Administraton
ﬂ Connected Management Graups

4 || Dewice Managessast

Discovery Wizard..

B

&‘ﬁ Agent Manag) -

[ &Agentless Ma
ﬁ] Management
Vg Pending Man| -

O UNELinuxC
B ManagementF(]
= —:é Metwork Manal @i Create Run As Account...

[ Discavery Rul 2. Create Run &s Profile...
_-3_"’ Metwork Dew

Create Managernent Pack

il B

Download Managernent Packs ..

Import Management Packs...

= &

Ly

Mewy User Role 3

%

S Metwaork Devi (=% Mewchannel g
4 | Motifications | & Mew subscriber.,
= Channels “.1 Mew subscription..

5] Subscribers |l Add Management Group

__'J Subscriptions

4 FRefresh F5

4 & product Conne

AL Internal Connedors
44 Resource Pools
4 ié.’;: Run &3 Configuration
2] Accounts
1_ Profiles

Figure 4-31 Selecting Discovery Wizard option
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3. Select Windows Computers and click Next, as shown in Figure 4-32.

Auto or Advanced? Choose the type of computers or devices to discover and manage.

Dizcovery Method

Adrminiztrator & t
MIISHTEIAr ACEaUn Windows computers

Select Objects bo Manage Discover Windows computers in waur Active Directary
" —J\'"J. erwironment and ingtall agents on the ones you want bo

Summary ! manage.
1 é‘ /

UNIX/Linux computers

Thiz enables you to dizcover UMLK and Linus computers in
your environment and install agents on the ones pou want to
manage.

a

Network devices

AusEl Dizcover and maonitar network, devices uzing Simple
Hetwork, Management Protocol [SHMP).

Select a dizcoveny type and click Mext to continue.

Figure 4-32 Select Windows computers

4. Specify the discovery method. In larger environments, it might be faster to select
Advanced discovery, as shown in Figure 4-33. Click Next.

Dizcoverny Tupe

Auto or Advan Choose automatic or advanced discovery

Dizcovery Method

. () Automatic computer discovery
Adminiztrator Account

) Scans the "LAB" domain For all windows-based computers,
Select Objects to kM anage

Summary

(@ Advanced discovery

Alloves yvou to specify advanced discovery options and settings.

Computer and Device Classes:

Servers Only W |

Mote: This setking applies only when scanning Active Directory,  You can configure ho
objects will be discovered, on the next screenis),

Management Server

|5COM.Iab.I0caI W

Figure 4-33 Discovery Method
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5. Select Scan Active Directory and click Configure. Enter the computer name or prefix, as

shown in Figure 4-34. Click OK, then click Next.

Dizcovery Type
Auto or Advanced? How do you want to discover computers?
ey hdethod B
(®) Scan Active Directory
Adminiztrator & b
MIAIFEAr AEEoUN Select objects from Ackive Directory ko scan, or creake an
Select Objects to Manage advanced query.
Summary |(&.(s.ﬁ.MP.n:cl:uunI:Ty|:|e=805306369)(name=x24ﬂ*)} Configure. ..
L Find Computers i
Computers | Advanced
Campuker name:
Cret: |
Role: |,q|-,y
| | Cancel

Figure 4-34 Specify computer name or prefix

6. Click Discover or specify another user account for discovery and agent installation, as
shown in Figure 4-35. The user must have administrator privileges on the target server.

Dizcovery Type

Auta or Advanced? Administrator Account

Dizcoveny Method

also be used when installing the agents on managed computers,

Select Objects to Manage

Summary (®) Use selected Management Server Ackion Account
() Other user account

User name:

Password:

Darnain:

LAE

Seleck a user account with Administrator rights on the computers wou will scan, These credentia

Figure 4-35 Specify Administrator Account
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7. Select discovered servers for agent installation and click Next, as shown in Figure 4-36.

Dizcovery Type

Auto or Advanced? Discovery Results

Dizcovery Method
. The discovery process Found the Following un-managed devices,
Adminiztrator Account

Select the devices you want to manage: Select all | | Deselec

Select Objects to kM anage

Surmrmary x240-hyper-v-1 lab. local

Mote: IF wou do not see all of the computers wou expect to see, wou can obkain
information on troubleshooting discovery issues at htkp:ifao.microsoft, cormyFralink)?
LinkID=1Z25940.

Managernent Server

|SCOM.Iab.IocaI |

Management Mode;

|.C\gent W |

Figure 4-36 Select discovered servers for agent deployment

8. Specify the agent installation folder and run as account for the agent that is based on your

preferences and internal policies, as shown in Figure 4-37. Click Finish.

Dizcovery Type

Auto or Advanced? Summary

Dizcowery Method
Agents to be installed: 1
Adminigtrator Account

Select Objects to Manage
Agent installation directory:

Summary = —_— = —
%eProgramFiles%e\Microsoft Monitoring Agent

Agent Action Account

Specify credentials for the agent to use when perfarming actions,
@ Local System

() Other
User narnne:

Password:

Domain:

LAB

Figure 4-37 Installation Path and Run As policies
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9. Monitor the deployment status as shown in Figure 4-38.

Eil Agent Management Task Status == -

All tasks completed,

Task Target Status

SuUCCess

Task Cubput 23 Copy Text 52 Copy HTRL

The task completed successfully.

‘fou can close this dialog at any time. Doing so will not inkerrupt
executing kasks, You can check the skatus of tasks in a task status view.,

Close

Figure 4-38 Agent deployed

If the target computer is a member of the Microsoft cluster, some management packs require
management agent to be enabled in proxy mode. Complete the following steps:

1. Click Administration — Device Management — Agent managed. Right-click the
wanted computer and click Properties.

2. Click Security and select Allow this agent to act as a proxy and discover managed
objects on other computers, as shown in Figure 4-39.

w240-hyper-v-1.lab.local - Agent Properties -

Heartheat | Security

Agent Proxy:

Allowy this agent to ack as a proxy and discover managed objects on other computers

Maoke: There is a potential risk invalved in allowing an agent ko discover external
managed objects,

Figure 4-39 Allow agent to act as a proxy

Important: You must install Systems Director Platform agent for System x to enable
monitoring of some Lenovo hardware components in SCOM.

For more information about Systems Director agents releases, see this website:
http://www-03.1ibm.com/systems/director/downloads/agents.htm]
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Deploying Microsoft System Center Configuration Manager agent
To enable Inventory Tool Client for SCCM, SCCM agent with Lenovo Inventory Tool Client
must be deployed to client computer

Note: Lenovo Inventory Tool Client requires Microsoft .NET Framework Version 2.0 on
client machines. Itis included in .NET Framework 3.5 Features in Add Roles and Features
Wizard in Windows Server operating system.

Based on your SCCM configuration, all agents can deploy automatically. In this section, we
describe how to create a devices collection and how to deploy SCCM agent and Lenovo
Inventory Tool Client.

Creating a Device Collection in SCCM
Complete the following steps to create a Device Collection:

1. Log in to the SCCM console as Administrator.

2. Click Assets and Compliance — Device Collection — Create Device Collection, as
shown in Figure 4-40.

- Home Folder = . . .
it Create Device Collection Wizard
3‘. .‘- __’—\I
LY v >
Create Device | Impdl Saved Q General
Collection  |Collections s v c .
Tre Search
e - \ » Assetsand Com Specify details for this collection

# User Collections

& Device Collections

% User State Migration
| Asset Intelligence
:; Software Metering
| Compliance Settings

| Endpoint Protection

!\-‘ Assets and Compliance

Mernbership Rules

fssets and CompliaNce Summary

4 B Overview PrEgss M arne: |:<240-nodes
_J‘: Users Completion Comrment:
ik Devices

Select a collection to uze az a limiting collection. T
that you can add ta thiz collection by using memberghip rules.

limiting collection establis

Lirniting collection: All Systems \

Lazt update
The collection has not been updated pet,

Lazt memberzhip change
The collection has not been updated pet,

Mext =

| Surma

Figure 4-40 Create Device Collection wizard
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3. Enter the Name of collection and click Next to open the Membership Rules page.

4. Click Add Rule — Direct Rule. The Create Direct Membership Rule Wizard window
opens, as shown in Figure 4-41.

Welcome Locate resources to add fo the collection

Select Resources

Summary To create direct membership rules, locate and select the regources that you want to add as direct
members of the collaction.

Progress

Completion

Find all rezources that match the following criteria;

Besource class: | System Resource b |
Sittribute name: | Mame v |
T_',JDBZ Stling

[T] Exclude resources marked as obsolete

0 Exclude rezources that do not have the Caonfiguration Manaager
client installed

%x240% |

‘wihen the tupe is a ztring, vou can uze the percent character [%)] az a
wildzard for part or all of the walue.

Walue:

Figure 4-41 Create Direct Membership Rule wizard

5. To search for the computers of which the name includes the string x240, select Resource
Class. Select Name as the Attribute name and enter $x240% into the Value field. Clear all
check boxes. Click Next.

6. Select the wanted servers from searches, as shown in Figure 4-42. Click Next twice and
wait for the rule to be created. Close the wizard.

Welcome Select resources to add as direct members to the collection
Search for Resources

ct Fesources

Sumrmary

Progress Resources:

Completion RER Y-

Clear &l

Figure 4-42 Select servers
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7. In the Create Devices Collection wizard, select Incremental updates for this collection,
as shown in as shown in Figure 4-43. You also can configure the schedule, review the
membership rules, and click Next.

Samar Define membership rules for this collection

Mernbership Rules

Surnrnary

Progress tembership rules determing the resources that are included in the collection when it updates. Y'ou

C ot zan uze memberzhip rules to add a specific object or a get of objects from a query. The collection
el A 3aleld memberzhip can also include or exclude other collections. Membership rules can add only thosze

objects that are members of the limiting collection,

tembership rules:

Rule Mame Tupe Collection 1d
®240-HYPER-A1 Diirect Mat Applicable
< m >

Figure 4-43 Review membership rules for collection
8. Complete the wizard and the collection is created.

Deploying SCCM agent
Complete the following steps to deploy SCCM agent:

1. In the Assets and Compliance view, select the newly created collection and click Install
Client, as shown in Figure 4-44.

- Hame Collection Close

[EZ l:E:.} [I® Manage Affinity Requests | Update Membership  ## Export |:||‘“’ E
i @Manage Out of Band - 1Al Add Rescurces = Copy
Add Install i i i — Deploy Prope
Selected ltems + Client -Fﬂ{]ear Required PXE Deployments E Endpoint Protection - 2% Delete -
Collection Deployment | Prope
6 v | Y Assets and Compliance »  Owerview »  Devices »  x240-nodes
Assets and Compliance < x240-nodes 1 items
4 B Overview Search Search
3; Users lcan Mame Client Type Client
4 K Devices h X240-HYPER-V-1 Mone Mo

¥ x240-nodes

af_x User Collections

& Device Collections

_2_3 User State Migration
| Asset Intelligence

'I_ﬂ Software Metering

_| Compliance Settings

_| Endpoint Protection

?—" Assets and Compliance
; P

Figure 4-44 Devices collection view
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2. Click Next in the Before You Begin page.
3. Keep the default selections in the Installation Options page or select some options if
wanted (see Figure 4-45). Click Next twice.

Bafe oy Bagin Specify Client Push Options
Installation O
Summary
Progress
c J leti [ &llaws the client software to be installed on domain controllers
ampletion
g If pou have configured client puzh installation to domain contrallers in the Client Push

Inztallation Properties dialog bow, this option is unavailable.

[ Always install the client software

when a computer already haz the Configuration tanager client installed, vou can repair,
upgrade, o reinstall the client zoftware.

[ Irstall the client software from a specified site
L&B-Lab Headquarters

The zite zerver in the specified site will inztall the client software, When pou do not uee this
optioh, the site server in the assigned site for the rezource will install the client software.

Figure 4-45 Install Configuration Manager Client wizard
4. Close the wizard after the process is completed.

Deploying Inventory Tool Client by using SCCM

Perform the following steps to deploy Inventory Tool Client:

1. In the Software Library window, click Packages.

2. Right-click Inventory Tool Client and click Deploy, as shown in Figure 4-46.

Software Library <  Packages 4 items

p :__-:j: Orverview * | Search Search Add Criteria ™
4 | | Application Management lcon Marne Programs Manufac
[&=] Applications o ConfighMgr Client Package 0
1 ﬁ Packages &l Configuraticn Manager Client Package ] Microso
IBM Server OS5 Deobevment F ['T IBM Inventory Tool Client 1
&l User State Migration Tool for Windows 8.1 ] Microso

Fd Approval Requests

[ Global Conditions

&4 App-V Virtual Environmenigs

& Windows Sideloading Keys
- Software Updates

i:.z All Software Updates

Cmftimem | lmAdmdm Crmecme

E‘-" Assets and Compliance

]ﬁ Software Library

Figure 4-46 Locate Inventory Tool Client
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3. Select the target collection and click Next, as shown in Figure 4-47.

gg General

Specify general information for this deployrnert

Content

Deployrment Settings
Scheduling

U I Software: |IBM Inwentore T ool Clhent [|[BM.InventomT ool Clhent, 5 etup. mei) | | Browsze... |
ser Experience

Distribution Paoints Collection: |:<24D-nodes | |

Surmrnary

Browse... |

Progress

Carnpletion

Comments [optional):

Figure 4-47 Deploy Software wizard: General

4. In the Content page, click Add to add distribution points or distribution point groups, as
shown in Figure 4-48. Click Next.

General Specify the content destination

Deployrment Settings

Scheduling Distribution points ar distibution point groups that the cortent has been distributed to:

User Experience

Distribution Paints Mame Type
Surmrnary WWECEM. lab. local Digtribution point
Frogress
Completion

Additional distribution pointz, distribution point groups, and the distribution paint groups that are currently associated
with collections to distibute content to:

Filter... : Add e

Marne Dezcription Agzociations

There are no items to show in this view,

Figure 4-48 Deploy Software wizard: Content
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5. In the Deployment Settings page, specify the settings that control how the software is
deployed, as shown in Figure 4-49. Click Next.

General

Specify settings to contral how this software is deployed
Content

Deployrme

Schedulin .
g Action; Inztall
User Experience

Distribution Paints P Rlequired ¥

Surnrnary
Frogress

Completion

[] 5end wake-up packets

[] Allow clients on a metered Intemet connection to download content after the
inztallation deadline, which might incur additional costs

Figure 4-49 Deploy Software wizard: Deployment settings

6. In the Scheduling page, configure the deployment and assignment schedule (if
necessary). Select As soon as possible if you want to deploy the inventory tool client
immediately, as shown in Figure 4-50. Click Next.

General Specify the schedule for this deployrnert
Content

Deployrment Settings

Scheduling

Thiz program will be available az zoon as it has been distributed to the content servers unless it is scheduled for a
U - later time below, For required applications, specify the assignment schedule,
ser Experience

Distribution Paoints

Surmrnany [] Schedule when this deployment will become available:
Progress | 623204 @~ |[11:06 AM 2
o ea [ Schedule when this deplosment will expire:
| 623204 @~ |[11:06 AM 2
Agzignment schedule; | MHew... | | Edit... | | Delete

Fern behaviar: | Rerun if failed previous attempt

Figure 4-50 Deploy Software wizard: Scheduling

7. In the User Experience page, modify the settings as needed. Click Next twice. Close the
wizard after the process is completed.

Note: It can take several hours for all of the agents and clients to be deployed and to reflect
all monitors in the SCOM console. In addition, hardware inventory information in SCCM
can appear 24 hours after the client is installed.
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4.3.3 Monitoring hardware status in SCOM

After you deploy monitoring agents onto Flex System node’s operating system, you can
monitor the status of the systems hardware components for both BladeCenter and Flex

System in SCOM monitoring.

Note: We are showing a few views only for demonstration purposes. For more information,
see the Lenovo Hardware Management Pack for Microsoft System Center Operations

Manager User’s Guide, which is available at this website:

http://www-947.1ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5082204

In the Navigation pane, click Monitoring and expand Lenovo Hardware. Here, you can select
from various monitors to see important information about your environment health.

Click Lenovo Licensed System Group under the Monitoring to see the list of your
BladeCenter and Flex System managed servers, as shown in Figure 4-51.

=% Lenovo Integrated Management Module [

I 22| Lenowo Licensed System Group I

4 Lenowo System x Power Data Chart

=_.'1 Lenaowo Unlicensed System Group

ah Task Status

=28 windows Camputers far Managing Lenaw

|_| Windows Computers on Lenowvo System x ol
4 Lenowo BladeCenter(s] and Modules
4 Lenowa Flex System Chassis(s] and Modules
4 lenovoIntegrated Management Module [
4 lenowo 3CWMM-Managed Licensed Hosts [F
4 Lenowo System xand x36/:64 Blade Servers

Maonitoring ¢ Lenovo Licensed System Group (4)

4 [ Monitaring 4, Look for:
| Active Alerts
5_, Dizcovered Inventany State Tarne ‘| Lenowo Platfarm ...
22| Distributed Applications
! Task Status @ Healthy H522-Hyper-w-1... Blade
=28 UNDLinux Camputers (/) Healthy | HSZ2-Hyper-v-2., Blade
=22 Windoss Computers @ Healthy — x240-Hyper-y-1.. Compute Node

4 | g Lenova Hardware @ Healthy — x240-Hyper-y-2.. Compute Node

Find Mo Clear

Lenovo MT and 5/1

TET0-06BT218
TET0-06RPMAY
G737-KOQamM03F
G737-KQamM03G

Lenova Product Family

BladeCenter H522
BladeCenter H522
IBR Flex Systemn x240 ..,
IBN Flex Systemn x240 ..,

Figure 4-51 Lenovo Licensed System Group

Figure 4-51 also shows other available Lenovo groups to monitor BladeCenter and Flex

System hardware components, such as:

Lenovo BladeCenter(s) and Modules

Lenovo Flex System Chassis(s) and Modules
Lenovo Integrated Management Module (IMM)
Lenovo SCYMM-Managed Licensed Hosts
Lenovo System x and x86/x64 Blade Servers

vyvyyvyyvyy
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For example, expand Lenovo BladeCenter(s) and Modules, expand Lenovo BladeCenter
Modules, and click Lenovo BladeCenter Chassis to check the status of the BladeCenter
chassis, as shown in Figure 4-52.

Maonitoring < Lenovo BladeCenter Chassis (1)
(&) Windows Computers an Lenova System & A Laok For: Fird Mo Clear
4 (g Lenowo BladeCenter(s) and Modules State \ || Display Name ¢ | LenovaB.C. M... | LenovoB.C. Ch.. | LenovaB.C. Ch... |
B eue nlEH S (@) Healthy BladeCenter-H-.. BladeCenter-H  8852-4xU KQLEDS3

=8| Lenowo BladeCenter(s
o Tazk Status
lil Task Status forLenovo BladeCenters)
=28 Windaows Camputers far Managing Le
4 g Llenowvo BladeCenter Modules
=] Lenowo BladeCenter Blades
=] Lenowo BladeCenter Chassis
522 Lenowvo BladeCenter Cooling Modules
2| Lenowo BladeCenter IO Madules
222 Lenowvo BladeCenter Management b
2| Lenowo BladeCenter Media Maodules
=2%| Lenowo BladeCenter Power Maodules

22| Lenowo BladeCenter Storage Modules

4 g lenowo Flex System Chassis(s) and Modu

Figure 4-52 BladeCenter chassis status

You can check the status of other BladeCenter components by clicking the respective group.
For example, the BladeCenter blade server status is shown under the Lenovo BladeCenter
Blades group, as shown in Figure 4-53, and the I/O module status is shown under the Lenovo
BladeCenter I/O Modules group, as shown in Figure 4-54 on page 115.

Maonitoring < Lenovo BladeCenter Blades (14)
&) Windows Computers on Lenova System ;l 4, Look For: I Fird Mo Clear
4 g lenovo BladeCenter(s) and Modules State 1| Display Mame ¢ | Lenovo B.C. Blade M{T ard S{N | Lenovo 8.9
| Active Alerts () Healthy Blade Bay 1- H522 MGMT_v( 75T0-06EY235 an
e UenuyOiBloLe e/l () Healthy Blade Bay 10- H522 Hyper-v 2 7870-06RPN33 on
o Task Status
5 () Healthy Blade Bay 11 - <Empty>
s Task Status forlenowva BladeCenters)
Relend _ () Healthy Blade Bay 12 - <Emphy=
=22 Windows Computers for Managing Le P
{ 5
4 g Llenovo BladeCenter Modules "-‘D Elthy Hlare Bl - SR
=7 Lenowvo BladeCenter Blades \"'D Healthy Blade Bay 14 - <Empty=
=%| Lenowo BladeCenter Chassis @ Healthy Blade Bay 2 - H522_ES¥i_1 T870-06Bv235 on
=22 Llenovo BladeCenter Cooling Modules @ Healthy Blade Bay 3 - H522_ES¥i_2 TET0-06BY246 on
=_.._" Lenowo BladeCenter IO Modules @ Healthy Blade Bay 4 - <Empty=
=:f| Lenovo BladeCenter Management i @ Healthy Blade Bay 5 - <Emphy=
=2%| Lenovo BladeCenter Media Modules @ Healthy Blade Bay 6 - <Empty>
52| Lenovo BladeCenter Power Modules @ Healthy Blade Bay 7 - <Empty>
=2 Lenowo BladeCenter Storage Modules -
7 = @ Healthy Blade Bay & - H522_MGMT_SC T870-06BT220 [o]3]
4 | o Lenowo Flex System Chassis(s) and Maodu ¥
9 @ Healthy Blade Bay 9- H522_Hyper-yv 1 TaT70-06BT215 On

| Active Alerts

=:%| Lenowo Flex System Chassis(s)

Figure 4-53 BladeCenter blades status
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Manitaring ‘

| Windows Computers on Lenovo Systemﬂ 4, Look For: I

g Lenovo BladeCenter(s] and Modules
| Active Alerts

=:f| Lenovo BladeCenterfs)

& Task Status

o [z

;;éf Task Status for lenowo BladeCenters)
=% Windows Computers for Managing Le
4 | g Llenovo BladeCenter Modules
=:f| Lenovo BladeCenter Blades
=2 Lenovo BladeCenter Chassis
Lenovo BladeCenter Cooling Modules
Lenovo BladeCenter 'O Modules

=:f| Lenowvo BladeCenter Management b

Lenovo BladeCenter I/O Modules (10])

State | Lenowo B.C. Module... |
|(#) Healthy |10 Module Bay 1
() Healthy /O Module Bay 10
(/) Healthy /0 Module Bay 2
(/) Healthy /0 Module Bay 3
(/) Healthy 'O Module Bay 4
(/) Healthy /0 Module Bay 5
(/) Healthy /0 Module Bay 6
(/) Healthy  L'O Module Bay 7
(/) Healthy /0 Module Bay 8
(/) Healthy /0 Module Bay 9

Find Mow Clear

Lenovo B.C. Module Description | Lenovo B.C. Module Parthumb
Ethernet S 4444406

Ethernet 5M 32R1865

Figure 4-54 BladeCenter I/O modules status

Expand Lenovo Flex System Chassis(s) and Modules and click Lenovo Flex System
Chassis(s) to check the status of the Flex System chassis, as shown in Figure 4-55.

Monitoring <

] windows Computers on Lenovo System_:_l - Look for: I

A Lenowvo BladeCenter(s) and Modules
4 (g Lenovo Flex System Chassis(s] and Modu

| Active Alerts

=2%| Lenowva Flex System Chassis(s)

_q_J_éi Task Status

Q:i Task Status for Lenowo Flex System Cha

= Windows Computers for Managing Le

4 (g Lenovo Flex System Chassis Modules

=:%| Lenovo Flex System Chassis Campute
i) Lenova Flex System Chassis Cooling b
| Lenowo Flex System Chassis Fantiux b
i) Lenova Flex System Chassis F5M
| Lenowo Flex System Chassis O Mody
i) Lenowa Flex System Chassis Managen
| Lenova Flex System Chassis Power Mg
=28 Lenowvo Flex System Chassis RearlED T

=2t Lenovo Flex System Chassis Storages

Lenovo Flex System Chassis(s) (1)

Find Mow Clear
- 7 Lenowo Flex System Chassis
.State | Lenova ... | Description Lenovo Flex Sy, | v Managemant Maduls
(¥) Healthy |8721HC1  IBM Flex Chassis., 9.42.170.215 () Healthy

Figure 4-55 Flex System chassis status
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You can check the status of other Flex System components by clicking the respective group.
For example, the Flex System compute node status is shown under the Lenovo Flex System
Compute Nodes group, as shown in Figure 4-56, and the I/0 module status is shown under
the Lenovo Flex System I/O Modules group, as shown in Figure 4-57.

Meonitoring ¢ Lenovo Flex System Chassis Compute Nodes (14)
) Windows Computers o Lenovo System | 3 LookFar: I Firud Mo Clear
g Lenowo BladeCenter(s) and Madules State |_;! Lenovn Flex 5., | Lerowa Flex Sysk. .. | MachineTypetodel | Lenown Flex Svste...
4y Lenovo Flecaistemichassisis| and Mo iemiassieny Mode Bay 1 Flex System %240 ... B737ACL on
=] Artive Alerts () Healthy ~ Mode Bay 10
.E. | Leniowo Flex Systern Chassis(s) @ s Node Bay 11
s Task Status 2
;5’; Task Status for Lenovo Flex System Cha @ Healthy Modr By 12
522 | Windowes Computers for Managing Le @ Healthy Mode Bay 13
4 |y Lenowo Flex System Chassis Modules @ Healthy Mode Bay 14
=_'5 Lenowo Flex System Chassis Compute @ Healthy Mode Bay 2 Flex System x240 .., &737ACL On
=8| Lenowo Flex System Chassis Cooling b @ Healthy Mode Bay 3 Flex System x240 ...  &737AC1 an
i8] Lenowo Flex System Chassis FanMuxk | (J) Healthy Mode Bay 4 Flex System x240 ...  B737ACL on
=2 Lenowo Flex System Chassiz FSM @ Healthy Mode Bay 5
=8| Lenowo Flex System Chassis IO Maodu @ Healthy Mode Bay &
:;5 Lenowo Flex Systemn Chassis Managen @ Healthy Mode Bay 7
f.:i Lenaowo Flex System Chassis Power Mt @ Healthy ModleBayd
=2:| Lenaowa Flex System Chassis RearlED £
522 Lenowo Flex System Chassis Storages @ Healthy NadwBad

Figure 4-56 Flex System compute nodes status

Monitoring ¢  Lenovo Flex System Chassis [0 Modules (4)
| Windows Camputers on Lenavo System __:_I 4, Look fort I Fird Mot Clear

5 Lenovo BladeCenter(s] and Madules Skate ,: Lenava Flex Sy, | Lenovo Flex System Madule Description | Lenava ... | Lenova Flex
4 g Lenowvo Flex System Chassis(s) and Modu @ Healthy IO Module Bay 2

A R () Healthy O Module Bay 4

=% | Lenowo Flex System Chassis(s) y -

P @ Healthy IO Module Bay 1l EM4093 10Gh Ethernet Switch 494272 On

s Task Status 5

@ Healthy IO Module Baw 3 FC3171 8Gb SAN Switch 69Y1932 On

!f Task Status forLlenowva Flex System Cha
=22 Windows Computers far Managing Le

4 | g lenowo Flex System Chassis Modules
=2%| Lenowo Flex System Chassis Compute
=25 Lenowo Flex System Chassis Coaling b
2| Lenowo Flex System Chassis FanMux

| Lenowo Flex Systemn Chassis F5M

| Lenowo Flex System Chassis MO Modu
25| Lenowo Flex System Chassis Managen
25| Lenowo Flex System Chassis Power M
52| Lenowo Flex System Chassis RearlED

=2 Lenowo Flex System Chassis Storages

Figure 4-57 Flex System I/O modules status
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For a single view of all Lenovo x86 systems, including BladeCenter servers and Flex System
compute nodes and the status of their hardware components, expand Lenovo System x and
x86/x64 Blade Servers and click All Lenovo System x and x86/x64 Blade Servers, as

shown in Figure 4-58.
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Figure 4-58 All System x and x86/x64 Blade Servers

4.3.4 Lenovo Hardware Performance and Resource Optimization Pack for VMM

By using the Lenovo Hardware Performance and Resource Optimization Pack (PRO) for
Microsoft SCVMM, you can monitor and manage alerts for the physical host resources in a

virtualized environment.

PRO includes the following key features:

» Automated VM Migration support. This support is based on hardware failure events or
power consumption threshold exceptions for UEFI or IMM System x servers and blades
that are running Windows 2012, Windows 2008 and 2008 R2, Hyper-V, or Virtual Server.

» Advisory PRO tips if existing or predictive hardware problems occur that warrant VMM
administrative operations.

Note: For more information, see the following Lenovo Hardware Performance and
Resource Optimization Pack for Microsoft System Center Virtual Machine Manager

website:

http://www-947.1ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5082203
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If PRO Monitors were enabled on the existing cluster or Host Group in SCVMM, they are
enabled automatically after SCOM agent is deployed. You can verify the PRO status in the
SCOM console by clicking Monitoring — Lenovo Hardware — Lenovo SCVMM-Managed
Licensed Hosts (PRO Views) — Licensed SCVMM-Managed Hosts PRO Status, as
shown in Figure 4-59.

Manitoring ¢ Licensed SCVMM-Managed Hosts PRO Status (10)
2% | UNDHLinux Computers ﬂ _{.Lcn:-k for: I Find Mow Clear
EE| windows Computers State |¢| Marme ) | Lenowo Manitaring &gent | Virtualization Platform | Lenavo P
4 L g Lenova Hardware @ Healthy H322-Hyper-w-1.... Blade System Microsoft Hyper-y BladeCe

:| Lenovo Integrated Management Madub @ Healthy

H522-Hyper-v-1...  Lenovo ServeRAID-MR (0. Microsoft Hyper-t BladeCe

=2%| Lenovo Licensed System Group ; :

E @ Healthy H522-Hyper-v-1....  6.3.3 [Directar Platform ... Microsoft Hyper-t EladeCe

= Lenowa System x Power Data Chart

AL ; @ Healthy H522-Hyper-w-2... Elade System Microsaft Hyper-ty BladeCe

=] Lenowvo Unlicensed System Group

;E Task Status @ Healthy H522-Hyper-v-2....  6.3.3 [Director Platform ... Microsoft Hyper-t BladeCe

5“5'§Windnws Computers for Managing Ler @ Healthy H522-Hyper-v-2...  Lenovo ServeRAID-MR (0. Microsoft Hyper-t BladeCe

@Windnws Computers on Lenowo System @ Healthy x240-hyper-w-Lh,.. 63,3 [Director Platform ... Micrasoft Hyper-y IBM Flex
g Lenovo BladeCenter(s) and Modules @ Healthy x240-hyper-Lh.,  Lenovo ServeRAID-MR (0. Microsoft Hyper-t IEN Flex
& Lenovao Flex System Chassis(s] and Modu @ Healthy x240-hyper-2.h.,  Lenovo ServeRAID-MR (0. Microsoft Hyper-t IBM Flex
4 Lenovo Integrated Management Modult | () Healthy x240-hypery-2.h.., 633 [Director Platform .. Microsoft Hyper  IBM Flex
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| Active PRO &lerts
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Figure 4-59 Licensed SCVMM-managed hosts status

Based on the SCVMM console settings, new PRO tips can appear as pop-up windows, as
shown in Figure 4-60.

Lol PRO - |8 -

PRO (1)

| 2]

Severity | Source Tip State Created
Ed %240-hyper-v-1.lab.local IBM HW PRO Pack Alert...  Active 6/25/2014 12:10 PM

[ 1BM HW PRO Pack Alert: Component Health v

.. IBM HW PRO Pack Alert: Component Health  Target Summary

This monitor regularly does health checkup's for all the Mame: #240-hyper-v-1.lab.local
companents, and reports critical and warning health
preblems from SCYIMM PRO's perspective. Target type: Host

More details on this event are available through the [BM

Hardware Management Pack in SCOM. NOTE: If you |

dismiss this PRO Tig, you will need to manually clear the

moniter state of the affected machine in the IBM HW 1 L!I 1

PRO MP in SCOM. If you implement this PRO Tip, the |

machine that generated this event will be placed inta o "

Show this window when new PRO Tips are created View PRO Script| | Implement | | Dismiss

Figure 4-60 SCVMM PRO tip pop-up window
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4.3.5 Rolling firmware upgrades by using UIM for System Center VMM

Upward Integration Modules Add-in for Microsoft System Center Virtual Machine Manager
(VMM) provides non-disruptive system firmware updates in clustered environment.

Note: For more information, see the following Upward Integration Modules Add-in for
Microsoft System Center Virtual Machine Manager website:

http://www-947.1ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5095711

After you join a new system to the cluster, you must set up the authentication information for
the new hosts. Complete the following steps:

1. Start SCVMM console as OS administrator and login as SCYMM administrator.
2. In the Fabric view, select the wanted cluster and click the UIM icon.
3. Click the host that is marked red. Then, click Set Auth Info.

This process is shown in Figure 4-61.

Home Folder Heost Cluster
@ |.'i|
“r i @

Create Add Owverview Fabric  Compliancg| Lenove
= Resources = Resources UlM

Create Add Show

Fabric < Lenovo UIM 5CV Add-in
4 3T Servers ] 4 Hypervigor General
. m 22 hvper-v-2
4 L1 All Hosts i h2Zrhyper-v-2lablocal Basic Information

-q hs23-hyper-v-1 4 hsFEclusterlab.loca
hs23-hyper-v-1.lak.local
hs23-hyper-v-2.lab.local UuIiD

x240-hyper-v-1.lab.loca | 05 Name

h22-hyper-v-1.lab.local
OS Versian
FQDN

st Boot Up Time

| Hs22
| Hs23

' hs23cluster

4 . Infrastructure

Machine Type
F

;-% Library Servers
[ PXE Servers

2= Update Server

3 vCenter Servers

e

% VMs and Services

Fabric

¢ B

Library

E W

Jobs
Actions

B

Settings
| | Set Auth Info

-

Figure 4-61 New system in UIM for SCVMM
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4. Specify Run As Account for SCVMM job and administrator account for new server. You
can apply these credentials for All Hosts, Hosts in Cluster, or selected Host only, as shown

in Figure 4-62. Click OK.

Uzername

Passwaord

Confirm

Run &z Account

'.:_," Apply to the selected host only.
@ Apply to the hosts of the cluster.
) Apply to all hosts.

Set Authentication Information

savmmamanage

labsavmmZmanage
LLA L L L LYl

..'...I4

Figure 4-62 Authentication Information window

Next, if not already done, you need to specify preferences for the local repository folder,
including access credentials and firmware download schedule. Click the cluster name, then
click Preferences, as shown in Figure 4-63. Click Save.

Lenovo UIM SCVMM Add-in

4 Hypervisar

Relling System Update |

I 4 x240-hyper-v-cluster.hyper;

x240-hyper-v-2.hyper-v,
x240-hyper-v-1.hyper-v.
4 hs22-hyper-v-cluster.hyper-
hs22-hyper-v-2.hyper-v.
hs22-hyper-w-1.hyper-v.

Preferences
iTask Manager
i~ Local Repository Folder

CAPraaram Files (xB8E6MN | anauvoil
Frogram riles (xobp\Lenovotiiv L

Preferences Remote Access (Samba) Credential as a share folder

Uszer Mame:

Passward: e e

Confirm Password: (IIIT L]

. Check updates from the Lenovo website
[ ] Use HTTP proxy

Host Mame:
Port:

| User Name:
Password:

Confirm Password:

. O -Check-upd'ates periﬁdicall}
Every

on Maonday

at 0:00

M Unified Servicelwebrooti\bin

Hyper-Wscvmmadmin

week(s)

repositon

Figure 4-63 Rolling System Update preferences

120

Deploying Flex System in a BladeCenter Environment




To update firmware on the Flex System compute nodes in the cluster, complete the
following steps:

1. In UIM, click the cluster name. Then, click Task Manager and click Create, as shown
in Figure 4-64.

Lenovo UIM SCVMM Add-in

4 Hypervisar Relling System Update

I 4 x240-hyper-v-clusterhyper-

Task Manager
%240-hyper-v-2.hyper-v.\_T 35k Manager 9
x240-hyper-v-1.hyper-v.

The Rolling System Update provides Task manager, which can help user to build 3

4  hs22-hyper-v-cluster.hyper- once.

hs22-hyper-v-2 hyper-v. | Preferences * { _! Copy E~__'?Edit |_;€ Remove 4

hs22-hyper-v-T.hyper-v.

MName Status Create Time

Figure 4-64 Create new task

2. Enter a task name. Select Task type as shown in Figure 4-65 and then click Next.

1. Name and Type

Task Name: Cluster Firmware Updatal

Task type: @ Update and Reboot () Update Only ) Reboot Only

Figure 4-65 Task name and type

3. Select the wanted hosts to update and select the firmware and versions to update. You
can specify per host or per host model, as shown in Figure 4-66.

2. Select hosts and firmwares

Lenovo System x Server  Available firmware for 8737

a4 M g737 4 UXSP Package

(240 hyper-v-Zhyp ] Firmware r\iame Installed Yersion Mew Versid
Emulex HBA (LPe1600x) Firmware Update for ibm14a-10.2.261.3

*240-hyper-v-Thyp Integrated Management Madule 2 (IMM2) U laoo64l-4.50
Online Broadcom MNetXtreme and MNetXtreme 24.1d4
IBM Flex System x240 UEFI Flash Update b2e1423-1.50
IBM Dynamic System Analysis (DSA) dsyte2f-0.61
LSI 2004 SAS Controller BIOS and Firmware U x240-1.18.01
IEM Online SAS/SATA Hard Disk Drive Updat sas-1.14.04-1

Figure 4-66 UIM for SCVMM: Select hosts and firmware
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4. Define the wanted update options and schedule as shown in Figure 4-67 and click Next.

3. Update options and schedule

[] Update Parallelization

Scale: | 1| [ Make sure the value is set according to the current available system resources of the cluster
[] Force Downgrade
Schedule

® Now

() Schedule Time

Figure 4-67 Update options and schedule

5. Review the Summary page as shown in Figure 4-68 and click Save.

4. Summary

You have made following selections:
Task name: Cluster Firmware Update
Task type: Update and reboot both
Update option:

Schedule: Now

Selected hosts and firmwares:

#240-hyper-v-2.hyper-v.lenovopresslab.local:
IBM Online SAS/SATA Hard Disk Drive Update Program

IBM Flex System x240 UEF| Flash Update

Online Broadcom NetXtreme and NetXtreme Il Firmware Utility for Windows 2.4.1d4
Mellanox WinOF update for Windows 2012 R2 Server x36_64

Brocade BootCede Update for 16G FC HBA

Emulex OCel1:oc UCNA Firmware Update for Windows

Emulex HBA (LPe1600x) Firmware Update for Windows

IBM Flex System FC3172 2

IBM Flex System FC5172 2

Emulex HBA (LPe1205/LPe1200x) Firmware Update for Windows

IBM Dynamic System Analysis (DSA)

Figure 4-68 Review summary
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You can monitor the progress and check the details of your task by clicking Task in Task
Scheduler View window, as shown in Figure 4-69.

Task name: Cluster Firmware Update

Status: Running
Update Details:

Step 1: Download firmware

Status
Finished

Progress
100%

Step 2: Update progress

x240-hyper-v-1.hyper-vlenovopresslab.local
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Firmware MName
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IBM Flex System FC3172 2
Integrated Management Module 2 [IMM2) U,
Mellanox WinOF update for Windows 2012 R
IBM Flex System FC5172 2
LSI 2004 SAS Controller BIOS and Firmware U

Meszage

Download Campleted
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Running Updating

Installed Version
Undetected
B2E142AU5-1.50
Undetected
Undetected
Undetected
Undetected
1A0058R-4.20
Undetected
Undetected

Start Time

2/18/2015 11:03:02 AM

New Version
sas-1.14.04-1
B2E142A-1.50
ibm14a-10.2.261.36-1
m5115-68-1
24.1d4
3.11af.d-8g-flex
1A0064L-4,50
4.61.50000p4
3.80.09-16g-flex
x240-1,18.01

End Time

2/18/2015 11:04:20 AM

State
Mot Start
Mot Start
Mot Start
Mot Start
Mot Start
Mot Start
Running
Mot Start
Mot Start

Running

Message
The device is not
The package ver
The device is not
The device is nof
The device is not
The device is nof
Start Calling iFla:
The device is nof

The device is not

Package installaf)

Figure 4-69 UIM for SCVMM: Task Status details

When the cluster update task is completed successfully, it is reflected in the task status, as

shown in Figure 4-70.

Task name: Cluster Firmware Update

Status: Finished
Update Details:

Step 1: Download firmware

Status
Finished

Progress
100%

Step 2: Update progress

x240-hyper-v-2.hyper-v.lenovopresslab.local

x240-hyper-v-1.hyper-vlenovopresslab.local

Message

Download Completed

Finished Success

Finished Success

Start Time

2/18/2015 11:03:02 AM

End Time

2/18/2015 11:04:20 AM

Figure 4-70 Task completed successfully

You can perform the same firmware update actions for another clusters if required.

4.3.6 Publishing System Firmware to SCCM server

Lenovo System Updates for SCCM can be used if you want to update firmware on the
Microsoft Windows servers that are not part of the cluster where usage of UIM Add-in for

SCVMM is not possible.
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Note: For more information, see the following Lenovo System Updates for Microsoft
System Center Configuration Manager website:

http://www-947.1ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5082209

Complete the following steps:

1. Start Lenovo System Updates on SCCM server (you must run the program with
administrator permissions).

2. In the My Machines view, click Add. To add a new machine, select the new Flex System
type, as shown in Figure 4-71.

------ o Home

& All Updates .
-~ |BM BladeCentar H32: My Machines

Review the following list of managed machines that can wark in thig
machines that are added to the list are used to determine which up
1BM web site or published to the WSUS server. Click "Add" to add m

machines.
Add..
Froduct Family tachine Type
IEM BladeCenter HS23 Fava

Figure 4-71 System Updates: My Machines view

3. Inthe Update retrieval action window, select Check updates from IBM website nhow and
click OK, as shown in Figure 4-72.

Add New Machine Types -

Selectthe machines to add. If a machine is naot in the list, click "Check Latest
Machines" to check the latest supported machines online,

Fraoduct Family Machine Tipe ~
[] Flex Systern x220 Compute M. 2585
[] Flex System 220 Compute M... 7906
[] Flex Systerm %222 Compute M. 7916
[] Flex Systemn 240 Compute M. 7863
Flex Systerm x240 Compute M., 8737
[] Flex Systemn 240 Compute M... 8738
[ Flex Systern x440 Compute M. 7917
] 1BM BladeCenter HE23 1829

T imes et nem e -

| Check Latest Machines

pdate retrieval action:

|DD not take any action at this time v|

0]78 | | Cancel |

Figure 4-72 System Updates: Add new machine

124 Deploying Flex System in a BladeCenter Environment


http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082209
http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082209

4. Expand All Updates in the Navigation pane and click the new machine type to show the
available updates for this machine.

5. Select the updates that you want to publish. Click Actions and then select Download
Selected updates from IBM website, as shown in Figure 4-73. The Download and
Publish wizard opens.

Flex System x240 Compute Node {8737)

Marme Ca A
1BM Updatexpress Systern Pack M S
O 1B Updatepress System Pack Il
O 1BM Updatexpress Systern Pack R
[]  Brocade 16Gh, 10Gh and 8Gh Windows FCINIC Device Drivers for IBM Systems o
O Brocade 16Gh, 10Gh and 8Gh Windows FCINIC Device Drivers for IBM Systems Cao
O Brocade 16Gh, 10Gh and 8Gh Windows FCINIC Device Drivers for IBM Systems o
O Brocade 16Gh, 10Gh and 8Gh Windows FCINIC Device Drivers for IBM Systems Cao
[] Brocade BootCode Update for 16G FC, 106 CNAand 4/8G FC HBA o
O Brocade BootCode Update for 16G FC, 106G CHAand 4785 FC HBA Cao
|<—| Brocade BootCode Undate forILEG FC 110G CHAand 478G FC HBA (io b

Detail: 1BM Updatexpress System Pack

Update in Local Repository

Yersion. 2.00

Diate the IBM web site was last successfully checked: Mg,
Date the WSS serverwas last successfully checked: MiA.

General | Individual Updates | Applicable Platforms | Revision History | Read Me File

Mame -
hred_dd_chna_3.2.4.0_windows_32-64
glge_fw_fo_3.80.09-16g-lex_windows_32-64

Figure 4-73 System Updates: Select updates

6. Accept the license and click Next. The download starts. Click Next after the download
completes to open the Publish wizard.
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7. Confirm the updates that are to be deployed on the WSUS server. You also can select

more update options that are based on preference, as shown in Figure 4-74.
Click Confirm.

Confirm Updates Packages

Select and confirm that the following updates will be publizhed to the WIEUS server.

Confirm to publish the fallowing updates

Marme Warsion  Size(kB) Update D
IBM Updatexpress System Pack 2.00 1182183 ihm_utl_uxsp_h2sp28p-2.0..

Also select updates that are notinstalled or undetected

Selectthis aption to detect all possikle hardware in the system.

Selectthizs option only ifyou have an unknown device in Windows that you want to resolve.

Also select Host Bus Adapters(HBA)and Coverged MNetwork Adapter{CrA)Y

Ifthizs option is not selected, Brocade, Emulex, and GlLogic HBAs and CHAS will not be updated.
Befare yau selectthis aption, check the compatihility with yvour storage wendar,
[T Allow updates to be installed as a downgrade

v Ifyou selectthis option, all published updates with the same update name will be expired.
Mote:Only ane version can be puhlished at a time using the same update name.

= Back H Caonfirm

Figure 4-74 IBM System Updates: Confirm updates to publish

8. Publishing to the WSUS server begins. You can see the results after the process
completes.

Note: You might need to wait some time for the updates to show in SCCM server. You also

can run synchronization with WSUS server manually. For more information, see the SCCM
documentation.

4.3.7 Inventory collection

After deploying Lenovo Inventory Tool Client onto a Flex System node’s operating system,
you can view inventory information in SCCM client.

Note: The inventory gathering cycle can vary based on your settings during the installation
of the Lenovo Inventory Tool on SCCM server and SCCM client hardware inventory
schedule. You can start Lenovo Inventory tool collection yourself by running the Inventory
job that was created in the Windows Task Scheduler on client machine.
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Complete the following steps to view inventory:

1. In the SCCM management console, open the Assets and Compliance view and find the
computer on which you want to see its inventory.

2. Right-click Computer name — Start — Resource Explorer, as shown in Figure 4-75.

- Home Collection Close

t:E:.} (1%, Manage Affinity Requests | Update Membership  # Export ‘:‘f" D
S @Manage Out of Band ~ 1A Add Resources = Copy
Add Install 3 3 3 - Deploy Properties
Selected ltems = Client iy Clear Required PXE Deployments E Endpoint Protection = € Delete -
Collection Deployment | Properties
. (- = | £¢ \ » Assetsand Compliance »  Overview » Devices »  x240-nodes
Assets and Compliance < x240-nodes 1 items
4 B Overview —_ | Search
5 Users Icon MName Client Type Client Site Code Client Activity

4 A Devices 'l e X240-HYPER-V-1 Commutar Yes LAR Active
| ¥ x240-nodes = Add Selected ltems 3

rom Collection

]

# User Collections
Install Client

F.

& Device Collections
Reassign Site

i‘“ User State Migration

| Asset Intelligence X240-HYPER-V-1 Client Settings
= Software Metering b start » | 3 Resource Explorerl
4 [ Compliance Settings General Infarmation : Approve :‘b Remote Control
2%l Configuration ltems - Mame: @ Block % Remote Assistance
. . Unblock ‘& Remote Desktop Clig
a;' Assets and Compliance Client Type:
- Client Check Result: g Manage Out of Band LAY
{5 Software Library Remediation: 1) Clear Required PXE Deployments 2014
Active Directory Site: AN

Figure 4-75 Inventory Collection: Resource explorer

You can see the inventory classes that were created in Resource Explorer, as shown
in Figure 4-76.

= 59 X2A0HYPERY-1 ~ N Fiter..

'"L& Hardware Manufacturer  Product Mame Serial Mumber - LUID

+- 3 Computer System i
- 5 Configuration Manager Client St E, |BM IBM Flex Systermn 2240 with 10G0 -[B737ACT)-  KQSMO3G 9ca9b87e-baZ6-396b-8551-5769

5
+ & Corfiguration Manager Cliert S1
+_£J Desktop Monitor
5
5

#- =) Disk Drives

r-7=J Dizk Partitions

----- # Folder Redirection Health
----- & |BM BIDS and uEFI

----- & |BM Device Drivers

----- & |BM Firrnware

+- 3 1BM FoD Activation Key
----- ﬂ, 1BM 1M Configuration |Pw4 [ST
----- ﬂ, 1BM 1M Configuration IPvE [Ld
----- ﬂ, 1BM IMM Configuration IPvE [SH
----- ﬂ, 1BM LSI Contraller Infarmation
----- ﬂ, 1BM LSI Logical drives configur
----- H|BM LS| Physical Disk

----- & 1B Memary

----- & |BM PMC Application Software

----- 5_ Inztalled Applications

----- 3 |ratalled Applications [54)
-7 Logical Disk,

+|--Z8 Memaory

Figure 4-76 Resource Explorer: Inventory Classes
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Abbreviations and acronyms

AMM
CLI
CMM
CNA
DCUI
DRS
EVC
FC
FCF
FCoE
FoD
HA
HBA
IMM
IQN
LOM
NPIV
PFA
PRO

SCCM

SCOM

SCVMM

SNMP

SSIC

TCS
UFP
uim
UXSP
VCI
VLAN
VM
VMM
WAN
isCLI

Advanced Management Module
command line interface
Chassis Management Module
Converged Network Adapter
Direct Console User Interface
Distributed Resource Scheduler
Enhanced vMotion Compatibility
Fibre Channel

Fibre Channel Forwarder

Fibre Channel over Ethernet
Features on Demand

High Availability

host bus adapter

Integrated Management Module
iSCSI qualified name

LAN on Motherboard

N_Port ID Virtualization
Predictive Failure Alert

Performance and Resource
Optimization

System Center Configuration
Manager

System Center Operations
Manager

System Center Virtual Machine
Manager

Simple network management
protocol

System Storage Interoperation
Center

ToolsCenter Suite

Unified Fabric Port

Upward Integration Module
UpdateXpress System Pack
VMware Certified Instructor
virtual local area network
virtual machine

Virtual Machine Manager
wide area network

industry standard CLI
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Related publications

The publications that are listed in this section are considered particularly suitable for a more
detailed discussion of the topics that are covered in this paper.

Lenovo Press publications

The following Lenovo Press publications provide more information about the topic in
this paper:

>

>

»

»

>

IBM Flex System Networking in an Enterprise Data Center, REDP-4834

NIC Virtualization in Flex System Fabric Solutions, SG24-8223

IBM PureFlex System and IBM Flex System Products and Technology, SG24-7984
BladeCenter Products and Technology, SG24-7523

Migrating from BladeCenter to Flex System, REDP-4887

You can search for, view, or download these documents and other books, papers, and product
guides at the following website:

http://Tenovopress.com

Online resources

The following websites also are relevant as further information sources:

>

Flex System Information Center:
http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp

BladeCenter Information Center:
http://publib.boulder.ibm.com/infocenter/bladectr/documentation/index.jsp
System x Upwards Integration Modules (UIMs) for VMware vSphere:
https://www-947.ibm.com/support/entry/myportal/docdisplay?1ndocid=migr-vmware
System x Integration Offerings for Microsoft Systems Management Solutions:
https://www-947.ibm.com/support/entry/myportal/docdisplay?1ndocid=SYST-MANAGE
Switch Center 7.2.1 User Guide:
http://www-01.ibm.com/support/docview.wss?uid=isg377000660

FastSetup:
https://www-947.ibm.com/support/entry/myportal/docdisplay?Tndocid=TOOL-FASTSET
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