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Preface

Flex System™ is a next-generation blade platform that is ideally suited to data center 
environments that require flexible, cost-effective, secure, and energy-efficient server 
infrastructure. 

This Lenovo® Press paper highlights the key features and capabilities of Flex System and 
provides planning and deployment considerations on how Flex System can be integrated into 
an existing BladeCenter® environment. Server, network, storage, and management 
integration aspects also are described.

This paper is intended for those IT professionals who want to learn more about how to 
integrate Flex System into an existing BladeCenter environment.
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Chapter 1. Introduction to Flex System

Lenovo Flex System is a next-generation platform that is ideally suited to data center 
environments that require flexible, cost-effective, secure, and energy-efficient server 
infrastructure.

This chapter introduces Flex System and describes its key features, components, and I/O 
architecture. This chapter includes the following topics:

� 1.1, “Flex System overview” on page 2
� 1.2, “Flex System I/O architecture” on page 5

1
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1.1  Flex System overview

The innovative design features of the Flex System products make it possible to configure 
integrated, customized, highly secure solutions. These solutions meet data center needs and 
provide for flexible expansion capabilities. The scalable hardware features and the 
unprecedented power and cooling capabilities of the Flex System components help optimize 
hardware and power usage, minimize operational costs, and simplify the overall management 
of the data center. 

The following Flex System components are described in this section:

� 1.1.1, “Flex System Enterprise Chassis”
� 1.1.2, “Compute nodes” on page 3
� 1.1.3, “Expansion nodes” on page 4
� 1.1.4, “I/O modules” on page 4

1.1.1  Flex System Enterprise Chassis

The Flex System Enterprise Chassis is the foundation of the Flex System offering, which 
features 14 standard (half-width) Flex System form factor compute node bays in a 10U 
chassis. This offering delivers high-performance connectivity for your integrated compute, 
storage, networking, and management resources. 

Up to a total of 28 independent servers can be accommodated in each Enterprise Chassis, if 
high-density x222 compute nodes are deployed.

The chassis is designed to support multiple generations of technology. It also offers 
independently scalable resource pools for higher usage and lower cost per workload.

With the ability to handle up 14 standard form factor nodes, the Enterprise Chassis provides 
flexibility and tremendous compute capacity in a 10U package. Also, the rear of the chassis 
accommodates four high-speed I/O bays that can accommodate up to 40 GbE high-speed 
networking, 16 Gb Fibre Channel, or 56 Gb InfiniBand. With interconnecting compute nodes, 
networking, and storage through a high performance and scalable mid-plane, the Enterprise 
Chassis can support the latest high speed networking technologies.

The ability to support the demands of tomorrow’s workloads is built in with a new I/O 
architecture, which provides choice and flexibility in fabric and speed. With the ability to use 
Ethernet, InfiniBand, Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), and iSCSI, 
the Enterprise Chassis is uniquely positioned to meet the growing and future I/O needs of 
large and small businesses.

Power and cooling resources are integrated into a chassis, and they are shared by compute, 
storage, I/O, and management components, which increases power and cooling efficiency.
2 Deploying Flex System in a BladeCenter Environment



Figure 1-1 shows Lenovo Flex System Enterprise Chassis.

Figure 1-1   Lenovo Flex System Enterprise Chassis

1.1.2  Compute nodes

Flex System offers compute nodes that vary in architecture, dimension, and capabilities. 

Optimized for efficiency, density, performance, reliability, and security, the portfolio includes a 
range of Intel Xeon based nodes that are designed to make full use of the full capabilities of 
these processors that can be mixed within the same Enterprise Chassis.

The following Intel based nodes compute nodes are available, which range from two-socket to 
eight-socket Intel processor families:

� Intel Xeon processor E5-2400 product family (x220 and x222 Compute Nodes)

� Intel Xeon processor E5-2600 v2 product families (x240 Compute Nodes)

� Intel Xeon processor E5-2600 v3 product family (x240 M5 Compute Nodes)

� Intel Xeon processor E5-2600 v2 product families (x440 Compute Nodes)

� Intel Xeon processor E7-8800 v2, E7-4800 v2, and E7-2800 v2 product families (x880 X6, 
x480 X6, and x280 X6 Compute Nodes)

A standard form-factor Flex System x240 Compute Node is shown on the left in Figure 1-2. A 
full-wide Flex System x440 Compute Node is shown on the right in Figure 1-2.

Figure 1-2   Flex System x240 (left) and x440 (right) Compute Nodes

x240 Compute Node x440 Compute Node
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The nodes are complemented with leadership I/O capabilities of up to 16 channels of 
high-speed I/O lanes per standard node bay and 32 lanes per full wide node. Various I/O 
adapters and matching I/O modules are available.

1.1.3  Expansion nodes

Expansion nodes can be attached to certain standard form factor (half-width) Flex System 
compute nodes, which allows the expansion of the nodes’ capabilities with locally attached 
storage or PCIe adapters. 

The Flex System Storage Expansion Node provides locally attached disk expansion to the 
x240 and x220. SAS and SATA disk are supported. 

With the attachment of the Flex System PCIe Expansion Node, an x220 or x240 can have up 
to four PCIe adapters attached. High performance GPUs can also be installed within the PCIe 
Expansion Node from companies, such as Intel and NVIDIA. 

Figure 1-3 shows the x240 Compute Node with the PCIe Expansion Unit (left) and the 
Storage Expansion Unit (right) attached.

Figure 1-3   x240 with PCIe Expansion Unit (left) or Storage Expansion Unit (right)

1.1.4  I/O modules

The range of available modules and switches to support key network protocols can be used to 
configure Flex System to fit in your infrastructure. However, you can do so without sacrificing 
the ability to be ready for the future. The networking resources in Flex System are 
standards-based, flexible, and fully integrated into the system. This combination gives you 
no-compromise networking for your solution. Network resources are virtualized and managed 
by workload. These capabilities are automated and optimized to make your network more 
reliable and simpler to manage.

Flex System gives you the following key networking capabilities:

� Supports the networking infrastructure that you have today, including Ethernet, FC, FCoE, 
iSCSI, and InfiniBand.

� Offers industry-leading performance with 1 Gb, 10 Gb, and 40 Gb Ethernet, 8 Gb and 
16 Gb Fibre Channel, and QDR and FDR InfiniBand.

� Provides pay-as-you-grow scalability so you can add ports and bandwidth, when needed.

Networking in data centers is undergoing a transition from a discrete traditional model to a 
more flexible, optimized model. The network architecture in Flex System addresses the key 
challenges that customers are facing today in their data centers. The key focus areas of the 
network architecture on this platform are unified network management, optimized and 
automated network virtualization, and simplified network infrastructure.

x240 with PCIe Expansion Unit x240 with Storage Expansion Unit
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Providing innovation, leadership, and choice in the I/O module portfolio uniquely positions 
Flex System to provide meaningful solutions to address customer needs. 

As an example of the I/O module, the Flex System Fabric EN4093R 10Gb Scalable Switch is 
shown in Figure 1-4.

Figure 1-4   Lenovo Flex System Fabric EN4093R 10Gb Scalable Switch

1.2  Flex System I/O architecture

The I/O architecture of the Flex System Enterprise Chassis includes an array of connectivity 
options for server nodes that are installed in the enclosure. Users can decide to use a local 
switching model that provides superior performance, cable reduction, and a rich feature set. 
The pass-through technology also can be used, which allows all network switching decisions 
to be made external to the Enterprise Chassis.

By far, the most versatile option is to use modules that provide local switching capabilities and 
advanced features that are fully integrated into the operation and management of the 
Enterprise Chassis.

From a physical I/O module bay perspective, the Enterprise Chassis has four I/O bays in the 
rear of the chassis. The physical layout of these I/O module bays is shown in Figure 1-5. 

Figure 1-5   Rear view of the Enterprise Chassis showing I/O module bays

I/O module
bay 1

I/O module
bay 3

I/O module
bay 2

I/O module
bay 4
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If a node has a two-port integrated LAN on Motherboard (LOM) as standard, modules 1 and 2 
are connected to this LOM. If an I/O adapter is installed in the node’s I/O expansion slot 1, 
modules 1 and 2 are connected to this adapter.

Modules 3 and 4 connect to the I/O adapter that is installed in the I/O expansion slot 2 on the 
node. 

These I/O modules provide external connectivity and connect internally to each of the nodes 
within the chassis. They can be Switch or Pass-thru modules, with a potential to support other 
types in the future.

From a midplane wiring perspective, the Enterprise Chassis provides 16 lanes out of each 
half-wide node bay (toward the rear I/O bays) with each lane capable of 16 Gbps or higher 
speeds. How these lanes are used is a function of which adapters are installed in a node, 
which I/O module is installed in the rear, and which port licenses are enabled on the 
I/O module.

How the midplane lanes connect between the node bays upfront and the I/O bays in the rear 
is shown in Figure 1-6.

Figure 1-6   A total of 16 lanes of a single half-wide node bay toward the I/O bays

Currently available I/O modules offer one, two, or three banks of 14 internal compute 
node-facing ports. Each port bank corresponds to a certain port of the adapter that is installed 
in the compute node. For example, if a node were installed with only the dual port LOM 
adapter, only two of the 16 lanes are used (one to each of the port banks 1 of the I/O modules 
that are installed in I/O bays 1 and 2), as shown in Figure 1-7.
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Figure 1-7   Dual port LOM connecting to ports on I/O bays 1 and 2 (all other lanes unused)

If a node was installed with a quad port adapter, four of the 16 lanes are used (one to each of 
the port banks 1 and 2 of the I/O modules that are installed in I/O bays 1 and 2), as shown in 
Figure 1-8.

Figure 1-8   Quad-port adapter connecting to ports on I/O bays 1 and 2 (all other lanes unused)

All I/O modules include a base port bank 1 of 14 downstream ports, with the pass-through 
module supporting only the single set of 14 server facing ports. The Ethernet switching and 
interconnect I/O modules support more than the base set of ports (up to three port banks, 
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depending on the I/O module), and the ports in the banks are enabled by the port licenses. 
FC SAN switches support up to two internal port banks (depending on the I/O module) and 
the ports in the banks are enabled by the port licenses.

By default, each I/O module ships with certain number of port licenses (depending on the I/O 
module type). More port licenses can be purchased via Features on Demand (FoD) 
upgrades. Depending on the I/O module and the software version that is running on the 
module, the port licenses can be tied to the port bank (for example, port bank 1 in the 
EN2092, EN4093R, and CN4093 switches and SI4093 interconnect modules that are running 
Networking OS 7.7 or earlier). They also can be dynamically or statically assigned by the user 
to the ports in any internal bank and external ports (such as Flexible Port Mapping in the 
EN2092, EN4093R, and CN4093 switches and SI4093 interconnect modules that are running 
Networking OS 7.8 or later or Dynamic Port on Demand in the FC5022 switches).

As of this writing, there are limits on the port density of the current I/O modules in that only the 
first three lanes potentially are available from the I/O module. 
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Chapter 2. Planning for Flex System 
integration

One of the most important goals of integrating Flex System into an existing BladeCenter 
environment is to make sure that the existing hardware and software technologies, tools, and 
applications can be seamlessly deployed and used in the combined environment with no or 
minimal disruption to the existing processes and services.

Specifically, server, network, storage, and management integration aspects should be 
addressed. These aspects are described in this chapter.

This chapter includes the following topics:

� 2.1, “Server integration” on page 10
� 2.2, “Network integration” on page 10
� 2.3, “Storage integration” on page 13
� 2.4, “Management integration” on page 18
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2.1  Server integration

This section describes the following Flex System Compute Node selection considerations that 
are based on your existing blade servers:

� If you use dual-socket general-purpose HS22, HS22V, or HS23 blade servers, consider 
adding Flex System x240 or x240 M5 Compute Nodes.

Also, if certain existing applications require scalability that goes beyond two sockets but 
they do not need enterprise-class hardware features, the four-socket Flex System x440 
Compute Node can be used.

� If you use two- or four-socket HX5 enterprise blade servers, consider the use of Flex 
System x280, x480, or x880 Compute Node that can be scaled up to eight sockets.

� If you use entry-level HS12 or HS23E blade servers, consider the use of Flex System x220 
or high-density x222 Compute Nodes.

2.2  Network integration

This section describes network integration aspects and provides I/O module and network 
adapter selection considerations. The following topics are covered:

� 2.2.1, “I/O modules”
� 2.2.2, “Network adapters” on page 12

2.2.1  I/O modules

Selecting the Flex System Ethernet I/O module that is a best fit for your existing BladeCenter 
environment is a process that is unique to each client. The following factors should be 
considered when you are deciding which Ethernet module is best for a specific environment: 

� If your BladeCenter network is built with Layer 2/3 1 Gb or 1/10 Gb Uplink switches and 
you plan to continue to use 1 GbE server connectivity, consider the use of Flex System 
EN2092 1Gb Ethernet Switch for your Flex System solution. EN2092 supports 1 GbE 
connectivity to the compute nodes and 1 GbE or 10 GbE connections to an upstream 
network. In addition, EN2092 offers Layer 2/3 network features that are identical to those 
features in L2/3 GbE switches for BladeCenter. It also can be managed by using the 
Switch Center or a third-party SNMP-based network management application.

If you plan to use 10 GbE or mixed 1 GbE and 10 GbE server connectivity in your Flex 
System chassis, consider the use of Flex System Fabric EN4093R or CN4093 10Gb 
Scalable Switches or SI4093 or SI4091 System Interconnect Module.

� If your BladeCenter network is built with Virtual Fabric 10Gb Switch Modules, consider the 
use of Flex System Fabric EN4093R or CN4093 10Gb Scalable Switches or SI4093 or 
SI4091 System Interconnect Module.

� If you use pass-through network connectivity with Intelligent Pass-Thru Module or 10Gb 
Ethernet Pass-Thru Module, consider selecting Flex System EN4091 10Gb Ethernet 
Pass-Thru Module that supports 1 GbE and 10 GbE speeds.

� If you use Server Connectivity Module, consider selecting Flex System SI4093 or SI4091 
System Interconnect Module. Alternatively, if you plan to use advanced Layer 2/3 features 
in the future, consider selecting EN4093R 10Gb Scalable Switch that is running in the 
“easy connect” mode.
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The following considerations are important when you are selecting between the EN4093R 
10Gb Scalable Switch, the CN4093 10Gb Converged Scalable Switch, and the SI4093 or 
SI4091 System Interconnect Modules:

� If you require Fibre Channel Forwarder (FCF) services within the Enterprise Chassis or 
native Fibre Channel uplinks from the 10 Gb switch, the CN4093 10Gb Converged 
Scalable Switch is the correct choice.

� If you do not require FCF services or native Fibre Channel ports on the 10 Gb switch, but 
need the maximum number of 10 Gb uplinks without purchasing an extra license, support 
for FCoE transit capabilities, and the most feature-rich solution, the EN4093R 10Gb 
Scalable Switch is a good choice.

� If you require ready for use not apparent operation (minimal to no configuration on the 
switch) and do not need any L3 support or other advanced features (and know that there is 
no need for more advanced functions), the SI4093 or SI4091 System Interconnect 
Modules are a potential choice.

When you are selecting switches, there are often many criteria that are involved because 
each environment has its own unique attributes. The criteria that are listed in Table 2-1 are a 
good starting point in the decision-making process. 

Table 2-1   Switch module selection criteria

Suitable switch module I/O modules

Requirement EN2092 SI4091 SI4093 EN4093R CN4093

Gigabit Ethernet to nodes Yes Yes Yes Yes Yes

10 Gb Ethernet to nodes No Yes Yes Yes Yes

10 Gb Ethernet uplinks Yes Yes Yes Yes Yes

40 Gb Ethernet uplinks No No Yes Yes Yes

Basic Layer 2 switching Yes Yes Yes Yes Yes

Advanced Layer 2 switching: IEEE features (STP, QoS) Yes No No Yes Yes

Layer 3 switching (forwarding, routing, ACL filtering) Yes No No Yes Yes

10 Gb Ethernet CEE No Yes Yes Yes Yes

FCoE FIP Snooping Bridge support No Yes Yes Yes Yes

FCF support No No No No Yes

Native FC port support No No No No Yes

Switch stacking No No No Yes Yes

802.1Qbg Edge Virtual Bridge support No No Yes Yes Yes

vLAG support No No No Yes Yes

UFP support No No Yes Yes Yes

Virtual Fabric mode vNIC™ support No No No Yes Yes

Switch independent mode vNIC support No Yes Yes Yes Yes

SPAR support No No Yes Yes Yes

Openflow support No No No Yes No
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2.2.2  Network adapters

This section describes the selection considerations for the network adapters based on your 
existing BladeCenter server configurations.

The following topics are covered:

� “Broadcom technology-based network adapters”
� “Mellanox technology-based network adapters”
� “Emulex technology-based network adapters” on page 12

Broadcom technology-based network adapters
If you are standardized on Broadcom technology for your network adapters, the following 
integration choices are available:

� 1 GbE connectivity

If you plan to use up to two 1 GbE ports and you selected the x220 Compute Nodes, the 
x220s have the embedded Broadcom based dual-port 1 GbE controller.

If the compute node you selected does not have embedded Broadcom NICs (such as 
x240, x440, and X6 compute nodes), consider the use of EN2024 4-port 1Gb Ethernet 
Adapter. This option gives you up to four 1 GbE ports per compute node.

If you used up to eight 1 GbE ports on your blade servers, consider installing two EN2024 
adapters into the compute node for a total of eight 1 GbE ports.

Alternatively, consider the use of CN4022 2-port 10Gb Converged Adapter on which each 
10 Gb port can be divided into four virtual NICs with configurable bandwidth. 

� 10 GbE connectivity

If you used Broadcom 10Gb Virtual Fabric Adapters in your BladeCenter infrastructure, 
consider the use of CN4022 2-port Converged Adapter.

Mellanox technology-based network adapters
If you are standardized on Mellanox technology for your 10 GbE network connectivity with 
Mellanox 10Gb Ethernet Adapters for BladeCenter, consider the use of the EN4132 2-port 
10Gb Ethernet network adapters in your Flex System solution.

Emulex technology-based network adapters
If you are standardized on Emulex technology for your network adapters, the following 
integration choices are available:

� 1 GbE connectivity

If you used integrated 1 GbE ports on the HS23, you can select x240 models with 
integrated dual-port LOM that supports 1 GbE and 10 GbE speeds.

Compatibility: This section describes general considerations for selecting an adapter that 
are based on technology requirements. For more information about the compatibility 
information between adapters and compute nodes, see the Flex System Interoperability 
Guide, which is available at this website:

http://lenovopress.com/fsig
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� 10 GbE connectivity

If your existing blades have dual-port 10 Gb Emulex Virtual Fabric Adapters, consider 
selecting corresponding Flex System Compute Node offerings that have integrated 
dual-port 10 GbE LOM. If there no models with integrated LOM, consider installing 
CN4052 10Gb Virtual Fabric Adapter in the compute node.

If your existing blade servers use four 10 GbE ports (HS23 with VFAs installed), consider 
the use of CN4054 or CN4054R 10Gb Virtual Fabric Adapter. By using this option, four 10 
GbE ports are available.

If you need more than four 10 GbE ports, consider the use of CN4058S 10Gb Virtual 
Fabric Adapter which gives you eight 10 GbE ports. Currently, only six of eight ports can 
be used.

2.3  Storage integration

This section describes storage integration aspects that must be considered. The following 
topics are covered:

� 2.3.1, “Fibre Channel” on page 13
� 2.3.2, “FCoE” on page 16
� 2.3.3, “iSCSI” on page 17

2.3.1  Fibre Channel

Fibre Channel (FC) is a proven and reliable network for storage interconnect. The Flex 
System Enterprise Chassis FC portfolio offers various choices to meet your needs and 
interoperate with exiting SAN infrastructure. 

FC requirements
If Enterprise Chassis is integrated into FC storage fabric, ensure that the following 
requirements are met. Check the compatibility guides from your storage system vendor for 
confirmation:

� Enterprise Chassis server hardware and host bus adapter (HBA) are supported by the 
storage system. For more information, see the System Storage Interoperation Center 
(SSIC) or the third-party storage system vendors support matrixes.

� The FC fabric that is used or proposed for use is supported by the storage system.

� The operating systems that are deployed are supported by the compute nodes and 
storage system. 

� Multipath drivers exist and are supported by the operating system and storage system (in 
case you plan for redundancy).

� Clustering software is supported by the storage system (in case you plan to implement 
clustering technologies).

If any of these requirements are not met, consider another solution that is supported.

Almost every vendor of storage systems or storage fabrics has extensive compatibility 
matrixes that include supported HBAs, SAN switches, and operating systems. For more 
information about IBM System Storage compatibility, see the System Storage Interoperability 
Center at this website:

http://www.ibm.com/systems/support/storage/config/ssic 
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FC switch selection and fabric interoperability rules
Flex System Enterprise Chassis provides integrated FC switching functions by using the 
following switch options:

� Flex System FC3171 8Gb SAN Switch 
� Flex System FC3171 8Gb SAN Pass-thru
� Flex System FC5022 16Gb SAN Scalable Switch 

If your existing storage network is standardized on the Brocade technology, consider 
selecting FC5022 16Gb SAN Scalable Switches.

If you use QLogic technology-based switches or pass-through or both in your existing 
BladeCenter infrastructure, consider selecting FC3171 8Gb SAN Switch or pass-through 
modules.

Considerations for the FC5022 16Gb SAN Scalable Switch
The module can function in Fabric OS Native mode or Brocade Access Gateway mode. The 
switch ships with Fabric OS mode as the default. The mode can be changed by using 
operating system commands or web tools.

Access Gateway simplifies SAN deployment by using N_Port ID Virtualization (NPIV). NPIV 
provides FC switch functions that improve switch scalability, manageability, and 
interoperability. 

Considerations for the FC3171 modules
These I/O modules provide seamless integration of Flex System Enterprise Chassis into 
existing Fibre Channel fabric. They avoid any multivendor interoperability issues by using 
NPIV technology. 

All ports are licensed on both of these switches (there are no port licensing requirements). 
The I/O module has 14 internal ports and 6 external ports that are presented at the rear of 
the chassis. 

You can reconfigure the FC3171 8Gb SAN Switch to become a pass-through module by 
using the switch GUI or command-line interface (CLI). The module can be converted back to 
a full function SAN switch at any time. The switch requires a reset when you turn on or off 
transparent mode.

Select a SAN module that can provide the required functionality with seamless integration 
into the existing storage infrastructure, as shown in Table 2-2 on page 15. There are no strict 
rules to follow during integration planning. However, several considerations must be taken 
into account.

Almost all switches support interoperability standards, which means that almost any switch 
can be integrated into existing fabric by using interoperability mode. Interoperability mode is a 
special mode that is used for integration of different vendors’ FC fabrics into one. However, 
only standards-based functionality is available in the interoperability mode. Advanced 
features of a storage fabric’s vendor might not be available. 

Brocade, QLogic, and Cisco have interoperability modes on their fabric switches. Check the 
compatibility matrixes for a list of supported and unsupported features in the 
interoperability mode. 

Attention: If you need Full Fabric capabilities at any time in the future, purchase the Full 
Fabric Switch Module (FC3171 8Gb SAN Switch) instead of the pass-through module 
(FC3171 8Gb SAN Pass-thru). The pass-through module never can be upgraded. 
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Table 2-2 provides a high-level overview of standard and advanced functions that are 
available for particular Enterprise Chassis SAN switches. It lists how these switches might be 
used for designing new storage networks or integrating with existing storage networks.

Table 2-2   SAN module feature comparison and interoperability

For example, if you integrate FC3052 2-port 8Gb FC Adapter (Brocade) into QLogic fabric, 
you cannot use Brocade proprietary features, such as ISL trunking. However, QLogic fabric 
does not lose functionality. Conversely, if you integrate QLogic fabric into existing Brocade 
fabric, placing all Brocade switches in interoperability mode loses Advanced Fabric 
Services functions.

If you plan to integrate Enterprise Chassis into an FC fabric that is not listed here, QLogic 
might be a good choice. However, this configuration is possible with interoperability mode 
only, so extended functions are not supported. A better way is to use the FC3171 8Gb SAN 
Pass-thru or Brocade Access Gateway.

Switch selection and interoperability have the following rules:

� FC3171 8Gb SAN Switch is used when Enterprise Chassis is integrated into existing 
QLogic fabric or when basic FC functionality is required; that is, with one Enterprise 
Chassis with a direct-connected storage server.

FC5022 
16Gb SAN 
Scalable 
Switch

FC3171 
8Gb SAN 
Switch

FC5022 16Gb SAN 
Scalable Switch in 
Brocade Access 
Gateway mode

FC3171 8Gb SAN Pass-thru 
(and FC3171 8Gb SAN 
Switch in pass-through 
mode)

Basic FC connectivity

FC-SW-2 interoperability Yesa

a. Indicates that a feature is supported without any restrictions for existing fabric, but with restrictions for added 
fabric, and vice versa.

Yes Not applicable Not applicable

Zoning Yes Yes Not applicable Not applicable

Maximum number of Domain IDs 239 239 Not applicable Not applicable

Advanced FC connectivity

Port Aggregation Yes Nob

b. Does not necessarily mean that a feature is not supported. Instead, it means that severe restrictions apply to the 
existing fabric. Some functions of the existing fabric potentially must be disabled (if used).

Not applicable Not applicable

Advanced fabric security Yes Yes Not applicable Not applicable

Interoperability (existing fabric)

Brocade fabric interoperability Yes No Yes Yes

QLogic fabric interoperability No No No No

Cisco fabric interoperability No No Yes Yes

Remember: Advanced (proprietary) FC connectivity features from different vendors might 
be incompatible with each other, even those features that provide almost the same 
function. For example, Brocade and Cisco support port aggregation. However, Brocade 
uses ISL trunking and Cisco uses PortChannels, which are incompatible with each other.
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� FC5022 16Gb SAN Scalable Switch is used when Enterprise Chassis is integrated into 
existing Brocade fabric or when advanced FC connectivity is required. You might use this 
switch when several Enterprise Chassis are connected to high-performance 
storage systems.

If you plan to use advanced features, such as ISL trunking, you might need to acquire specific 
licenses for these features.

If Enterprise Chassis is attached to a storage system, support is provided by the storage 
system’s vendor. For more information about supported configurations, see the vendor’s 
specific compatibility information. 

For more information about IBM storage compatibility, see the System Storage Interoperation 
Center at this website: 

http://ibm.com/systems/support/storage/ssic

2.3.2  FCoE

One common way to reduce administration costs is by converging technologies that are 
implemented on separate infrastructures. FCoE removes the need for separate Ethernet and 
FC HBAs on the servers. Instead, a Converged Network Adapter (CNA) is installed in 
the server.

Although Lenovo does not mandate the use of FCoE, the choice of using separate Ethernet 
and SAN switches inside the chassis or choosing a converged FCoE solution is left up to the 
client. Flex System offers both connectivity solutions.

A CNA presents what appears to be an NIC and an HBA to the operating system, but the 
output out of the node is 10 Gb Ethernet. The adapter can be the integrated 10Gb LOM with 
FCoE upgrade applied, or it can be a converged adapter 10 Gb, such as the CN4054R 10Gb 
Virtual Fabric Adapter that includes FCoE.

The CNA is then connected via the chassis midplane to an internal switch that passes these 
FCoE packets onwards to an external switch that contains a Fibre Channel Forwarder (where 
the FC is “broken out”, such as the EN4093R), or by using a switch that is integrated inside 
the chassis that includes an FC Forwarder. Such a switch is the CN4093 10Gb Converged 
Scalable Switch, which can break out FC and Ethernet to the rear of the Flex System chassis. 
The CN4093 10Gb Converged Scalable Switch has external Omni Ports™ that can be 
configured as FC or Ethernet.

If your BladeCenter uses FCoE storage connectivity, you have the following options for your 
prospective Flex System solution:

� If you use Virtual Fabric 10Gb Switch Module as a transit FCoE switch that is connected to 
the upstream FCF switch, you can use EN4093R as an FCoE transit switch that is 
connected to the same upstream network. For more information about the compatibility of 
the solution, consult with your storage system vendor.

� If you use Virtual Fabric 10Gb Switch Module as a transit FCoE switch that is connected to 
the QLogic FC Gateway Module that is installed in the BladeCenter H chassis, you can 
use CN4093 as a Full Fabric FCoE switch with native FC ports that can be connected to 
the existing storage system. For more information about the compatibility of the solution, 
consult with your storage system vendor.

Tip: The use of FC storage fabric from the same vendor often avoids possible operational, 
management, and troubleshooting issues.
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� If you use 10Gb Ethernet pass-through Module for BladeCenter, you can select Flex 
System EN4091 10Gb Ethernet pass-through and connect your Flex System solution to 
the existing upstream network if you have the sufficient number of network ports. For more 
information about the compatibility of the solution, consult with your storage system 
vendor.

For information about IBM storage compatibility, see the System Storage Interoperation 
Center at this website: 

http://ibm.com/systems/support/storage/ssic

2.3.3  iSCSI

iSCSI uses a traditional Ethernet network for block I/O between storage system and servers. 
Servers and storage systems are connected to the LAN and use iSCSI to communicate with 
each other. Because iSCSI uses a standard TCP/IP stack, you can use iSCSI connections 
across LAN or wide area network (WAN) connections.

The software iSCSI initiator is specialized software that uses a server’s processor for iSCSI 
protocol processing. A hardware iSCSI initiator exists as microcode that is built in to the LAN 
on Motherboard (LOM) on the node or on the I/O Adapter if it is supported.

Software and hardware initiator implementations provide iSCSI capabilities for Ethernet NICs. 
However, an operating system driver can be used only after the locally installed operating 
system is turned on and running. In contrast, the NIC built-in microcode is used for 
boot-from-SAN implementations, but cannot be used for storage access when the operating 
system is already running. 

The iSCSI compatibility information normally lists support only for iSCSI storage that is 
attached by using hardware iSCSI offload adapters in the servers. Flex System compute 
nodes support any type of iSCSI (1 Gb or 10 Gb) storage if the software iSCSI initiator device 
drivers meet the storage requirements for operating system and device driver levels.

Software initiators can be obtained from the operating system vendor. For example, Microsoft 
offers a software iSCSI initiator for download. The initiators also can be obtained as a part of 
an NIC firmware upgrade (if supported by NIC).

If you plan for redundancy, you must use multipath drivers. These drivers often are provided 
by the operating system vendor for iSCSI implementations, even if you plan to use hardware 
initiators.

HA clustering solutions can be implemented by using iSCSI, but certain restrictions might 
apply. For more information, see the storage system vendor compatibility guides. 

When you plan your iSCSI solution, consider the following points:

� Flex System Enterprise Chassis nodes, the initiators, and the operating system are 
supported by an iSCSI storage system. For more information, see the compatibility guides 
from the storage vendor.

� Multipath drivers exist and are supported by the operating system and the storage system 
(when redundancy is planned). For more information, see the compatibility guides from 
the operating system vendor and storage vendor.

Tip: Consider the use of a separate network segment for iSCSI traffic. That is, isolate 
NICs, switches or virtual local area networks (VLANs), and storage system ports that 
participate in iSCSI communications from other traffic.
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For more information about selecting the Flex System Ethernet I/O modules for your iSCSI 
connectivity, see 2.2, “Network integration” on page 10.

For information about IBM storage compatibility, see the System Storage Interoperation 
Center at this website: 

http://ibm.com/systems/support/storage/ssic

2.4  Management integration

This section describes management integration aspects and tools that can be used to 
manage a combined BladeCenter and Flex System environment from a single pane of glass. 
If you are not using some or any of the tools that are described in this section, consider rolling 
them out because it might help you perform deployment, configuration, and support tasks 
more efficiently.

The following topics are covered:

� 2.4.1, “Managing hardware”
� 2.4.2, “Managing network switches”
� 2.4.3, “Managing FC SAN fabric”
� 2.4.4, “Managing physical and virtualized environments”

2.4.1  Managing hardware

One essential management task is hardware management. This task includes initial 
hardware inventory and configuration, acquiring and installing updates, operating system 
deployment, and health status monitoring and reporting. 

This section describes the following useful tools that can help unify the management of a 
combined BladeCenter and Flex System environment:

� “Chassis Management Module”
� “ToolsCenter” on page 19
� “ToolsCenter Suite” on page 19
� “FastSetup” on page 19
� “Other deployment tools” on page 20

Chassis Management Module
The Chassis Management Module (CMM) provides multi-chassis management in the Flex 
System environment and is used to communicate with the management controller in each 
compute node. As with the Advanced Management Module (AMM) in the BladeCenter 
environment, it provides system monitoring, event recording, and alerts. It also manages the 
chassis, its devices, and the compute nodes. The chassis supports up to two CMMs. If one 
CMM fails, the second CMM can detect its inactivity, self-activate, and take control of the 
system without any disruption. The CMM is central to the management of the chassis and is 
required in the Enterprise Chassis.

Through an embedded firmware stack, the CMM implements functions to monitor, control, 
and provide external user interfaces to manage all chassis resources.
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You can use the CMM to perform the following functions:

� Define login IDs and passwords.

� Configure security settings, such as data encryption and user account security. 

� Select recipients for alert notification of specific events.

� Monitor the status of the compute nodes and other components.

� Find chassis component information.

� Discover other chassis in the network and enable access to them.

� Control the chassis, compute nodes, and other components.

� Access the I/O modules to configure them.

� Change the start sequence in a compute node.

� Set the date and time.

� Use a remote console for the compute nodes.

� Enable multi-chassis monitoring.

� Set power policies and view power consumption history for chassis components.

ToolsCenter
The ToolsCenter™ is a collection of server management tools with which you can manage 
your BladeCenter and Flex System environment. ToolsCenter makes managing your server 
environment less complicated, more productive, and cost-effective.

For more information about the ToolsCenter, see this website (requires IBM ID):

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=tool-center

The ToolsCenter web page contains the links to the tools that are described in this section.

ToolsCenter Suite
ToolsCenter Suite (TCS) is a consolidation of server management tools that helps simplify the 
management of System x® and BladeCenter servers, and Flex System compute nodes. TCS 
provides functions to collect system health information, system full information, configure 
system settings, update system firmware and drivers, and Features on Demand (FoD) mass 
activation key management. 

Among the TCS features, FoD mass activation key management is the inventory, acquisition, 
and installation FoD keys for multiple end points. All tasks can be done in a simple, unified, 
web-based, single-user GUI. It is suitable for a user with little knowledge or an advanced IT 
professional user.

FastSetup
FastSetup is a no-cost software tool that helps simplify the maintenance and deployment of 
select x86 servers, including System x rack servers, BladeCenter blade servers, and Flex 
System compute nodes. The intuitive GUI starts all phases of server setup, including 
discovery, updating, and configuration. Features include templates that enable replication of 
settings across many servers and automation that reduces hands-on time and user errors. 
Wizards and other default settings enable flexible customization capabilities. The low-touch, 
set-once and walk-away feature reduces the hands-on server setup time from days to 
minutes, particularly for larger deployments.
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Other deployment tools
The following deployment tools also are part of TCS that can help simplify deployment of 
Lenovo System x platform-based environments:

� ServerGuide™

ServerGuide is a System x server installation assistant that simplifies the process of 
installing and configuring System x, BladeCenter, and Flex System servers. ServerGuide 
goes beyond hardware configuration by assisting with the installation of your operating 
system, the latest system device drivers, and other system components with minimal 
user intervention.

� UpdateXPress

UpdateXpress can help reduce your cost of computing by providing an effective and 
simple way to update device drivers, server firmware, and the firmware of supported 
options that are contained within the server on most of your System x, BladeCenter, and 
Flex System products. If you purchased a System x server, UpdateXpress is available for 
download at no charge. UpdateXpress System Packs™ (UXSPs) contain an 
integration-tested bundle of online, updateable firmware and device drivers for 
your servers. 

� Scripting toolkit

The Scripting Toolkit is a collection of system-configuration tools and installation scripts 
that you can use to deploy software to your System x server in a repeatable, predictable 
manner. When used with ServerGuide and UpdateXpress, the ServerGuide Scripting 
Toolkit provides a total solution for deploying System x servers in an unattended mode.

2.4.2  Managing network switches

Ethernet I/O modules also can be managed by the CLI, web interface, Switch Center, or any 
third-party SNMP-based management tool.

The EN4093R 10Gb Scalable Switch, CN4093 10Gb Converged Scalable Switch, and the 
EN2092 1Gb Ethernet Switch modules all offer two CLI options (because it is a non-managed 
device, the pass-through module has no user interface). The default CLI for these Ethernet 
switch modules is the Networking operating system CLI, which is a menu-driven interface. A 
user also can enable an optional CLI that is known as industry standard CLI (isCLI) that more 
closely resembles Cisco IOS CLI. The SI4091 and SI4093 System Interconnect Modules 
support only the isCLI option for CLI access. 

For more information about how to configure various features and the operation of the various 
user interfaces, see the Application and Command Reference guides, which are available at 
this website:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp 

Switch Center
Switch Center provides remote monitoring and management of Ethernet and converged 
switches from Lenovo. It is designed to simplify and centralize the management of your 
BladeCenter, Flex System, and RackSwitch™ Ethernet and converged switches.

The Switch Center offers the following features:

� Improve network visibility and drive availability, reliability, and performance
� Simplify management of large groups of switches with automatic discovery
� Automate and integrate management, deployment, and monitoring
� Simple network management protocol (SNMP) based configuration and management
20 Deploying Flex System in a BladeCenter Environment

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp


� Support of network policies for virtualization
� Authentication and authorization
� Fault and performance management
� Integration with VMware Virtual Center and vSphere clients

For more information about Switch Center, see this website: 

http://www.ibm.com/systems/networking/software/snsc/index.html

Any third-party management platforms that support SNMP also can be used to configure and 
manage the modules. 

2.4.3  Managing FC SAN fabric

If you are planning to connect your Flex System to the existing FC SAN fabric, consider the 
use of NPIV mode on the Flex System FC SAN modules. NPIV mode does not add any 
domain IDs and management points to your existing storage network; therefore, you can 
continue to use your SAN fabric management tools without any changes.

If you are standardized on a SAN fabric management application from a specific vendor, such 
as Brocade Network Advisor or QLogic Enterprise Fabric Suite, consider selecting respective 
FC SAN modules for Flex System, if available (for more information, see “FC switch selection 
and fabric interoperability rules” on page 14).

2.4.4  Managing physical and virtualized environments

For managing physical and virtualized environments, you can continue use the tools that are 
deployed in your existing infrastructure. Also, for VMware vSphere and Microsoft Windows 
Server and Hyper-V environments, Lenovo offers powerful extensions that are called Upward 
Integration Modules (UIMs) that integrate hardware management features, such as status 
monitoring, firmware upgrades, and predictive failure alerts (PFA) into a management 
application (VMware vCenter and Microsoft System Center).

Upward integration for VMware vSphere
UIMs for VMware vSphere provide IT administrators with the ability to integrate the 
management features of the System x offerings with VMware vCenter. Lenovo expands the 
virtualization management capabilities of VMware vCenter with Lenovo hardware 
management functionality, which provides affordable, basic management of physical and 
virtual environments to reduce the time and effort that is required for routine system 
administration. It also provides the discovery, configuration, monitoring, event management, 
and power monitoring that is needed to reduce cost and complexity through server 
consolidation and simplified management.

Combined with the management features of Lenovo x86 offerings, VMware vCenter 
enhances and extends VMware's virtualization technologies and hardware service 
management to help you dramatically reduce complexity and cost. The following key features 
are included:

� Provides an overview of the host or cluster status, including information summary and 
health messages of the managed entities.

� Collects and analyzes system information to help diagnose system problems.

� Acquires and applies the latest UpdateXpress System Packs and individual firmware 
updates to your ESXi system.
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� Provides nondisruptive system updates that automate the update process of the hosts in a 
cluster environment without any workload interruption.

� Monitors and provides a summary of power usage, thermal history, and fan speed and a 
trend chart of the managed host. Enables or disables the Power Metric function on a host 
and set the power capping for a power-capping capable host to limit the server power 
usage. Also, it supports power throttling and provide notification if the server power usage 
exceeds the specific value.

� Manages the current system settings on the host, including IMM, uEFI, and boot order 
settings for the host.

� Monitors the server hardware status and automatically evacuates virtual machines in 
response to predictive failure alerts to protect your workloads.

For more information, see the System x Upwards Integration Modules for VMware vSphere 
product page at this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=migr-vmware

Upward integration for Microsoft System Center
The System x UIM for Microsoft System Center provides IT administrators with the ability to 
integrate the management features of the System x, BladeCenter, and Flex System servers 
with Microsoft System Center. Lenovo expands Microsoft System Center server management 
capabilities by integrating Lenovo hardware management functionality, which provides 
affordable, basic management of physical and virtual environments to reduce the time and 
effort that is required for routine system administration. 

It also provides the discovery, configuration, monitoring, event management, and power 
monitoring that is needed to reduce cost and complexity through server consolidation and 
simplified management. The UIM for Microsoft System Center provides the following features:

� Integrated end-to-end management of System x hardware with monitoring of physical and 
virtual server health

� Operating system deployment with the latest firmware and driver update management

� Automated VM migration that is based on server health or power consumption

� Perform hardware configuration and firmware and driver updates and checks for the latest 
updates from the support website

� Collect Lenovo specific hardware inventory of System x or x86 blade servers

� Power on and off blades via Microsoft System Center console

� Author configuration packs to perform compliance checking on System x or BladeCenter 
x86 servers or Flex System compute nodes

� Manage servers remotely, independent of operating system state

� One year of software service and maintenance (three years available as an option)

UIMs for Microsoft System Center can be purchased as a one- or three-year software service 
and maintenance license.

For more information, see the Upward Integration for Microsoft System Center bundle product 
page at this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=migr-5087849
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Chapter 3. Adding Flex System to a 
BladeCenter environment

This chapter describes deployment and configuration examples for Flex System that is being 
integrated into a BladeCenter environment. These examples include the initial configuration 
of Flex System hardware by using FastSetup, networking configuration with Switch Center, 
and integration into virtual infrastructures and virtualization management tools.

This chapter includes the following topics:

� 3.1, “Hardware deployment” on page 24
� 3.2, “Networking and storage deployment” on page 34
� 3.3, “Integrating VMware vSphere” on page 48
� 3.4, “Integrating Microsoft Hyper-V” on page 58
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3.1  Hardware deployment

This section describes the following Flex System hardware initial configurations steps:

� 3.1.1, “Initial Flex System chassis configuration”
� 3.1.2, “Firmware updates and basic configuration by using FastSetup” on page 26
� 3.1.3, “Configuring Active Directory Integration for CMM” on page 33

3.1.1  Initial Flex System chassis configuration

After your Flex System in place, you must configure the Chassis Management Module (CMM) 
and other chassis components. Complete the following steps:

1. By default, the CMM has IP 192.168.70.100; therefore, to configure the CMM, set an IP 
from subnet 192.168.70.0/24 on your machine and connect it to the CMM if there is no 
DHCP server that is running in the network. If the DHCP server is running, CMM receives 
an IP address from the DHCP server.

2. Open a browser on your machine and browse to https://192.168.70.100 or the dynamic 
IP address that was received via DHCP. 

3. Log in by using the default credentials. Consider changing the password on your first login.

The Initial Setup wizard opens.

4. Read the Welcome page and click Next.

5. Examine the list of your components on the Inventory and Health page, as shown in 
Figure 3-1. Click Next.

Figure 3-1   Inventory and Health

Note: Management Modules use the following default credentials:

� User name: USERID
� Password: PASSW0RD
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6. If you saved a configuration, you can import it by using the Import Existing Configuration 
page. If you do not have anything to import, click Next.

7. Enter the Management module name, Chassis description, and other information in the 
General Settings page. Click Next.

8. On Date and Time page, configure your time zone, current date, and time. Click Apply, 
then click Next.

9. Set the Hostname of CMM and configure the IP settings on IP Configuration page, as 
shown in Figure 3-2. Click Next.

Figure 3-2   CMM IP settings.

10.On the IO Modules page, configure the basic settings for your I/O modules, as shown in 
Figure 3-3. Click Next. 

Figure 3-3   I/O Modules basic settings
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11.On the Security Policy page, select security policy that best suits your company needs. 
Click Next.

12.Based on your environment, configure the DNS configuration on the DNS page. Click 
Next.

13.On the Event Recipients page, you can configure email address of users that are to be 
notified about all events. Click Next. 

14.Review configuration on Summary page. Click Finish.

After your CMM is configured and booted, you can connect to it through your management 
network by using the IP address that was configured in Initial Setup wizard. 

You can proceed with configuration of IP addresses for the rest of components from the 
Component IP Configuration page, which is under the Chassis Management menu of the 
CMM interface.

3.1.2  Firmware updates and basic configuration by using FastSetup

Complete the following steps to use the FastSetup tool to configure Flex System in the same 
way as you use FastSetup to configure BladeCenter:

1. Start the FastSetup tool. A welcome opens. Click Next.

2. On the Initial Configuration page, configure the proxy server (if needed) and select the 
Network interface that is used to communicate with Flex System, as shown in Figure 3-4. 
Click Next.

Figure 3-4   FastSetup: Network Access
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3. On the Resource Selection page, select Flex System (CMM, x86 Compute Nodes and 
I/O Modules). Click Next.

4. On the Task Selection page, select a task that is based on your needs. In our example, we 
use Full Setup. Click Next.

5. On the System Discovery page, you can allow Fast Setup to scan your network and find all 
accessible CMMs or you can add your CMM manually. After the CMM is discovered (as 
shown in Figure 3-5), click Next. 

Figure 3-5   Discovering CMM in IBM FastSetup

6. It takes some time to discover the details about your Flex System. You can monitor 
discovery status on the Inventory and Health page. After the discovery is finished, click 
Next.
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7. On the Device Selection page, select the component that you want to configure and 
update it by using Fast Setup, as shown in Figure 3-6. Click Next.

Figure 3-6   Select components

8. On the Temporary IP Settings page, enter the temporary IP for the Flex System compute 
node, as shown in Figure 3-7. This IP address is used to boot the compute node from the 
FastSetup machine. Make sure that this IP address has full network access to a machine 
where Fast Setup is run. Click Next. 

Figure 3-7   Configure temporary IP address for the compute node
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9. On the Adapter Port Settings page, select which NIC Fast Setup should use for 
communication, as shown in Figure 3-8. Click Next.

Figure 3-8   Select NIC to use

10.The compute node must be rebooted after you click Next in the previous step. A pop-up 
window opens in which you confirm your choice.

11.FastSetup is collecting all possible information about the compute node. After the process 
completes (as shown in Figure 3-9), click Next.

Figure 3-9   Gathering details about the compute node
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12.In the Management Module Configuration page, you can edit some of CMM network 
settings, as shown in Figure 3-10. Click Next. 

Figure 3-10   Management Module configuration 

13.On the Management Module Update page (as shown in Figure 3-11), you can apply 
Firmware updates to CMM. Select the applicable updates and then click Next. If no 
updates are needed, click Next only.

Figure 3-11   Update CMM Firmware

14.On the I/O Module Configuration page (as shown in Figure 3-12), configure the network 
parameters for all selected I/O modules. Click Next.

Figure 3-12   Configure network settings for the I/O modules
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15.On the I/O Module Updates page (as shown in Figure 3-13), you can update the firmware 
of your I/O module. If there are applicable updates, select those updates, and then click 
Next. If no updates are needed, click Next. 

Figure 3-13   I/O modules firmware update

16.Compute node firmware updates can be applied on the Server Updates page of the 
FastSetup tool, as shown in Figure 3-14. If there are applicable updates, select those 
updates and then click Next. If no updates are need, click Next.

Figure 3-14   Update firmware on the compute node
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17.Complete the following steps in the Server Configuration page:

a. On the IMM Configuration page, you can configure network settings for the IMM on the 
compute node, as shown in Figure 3-15. 

Figure 3-15   Network configuration of the IMM

b. On the RAID Configuration page, configure the RAID level that is to be used on your 
compute node, as shown in Figure 3-16.

Figure 3-16   Configure RAID on the compute node

c. On the UEFI Settings page (as shown in Figure 3-17), configure the Boot Order for 
UEFI or reset the order to the default settings.

Figure 3-17   Configure UEFI settings in FastSetup
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18.You can perform the following tasks on the Summary page:

– Export settings for future use.

– Export Firmware repository. This task can be useful if you must run Fast Setup on a 
machine that does not have an Internet connection.

– On the Completion State page, you can select the action that you want to perform on 
the compute nodes after all of the actions are performed. You can shut down all of the 
servers after all of the tasks are complete or reboot them. Select one of the options, 
and then click Next.

3.1.3  Configuring Active Directory Integration for CMM

The CMM offers possibility to integrate into your centralized user management system by 
using LDAP or Microsoft Active Directory integration. In this section, we describe how to 
integrate it with Active Directory by using basic settings.

Complete the following steps to configure LDAP authentication on the CMM:

1. Log in to the CMM web console by using your local account.

2. Click Mgt Module Management → Network → LDAP Client.

3. In the LDAP Authentication section, select Use LDAP Servers for Authentication Only 
(with local authorization).

4. In the LDAP Servers field section, select Use DNS to find LDAP Servers.

5. In the Miscellaneous Settings Finding Method section, select w/ Login credentials. 

6. You can leave the others fields empty and click Apply, as shown in Figure 3-18.

Figure 3-18   LDAP configuration

Note: Make sure you configured DNS settings and your domain is discoverable via 
DNS_SRV records.
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Complete the following steps to pair Active Directory Groups to CMM roles:

1. Click Mgt Module Management → User Accounts → Group Profiles, as shown 
in Figure 3-19.

Figure 3-19   Active Directory Group-Role Mapping

2. Click Add a Group. Complete the following steps:

a. In the Group Profile Name tab, enter Group Name (the Active Directory group name). 
Click Next.

b. Define the Role. Click Next.

c. Define the Authority, click Next.

d. Define the Access Scope, click Finish.

3. Log out and log in by using a domain account.

3.2  Networking and storage deployment

To integrate your physical or virtualized environment that is running on your BladeCenter 
environment with your new Flex System, you must meet several prerequisites. BladeCenter 
managed hosts and Flex System compute nodes should have access to same networks and 
VLANs. They also should have access to the shared storage, if any. Network and storage 
solutions have various interfaces that can be used to configure network and storage. 

In this section, we describe the examples of configuring BladeCenter and Flex System 
network switches via Switch Center and iSCSI storage connectivity with a web GUI by using 
V7000 storage as an example. The following topics are covered:

� 3.2.1, “Configuring the network”
� 3.2.3, “Configuring storage” on page 42

3.2.1  Configuring the network 

To proceed with the configuration of the network, physical interconnections must be done. In 
the example that is described in this section, we use the Switch Center tool to create VLANs 
and assign those VLANs to network ports in the network switch, which is installed into the 
Flex System chassis. We assume that Switch Center is already installed in the network and it 
is used to configure BladeCenter switches.
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We also configure Unified Fabric Port (UFP) on the 10 GbE ports of the compute node to 
create separated network subinterfaces for different types of traffic. The following tasks are 
performed:

� “Adding a switch to Switch Center”
� “Configuring VLANs on the switch with Switch Center” on page 37
� “Enabling UFP on the EN4093R by using Switch Center” on page 39
� “Enabling UFP in server’s UEFI” on page 41

Adding a switch to Switch Center
Complete the following steps to add a Flex System I/O module to Switch Center:

1. Run Switch Center on the machine where it is installed. A login window opens. If this is the 
first time that you logged in to Switch Center, use the default credentials. Consider 
changing the password on your first login.

2. On the main page of Switch Center, click Device List Page, as shown in Figure 3-20.

Figure 3-20   Switch Center main page

Note: Consider deploying Switch Center for the unified management of BladeCenter and 
Flex System Ethernet switches from a single console.

Note: Switch Center uses the following default credentials:

� User name: admin
� Password: admin
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3. On the Device List page, browse to the Flex System category and click Add a Switch, as 
shown in Figure 3-21.

Figure 3-21   Add a switch in Switch Center

4. In the Add a Switch window, enter the switch connection details and then, click Open, as 
shown in Figure 3-22.

Figure 3-22   Connection details for a network switch

5. After the switch is added, it is shown in the list of available switches (the BladeCenter and 
Flex System I/O modules are listed). Click the highlighted IP of the switch to see the 
Device Console, as shown in Figure 3-23.

Figure 3-23   Selecting the switch to configure
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Configuring VLANs on the switch with Switch Center
Complete the following steps to configure VLANs on the switch by using Switch Center:

1. To add VLANs to the switch, in Device Console, click the Configure tab, select the Layer 2 
folder and then, click Virtual LANs. Click Insert to insert a new VLAN, as shown in 
Figure 3-24.

Figure 3-24   Virtual LANs menu
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2. Enter the required details for the VLAN. In our example, we add VLAN 80 and assign that 
VLAN to ports INTA3 and EXT1, as shown in Figure 3-25. Click OK.

Figure 3-25   VLAN details

3. To apply and save the configuration, click Submit at the bottom center of the page. Click 
Apply (which is next to Submit). To preserve this change across the reboot of the switch, 
click Actions → Save, as shown in Figure 3-26.

Figure 3-26   Selecting Actions → Save
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4. Complete the following steps:

a. Click Ports on the left side pane.

b. Find the port to which you assigned a created VLAN.

c. Double-click VLAN Tag State and change it to tagged.

d. Double-click Default VLAN in front of it and select the VLAN that you want to use as 
the default, as shown in Figure 3-27.

Figure 3-27   Configure port

e. Click Submit at the bottom center of the page.

f. Click Apply (which is next to Submit). 

g. To preserve this change across reboot of the switch, click Actions → Save.

The switch is now configured to accept traffic from VLAN 80.

Enabling UFP on the EN4093R by using Switch Center
UFP is an approach to NIC virtualization. It is similar to Virtual Fabric vNIC, but with 
enhanced flexibility and should be considered the direction for future development in the 
virtual NIC area for Lenovo switching solutions. With Flex System, UFP is supported today on 
the EN4093R 10Gb Scalable Switch, CN4093 10Gb Converged Scalable Switch, and SI4093 
System Interconnect Module. With BladeCenter, UFP is supported on the Virtual Fabric 10Gb 
Switch Module.

If your BladeCenter infrastructure is standardized on other type of vNIC (for example, Virtual 
Fabric vNIC), it can be configured in a similar way. If you use Switch Independent vNIC, no 
switch configuration is required.

For more information about UFP and other NIC virtualization choices, see NIC Virtualization 
in Flex System Fabric Solutions, SG24-8223:

http://lenovopress.com/sg248223
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Complete the following steps to enable UFP on the switch and on the port:

1. In Switch Center, open Device Console, then click Configure → Virtualization → UFP. In 
the General tab, select enabled and then, click Apply, as shown in Figure 3-28.

Figure 3-28   Enable UFP

2. Click the Ports tab, enable UFP for the wanted port by selecting enable in the state field 
and then, click Apply, as shown in Figure 3-29.

Figure 3-29   Enable UFP for Port
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3. In the Virtual Ports tab, you can configure virtual ports, their VLANs membership, Network 
mode, and bandwidth, as shown in Figure 3-30.

Figure 3-30   Virtual Ports configuration

3.2.2  Enabling UFP in server’s UEFI

To enable the UFP function, you must configure Flex System compute node. Complete the 
following steps:

1. Connect to the console of your compute node and enter the UEFI configuration by 
pressing F1 during start.

2. Enable Multichannel Mode in UFP Mode personality for the network adapter by clicking 
System Settings → Network in UEFI. Complete the following steps:

a. From the Network Device List, open the first adapter. 

b. Press Enter to enter configuration mode.
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c. Change Multichannel Mode to Unified Fabric Protocol Mode, as shown in Figure 3-31.

Figure 3-31   Emulex NIC configuration utility

d. Exit and apply to the second adapter, if needed

3. Exit and save UEFI configuration.

4. Reboot the server and your UFP configuration is finished.

After you configure network adapters in UFP mode, you are configuring virtual ports settings 
only in the network switch side; no other configuration in UEFI is needed.

3.2.3  Configuring storage

To connect Flex System to the existing environment, many factors must be considered. One 
factor is the type of storage that is used, SAN or NAS. If SAN is used, Fibre Channel, FCoE, 
or iSCSI is used. If you are running virtualization or clustered environment, you should 
consider that a single LUN should be allocated to several physical hosts and shared across 
them. In this section, the following topics are covered:

� “Configuring iSCSI adapter”
� “Storage LUN provisioning” on page 44

Configuring iSCSI adapter
The Converged Network Adapter that is included with Flex System can work as an iSCSI 
initiator or as a FCoE HBA. In our example, we describe the scenario of configuring it for use 
with an existing iSCSI SAN. 

Complete the following steps to configure your iSCSI initiator parameters:

1. Connect to the console of your compute node and enter the System Setup utility.

2. Enable iSCSI personality for network adapter by clicking System Settings → Network. 
Complete the following steps:

a. From Network Device List, open first Adapter. 
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b. Press Enter to begin the configuration mode, as shown in Figure 3-31 on page 42.

c. Change Personality to iSCSI.

d. Exit and configure the second NIC, if needed (the second port on the same NIC is 
configured with the first port).

e. Exit and save the UEFI configuration.

f. Reboot the system re-enter the System Setup utility.

3. Click System Settings → Storage. Complete the following steps:

a. Enter the Emulex iSCSI Utility for the particular adapter, as shown in Figure 3-32.

Figure 3-32   UEFI: Emulex iSCSI Utility

b. Enter the iSCSI Initiator Name and save the changes, as shown in Figure 3-33.

Figure 3-33   uEFI iSCSI Controller Configuration menu

c. Enter the Network Configuration. 

d. Enter the iSCSI Target Configuration.

e. Exit the configuration window.

f. Repeat steps a - e for the second network adapter, if needed.

4. Reboot the computer.
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Storage LUN provisioning
Now that the iSCSI initiator is configured, it must be able to see existing LUNs.

In our example, we show you how to allocate a LUN to a new Host in IBM Storwize V7000 
web GUI that uses V7000 Storage Node as an example. Complete the following steps:

1. In a web browser, enter the IP address of the V7000 and login.

2. Hover your mouse over the Hosts icon on the left side of the window and click Hosts in the 
drop-down menu, as shown in Figure 3-34.

Figure 3-34   Enter Hosts menu

Note: For more information about FCoE and iSCSI configuration, see Storage and 
Network Convergence Using FCoE and iSCSI, SG24-7986:

http://lenovopress.com/sg247986 
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3. In the Hosts menu, click New Host, as shown in Figure 3-35.

Figure 3-35   Add Host

4. In the window that opens, select iSCSI Host, as shown in Figure 3-36.

Figure 3-36   Selecting iSCSI Host
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5. Enter the required information, including the Host Name and iSCSI qualified name (IQN) 
for adding an iSCSI host, as shown in Figure 3-37. Click Create Host.

Figure 3-37   Entering required information

After the host is added to the storage system, complete the following steps to allocate LUNs 
to it: 

1. Hover over the Hosts menu icon on the left side of the window and click Host Mappings, 
as shown in Figure 3-38.

Figure 3-38   Host Mappings option
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2. In the Host Mappings window, right-click the Host that you added, and click Modify 
Mappings, as shown in Figure 3-39.

Figure 3-39   Modify Mappings menu

3. The Modify Host Mappings window opens. The available LUNs are listed in the left pane of 
the window. Select the LUNs that you can to allocate to the host and click the arrow icon in 
the center of the window, as shown in Figure 3-40. Click Apply.

Figure 3-40   Allocate LUNs
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4. If the LUN you assign to a host is assigned to any other host, you see a warning message 
in which you are prompted to confirm the action. Click Map All Volumes, as shown in 
Figure 3-41.

Figure 3-41   Warning message if the LUN is allocated to several hosts

The LUN is now allocated to your host. If your operating system is configured to discover 
LUNs on this storage device, perform a Rescan and the LUN becomes usable.

3.3  Integrating VMware vSphere

In this section, we describe the integration of VMware ESXi that is installed on Flex System 
Compute Node node to an existing VMware vSphere environment that was built on 
BladeCenter chassis. For more information about the full installation process of VMware 
ESXi, see the following resources:

� ESXi 5.0:

http://pubs.vmware.com/vsphere-50/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcen
ter-server-50-installation-setup-guide.pdf

� ESXI 5.1:

http://pubs.vmware.com/vsphere-51/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcen
ter-server-51-installation-setup-guide.pdf

� ESXi 5.5:

http://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcen
ter-server-55-installation-setup-guide.pdf

3.3.1  USB memory key with ESXi

All Flex System Compute Nodes can have an integrated USB memory key. The USB memory 
key can be used for VMware ESXi installation. For more information about installing a USB 
key on a particular model of Flex System Compute Node, see the Flex System Information 
Center, which is available at this website:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp

If a USB memory key is not used, the following installation methods can be used:

� Installation on local disk
� Boot from SAN
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Use Lenovo customized VMware ESXi image to ensure that it contains all of needed 
hardware drivers and modules. Customized ESXi images can be downloaded from this 
website:

http://www-03.ibm.com/systems/x/os/vmware/

3.3.2  Configure management network for VMware ESXi

You should configure the Management Network to administer VMware ESXi that uses 
dedicated tools, such as VMware vSphere Client or VMware vCenter Server. After the 
installation is complete and the ESXi hosts are rebooted, you see the Direct Console User 
Interface (DCUI) of VMware ESXi.

Complete the following steps to configure the Management Network:

1. Press F2 and enter root as the user credentials, as shown in Figure 3-42.

Figure 3-42   Enter root credentials

2. In the DCUI, select the Configure Management Network, as shown in Figure 3-43.

Figure 3-43   Select Configure Management Network
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3. In the Configure Management Network menu, complete the following 
configuration changes:

a. Select Network Adapters and choose the network card that is used for Management 
Network traffic. In our example, we use vmnic0, as shown in Figure 3-44. Press Enter.

Figure 3-44   Selecting NIC that is used for Management traffic

b. In the VLAN menu (if applicable), set the VLAN number that is used for Management 
Network traffic. In our example, we use VLAN 42, as shown in Figure 3-45. 
Press Enter. 

Figure 3-45   Setting VLAN for Management Network interface

c. In the IP Configuration menu, do not change the default settings if DHCP is used. If you 
static IP configuration is used, select the Set static IP address and network 
configuration options, enter the IP address, Subnet Mask, and Default Gateway that is 
to be used for this ESXi host, as shown in Figure 3-46. Press Enter.

Figure 3-46   Configure IP settings for Management Network
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d. In the DNS Configuration window, enter the IP addresses of your primary and 
secondary DNS servers and set the host name of VMware ESXi server, as shown in 
Figure 3-47. Press Enter. 

Figure 3-47   Configure host names and DNS resolution on VMware ESXi

e. In the Configure Management Network menu, press Esc and select Yes to save your 
changes and return to DCUI main menu, as shown in Figure 3-48.

Figure 3-48   Save settings and return to DCUI main menu

4. In the DCUI main menu, select Test Management Network and press Enter. Press Enter 
again to perform the tests. If some tests fail, see step 3 that is described in 3.3.2, 
“Configure management network for VMware ESXi”.

3.3.3  Joining hypervisors to the existing environment

Several choices are available to integrate a VMware vSphere environment that is deployed on 
BladeCenter with Flex System. You can join your new Flex System nodes to the existing 
BladeCenter vSphere cluster, or create a separate cluster that contains Flex System nodes 
only. These scenarios are described in this section.

Integrating new Flex System nodes with the existing vSphere cluster
Consider the following integration aspects:

� VMware ESXi hosts and new Flex System nodes with ESXi installed on them should 
access same shared storage.

� BladeCenter VMware ESXi hosts and new Flex System nodes with ESXi installed on them 
should have access to same networks (VLANs).

� Enhanced vMotion Compatibility (EVC) should be enabled on the cluster.
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These aspects are required to have VMware vSphere clustered features working, including 
High Availability (HA) and Distributed Resource Scheduler (DRS).

Adding ESXi that is installed on the compute node to vCenter inventory
To join an ESXi host that is installed on the Flex System compute node to your VMware 
vCenter inventory, complete the following steps:

1. Log in to vCenter via Web Client and click Hosts and Clusters, as shown in Figure 3-49.

Figure 3-49   Hosts and Clusters view

2. Expand your vCenter object to see the data centers. Right-click the needed data center 
and click Add Host, as shown in Figure 3-50.

Figure 3-50   Add Host

3. The Add Host wizard opens. Complete the following steps:

a. Enter the host name of your VMware ESXi host that you want to add. Create a cluster 
or join existing clusters. Click Next.
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b. Enter root as the user credentials. Click Next.

c. The Security Alert window opens, in which it is stated that it was not possible to verify 
the authority of SSL certificate. This issue is normal behavior when self-signed 
certificates are used. Click Yes to allow connection to the host.

d. On the Host Summary page, click Next.

e. On the Assign License page, select the license that you want to assign to this ESXi 
host, or select (No License Key), if you want to activate Evaluation mode, as shown in 
Figure 3-51. Click Next.

Figure 3-51   Select License key to assign to ESXi host

f. On the next page, select the Enable lockdown mode option, if required. Click Next.

g. If there are virtual machines (VMs) that are running on the ESXi host that you are 
adding, select the folders or resource pools in which those components should be 
placed. If no VMs are present, no action is required. Click Next.

h. On the Ready to complete page, review the details and click Finish.

This operation takes 1 - 2 minutes to complete. After it is complete, you can see the added 
host in the vCenter inventory.

Joining ESXi installed on the compute node to the existing cluster
After the ESXi host is added to vCenter inventory, you can proceed with the configuration. 
The following basic configuration procedures for storage and network are described:

� Storage configuration, in: 3.2.3, “Configuring storage” on page 42
� Network configuration, in: 3.2.1, “Configuring the network” on page 34

If network and storage are not yet configured, it is recommended that you enter the ESXi host 
into Maintenance Mode before joining to the cluster. To enter Maintenance Mode, right-click 
the host in vSphere web client and click Enter Maintenance Mode.

To join ESXi host to the existing cluster, complete the following steps:

1. Right-click the host that you want to join to the existing cluster and click Move To.

Note: Enabling lockdown mode limits access to your ESXi host. For more 
information about enabling and disabling lockdown mode, see the VMware 
Knowledge Base article that is available at this website:

http://kb.vmware.com/kb/1008077
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2. A window opens. Expand the vCenter object, expand the data center object to which your 
cluster belongs, and select the cluster that you want to join. 

3. Click OK.

Your new ESXi host is now member of your existing cluster.

Configuring virtual switch and creating needed port groups
In our scenario, we use VMware vNetwork Distributed Switch. If your environment is built by 
using VMware vNetwork Standard Switch or you need more in-depth information about 
VMware vDS, see the VMware official documentation. 

The documentation for each version of VMware is available at the following websites:

� ESXi 5.0:

http://pubs.vmware.com/vsphere-50/index.jsp

� ESXi 5.1:

http://pubs.vmware.com/vsphere-51/index.jsp

� ESXi 5.5:

http://pubs.vmware.com/vsphere-55/index.jsp

For more information about vDS concepts, see this website: 

http://kb.vmware.com/kb/1010555

To join ESXi host to the existing vDS, complete the following steps:

1. Log in to vSphere web client. From the home menu, click Networking. 

2. Right-click the vDS to which you want to add the new ESXi host and click Add and 
Manage Hosts.

3. The Add and Manage Hosts wizard starts. Complete the following steps:

a. On the first page, select the Add new and migrate host networking (advanced) 
option and click Next.

b. On the second page, click New Host near the green + symbol and select the host that 
you want to add, as shown in Figure 3-52. Click Next. 

Figure 3-52   Add host to vDS
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c. On the next page, select the physical Network Interface Card that you want to use in 
your vDS as uplink. In our example, we are adding vmnic0, which is used as an uplink 
in vSS vSwitch0, as shown in Figure 3-53. Click Next.

Figure 3-53   Adding NIC to vDS

d. Select the Virtual Network Adapters to which you want to migrate vDS, if any. In our 
example, we migrate vmk0, which is used for Management Network on the host. To 
migrate the adapter, click the Virtual Network Adapter that you want to migrate, click 
the Assign Port Group icon, and select the Port group to which Virtual Network 
Adapter should be migrated, as shown in Figure 3-54. Click Next.

Figure 3-54   Migrate Virtual Network adapters vDS

e. Verify your changes and that the Overall validation status is shown as Passed.

f. If you have VMs running on the host to which you are adding vDS, you can perform VM 
network migration. (This step can be skipped for now.) Click Next.

g. Click Finish on the Ready to complete page to apply your changes. The process takes 
1 - 2 minutes to complete.

Creating a Virtual Network Adapter for vMotion
vMotion Port Group is required for creating Virtual Network Adapter with vMotion capabilities. 
Consider having vMotion network on an isolated VLAN in separate subnet. If such a solution 
is not possible, vMotion can work by using a management network.

In our example, we consider that vMotion Port group exists on the vDS.
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To create a Virtual Network Adapter for vMotion, complete the following steps:

1. Log in to vSphere Web Client and enter the Hosts and Clusters view. Click the ESXi host 
on which you must create the Virtual Network Adapter.

2. In the central pane, click the Manage tab, click Networking, then select the Virtual 
adapters menu item and click the Add host networking icon, as shown in Figure 3-55.

Figure 3-55   Click Add host networking icon in Virtual adapters menu

3. Configuration wizard opens. Complete the following steps:

a. On the Select connection type page of the wizard, select VMkernel Network Adapter 
and click Next.

b. On the Select target device page, select Select and existing distributed port group 
and click Browse. In the opened window, select the port group that you are planning to 
use for vMotion, as shown in Figure 3-56. Click Next. 

Figure 3-56   Select port group for vMotion
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c. On the Port properties page (as shown in Figure 3-57), enable this Virtual Network 
Adapter for vMotion by selecting the vMotion traffic option. In IP settings, select IPv4 
or IPv6 (based on your environment). In our example, we use IPv4. Click Next. 

Figure 3-57   Enable vMotion traffic, and select IP version

d. On the IPv4 settings page, configure your IP settings, depending on the IP protocol 
version that you selected in the previous step. Figure 3-58 shows an example of 
configuration for IPv4 with static IP assignment. Click Next. 

Figure 3-58   Set IP for vMotion

e. On the Ready to complete page, review the configuration and click Finish.

The creation process takes several minutes. When finished, you can migrate VMs from your 
existing ESXi hosts to your newly added ESXi host that is installed on the Flex System 
Compute Node.
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3.4  Integrating Microsoft Hyper-V

In this section, we describe the integration of the Microsoft Hyper-V server that is running on 
Flex System compute node into an existing Hyper-V cluster that is based on BladeCenter 
HS23. This approach can also be used to integrate Flex System into an existing physical 
(non-virtualized) Microsoft Windows Server based environment that is running on 
BladeCenter.

This section includes the following topics:

� 3.4.1, “BladeCenter environment”
� 3.4.2, “Deployment considerations” on page 59
� 3.4.3, “Connecting to a Flex System compute node using Remote Console” on page 60
� 3.4.4, “Installing the operating system” on page 61
� 3.4.5, “Management network configuration” on page 65
� 3.4.6, “Joining the node to System Center Virtual Machine Manager” on page 68
� 3.4.7, “VM live migration compatibility” on page 75

For more information about Microsoft solution considerations, see the following resources:

� System Center Documentation:

http://technet.microsoft.com/en-us/library/cc507089.aspx

� Deploy a Hyper-V Cluster:

http://technet.microsoft.com/en-us/library/jj863389.aspx

� Network Recommendations for a Hyper-V Cluster in Windows Server 2012:

http://technet.microsoft.com/en-us/library/dn550728.aspx

3.4.1  BladeCenter environment 

Infrastructure is managed with Microsoft System Center 2012 R2 with Upward Integration For 
Microsoft System Center Bundle.

The following management components are installed:

� Microsoft System Center Operations Manager (SCOM)

� Microsoft System Center Virtual Machine Manager (SCVMM)

� Microsoft System Center Configuration Manager

� Lenovo Hardware Management Pack for Microsoft System Center Operations Manager

� Lenovo Hardware Performance and Resource Optimization Pack for Microsoft System 
Center Virtual Machine Manager

� Upward Integration Modules Add-in for Microsoft System Center Virtual Machine Manager

� Lenovo System Updates for Microsoft System Center Configuration Manager

� Lenovo Inventory Tool for Microsoft System Center Configuration Manager

Our Hyper-V cluster consists of two HS23 servers that are connected to the SAN storage by 
using iSCSI.
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There are four integrated NICs in the HS23 default configuration (2x 1 GbE and 2x 10 GbE) 
that are connected in the following way (see Figure 3-59):

� 1 GbE NICs are teamed and used for the servers in-band management (AD Domain 
Network).

� 10 GbE NICs are teamed by using SCVMM Logical Switch with virtual adapters that are 
created on top of the Hyper-V extensible switch that is used for Management OS and VMs 
traffic. VLAN and network subnet separation is used to isolate traffic.

Figure 3-59   Hyper-V network topology

The operating system is installed on the local hard disk drives.

3.4.2  Deployment considerations

Although Flex System compute nodes can be considered as similar to BladeCenter nodes, 
the following differences must be considered for merging systems into one Hyper-V cluster:

� Processor compatibility for live migration: As live migration is performed on the online VM, 
migration between the processors with different instruction sets can cause a VM to crash. 
Migration between different vendor processor family is not supported. Consider the 
following points:

– Mixed clusters with different CPU versions are supported by using CPU Compatibility 
mode; however, such clusters might not benefit from new generation 
processor features.

– To achieve best performance, consider creating separate clusters for each processor 
that is generated.
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� Network configuration: Every Hyper-V Switch must exist across all members of the cluster; 
therefore, if your current environment has three Hyper-V Switches, you also must deploy 
them on Flex System compute nodes. Each Hyper-V switch in the external mode requires 
a dedicated uplink interface (teamed or stand-alone).

Providing this dedicated uplink interface might be a challenge; for example, some Flex 
System x240 nodes include dual-port embedded 10 GbE LOM adapters in the default 
configuration instead of four adapter ports in the HS23. For such cases, you can use the 
Unified Fabric Port (UFP) feature of the Flex System to create up to four virtual NICs per 
physical NIC.

3.4.3  Connecting to a Flex System compute node using Remote Console

Use the CMM web interface for connecting to the Flex System node. Right-click the wanted 
node and click Launch Compute Node Console, as shown in Figure 3-60. Then, click 
Launch and you are redirected to the IMM interface of the node.

Figure 3-60   Selecting the Launch Compute Node Console option
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From the IMMv2, you can attach virtual media for the operating system installation. You also 
can control the power state of the system. You can start the console in single- or multi-user 
mode, as shown in Figure 3-61.

Figure 3-61   Start remote control

For more information about the use of the IMMv2 web interface, see this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=MIGR-5086346

3.4.4  Installing the operating system

To include all required drivers and configure system components with minimal user 
intervention, consider the use of ServerGuide when Microsoft Windows Server is deployed. 
For more information, see this website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=SERV-GUIDE

Alternatively, if your environment is configured to use SCCM to deploy operating systems on 
blades, you can use Lenovo Deployment Pack For MS SCCM. For more information, see this 
website:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=MIGR-5082208

Deploying by using ServerGuide boot image
To deploy a compute node by using ServerGuide, complete the following steps:

1. Connect to the IMM2 remote console of the node.

2. Power on the server by clicking Video Viewer Tools → Power → Power On.
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3. Press F1 when prompted to enter the UEFI setup and configure virtual NICs in IBM UFP 
mode (if needed). You can also configure hardware iSCSI and FCoE. For more 
information about storage configuration, see 3.2.3, “Configuring storage” on page 42.

4. Save the settings and reboot the server.

5. Start the Virtual Media and add a ServerGuide image in Video Viewer by clicking Tools → 
Virtual Media → Add Image → Mount Selected, as shown in Figure 3-62.

Figure 3-62   Mount ISO

6. If you did not set the boot order before, press F12 when prompted to select the boot device 
from which to boot (CD/DVD), as shown in Figure 3-63.

Figure 3-63   Boot settings
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7. After ServerGuide is booted, select language, localization, and accept the license to 
continue. Then, select the running mode, as shown in Figure 3-64.

Figure 3-64   Select running mode

8. Select RAID configuration and Windows OS deployment, select the wanted operating 
system and version, and click Next.

9. Configure the Date and Time settings.

10.Select the wanted RAID configuration or keep the existing configuration (see Figure 3-65).

Figure 3-65   Configure RAID 
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11.Select the wanted partition size for the operating system and click Next, as shown 
in Figure 3-66.

Figure 3-66   Partition size

12.You can include ToolsCenter Suite, which can help you with managing a System x server. 
You also can include more Windows hotfixes and UpdateXpress updates, as shown in 
Figure 3-67. Click Next. 

Figure 3-67   Postinstallation tasks: IBM ToolsCenter Suite

13.Review summary report and mount the operating system image when prompted. You must 
unmount the ServerGuide image first by clicking Unmount All, as shown in Figure 3-68.

Figure 3-68   Map operating system installation image 
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14.Follow instructions and enter the operating system details, accept the license, and click 
Next to install the operating system.

15.After the installation process completes, log in to the operating system and wait until any 
postinstallation tasks complete. Then, reboot the operating system.

3.4.5  Management network configuration

If you open Network Connections, you see a list of available network interfaces, as shown 
in Figure 3-69.

Figure 3-69   Available network connections after the operating system is installed

You can use Windows Device Manager to identify adapters in the Windows operating system, 
as shown in Figure 3-70. Device 0 means pNIC 1 and Function 6 means vPort 4.

Figure 3-70   Network Function Identification in Device Manager

Note: Depending on your virtual NIC configuration, you might see multiple adapters in your 
operating system after installation. In our example, we use only one port on Emulex 10GbE 
VFA (the second is disabled in UEFI) by using virtual NICs with iSCSI personality. If we do 
not use the iSCSI personality of the adapter, there are four NICs in total; however, iSCSI or 
FCoE personality is always assigned to the second vNIC function (vPort2) of particular 
physical NIC and that port cannot be used for anything else. “IBM USB Remote NDIS 
Network Device” is the server internal network that is used for server management tasks, 
such as online firmware updates.
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Complete the following steps to configure your management network:

1. Rename the adapters as wanted, as shown in Figure 3-71.

Figure 3-71   Renaming network connections

2. Create NIC Team for the Management (Domain) network, as shown in Figure 3-72. 
Click OK.

Figure 3-72   Create team for management network

The team is created, as shown in Figure 3-73.

Figure 3-73   Team created
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3. Configure the IP address for the teamed interface, as shown in Figure 3-74. Click OK.

Figure 3-74   Configure Management IP

Depending on your VLAN tagging configuration on the port, you might need to enable VLAN 
tagging in the device manager for the particular adapter. For example, if you must use VLAN 
20 and 30 on the same port, you must configure it on each member of the team, as shown in 
Figure 3-75.

Figure 3-75   Set VLAN tagging in Emulex driver

After you have your connection in the domain network working, you can join the node to the 
domain.
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3.4.6  Joining the node to System Center Virtual Machine Manager

There are some prerequisites that must be met before you can join the computer to the 
Microsoft System Center environment, such as administrator privileges on the hosts and 
open ports for communication between management server. There are also multiple location 
and security scenarios that might require more configuration steps. 

In this section, we describe a scenario in which the server is joined in a trusted Active 
Directory domain. For more information about the requirements and all scenarios, see 
this website: 

http://www.microsoft.com/en-us/download/details.aspx?id=6346

Assuming that all prerequisites were met, you can add node into the SCVMM console. 
Complete the following steps:

1. In the Fabric Resources View, click Add Resources → Hyper-V Hosts and Clusters, as 
shown in Figure 3-76.

Figure 3-76   Add Hyper-V Hosts into SCVMM

2. In the Add Resource wizard, select Windows Server computers in a trusted Active 
Directory domain, as shown in Figure 3-77. Click Next.

Figure 3-77   Select computer location
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3. Specify the credentials for discovery, as shown in Figure 3-78. Click Next.

Figure 3-78   Specify discovery credentials

4. Define the discovery scope that is based on your environment, as shown in Figure 3-79. 
Click Next.

Figure 3-79   Define scope of discovery

5. Select the wanted computers, as shown in Figure 3-80.

Figure 3-80   Select hosts
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6. Click Next. If there is no Hyper-V role that is installed in the server, SCVMM prompts you 
for confirmation to install and reboot the server.

7. Specify the target Host Group (this group should be the group with the existing cluster); 
however, you can change this selection later. Optionally, you can define the default VM 
placement paths, as shown in Figure 3-81. Click Next.

Figure 3-81   Specify target host group

8. Review the summary and confirm the settings, as shown in Figure 3-82. Wait for the 
joining process to finish; your host might be rebooted several times during the process.

Figure 3-82   Adding a host to SCVMM
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Configuring cluster networks by using logical switch
We have the existing logical networks managed by SCVMM, as shown in Figure 3-83.

Figure 3-83   Logical Networks settings

Complete the following steps to configure cluster networks by using logical switch:

1. To join the host into the existing logical switch, right-click the host (Fabric Resource Hosts 
view) that you want to configure and click Properties → Virtual Switches → New Virtual 
Switch → Logical Switch, as shown in Figure 3-84.

Figure 3-84   Selecting the logical switch

2. Select the adapters that acts as uplinks for the logical switch. If you add multiple adapters, 
the adapters are teamed together.

Note: In our environment, we use virtual adapters for the cluster and live migration 
network (see Figure 3-59 on page 59). 
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3. To add the new virtual adapter, select logical switch to which this adapter is connected and 
click New Virtual Network Adapter. Specify the VM Network, Subnet VLAN, Port profile, 
and define the IP address (if needed), as shown in Figure 3-85.

Figure 3-85   Configure Cluster/CSV network adapter

4. Depending on the number of required virtual adapters, repeat the previous step for each 
adapter, as shown in Figure 3-86.

Figure 3-86   Configure Live MIgration network adapter
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5. After you are finished, click OK.

6. You can verify that the new configuration was applied successfully directly on the server, 
as shown in Figure 3-87.

Figure 3-87   IP configuration of the virtual adapters

Joining servers to the existing Hyper-V Cluster
After all new Flex System servers have the same configuration and working connections with 
the current members of the cluster, you can add them as new members into the cluster.

In addition to the network connection, all nodes in the cluster must have access to the shared 
cluster storage. For more information about storage configuration, 3.2.3, “Configuring 
storage” on page 42.

Complete the following steps to join the compute nodes to the cluster:

1. In the Fabric Resources Servers view, right-click the target cluster and click Add Cluster 
Node, as shown in Figure 3-88.

Figure 3-88   Add Cluster Node option
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2. Select the wanted hosts (as shown in Figure 3-89) and click Add.

Figure 3-89   Select available hosts

3. Wait for SCVMM to finish (which includes the cluster validation process), as shown 
in Figure 3-90.

Figure 3-90   Add host to cluster job
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The host is added to the cluster, as shown in Figure 3-91.

Figure 3-91   Cluster Hosts view

3.4.7  VM live migration compatibility

If you created a cluster with the hosts that contain different processor versions, consider 
enabling the Allow migration to a virtual machine host with a different processor 
version option to ensure Live Migration compatibility between these hosts.

To enable this option, click Virtual Machine Properties → Hardware Configuration → 
Processor. Then, select the option, as shown in Figure 3-92.

Figure 3-92   VM CPU compatibility

Note: This setting hides some of the CPU features from VMs to maintain compatibility, 
which can negatively affect the performance of your application. For more information 
about the potential affect of this setting on your application, consult with the application 
vendor.
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Chapter 4. Managing a combined Flex 
System and BladeCenter 
environment

In this chapter, we describe the use of Flex System and BladeCenter management 
extensions for the management tools for physical and virtual environments. Specifically, we 
describe the use of UIM for VMware vCenter to manage vSphere-based BladeCenter and 
Flex System environment, and UIM for Microsoft System Center to manage Microsoft 
Windows Server based physical and virtual environments.

This chapter includes the following topics:

� 4.1, “Managing a vSphere environment with UIM” on page 78
� 4.3, “Managing a Windows Server environment with UIM” on page 95

4
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4.1  Managing a vSphere environment with UIM

When a BladeCenter environment is integrated with Flex System environment, consider the 
use of System x Upwards Integration Modules (UIMs) for VMware vSphere. By using UIMs for 
VMware vSphere, administrators can integrate the management features of the System x, 
BladeCenter, and Flex System with VMware vCenter. It also expands the virtualization 
management capabilities of VMware vCenter with System x hardware management 
functionality, which provides affordable, basic management of physical and virtual 
environments to reduce the time and effort that is required for routine system administration. 

UIMs also provide the discovery, configuration, monitoring, event management, and power 
monitoring that is needed to reduce cost and complexity through server consolidation and 
simplified management.

For more information about UIMs for VMware vSphere, see this website: 

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=migr-vmware

In our scenario, it is assumed that you installed UIMs on your VMware vSphere environment.

4.1.1  Enabling UIMs for a newly added ESXi host

Complete the following steps to enable UIM on your newly added ESXi host:

1. Log in to VMware vSphere web client.

2. Enter Hosts and Clusters view.

3. Click the cluster to which your ESXi host belongs.

4. Select the Manage tab and click Upward Integration.

5. In Overview tab of Upward Integration, select Cluster Overview.

6. From the list of ESXi hosts, select the check box next to the host that you want to enable.

7. From the drop-down list of ESXi hosts, select Request Host Access.

8. Enter the credentials when prompted. 

Consideration: Consider the use of UIM for VMware vSphere for the unified hardware and 
software management of the combined Flex System and BladeCenter environment that is 
running VMware vSphere.
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These steps are shown in Figure 4-1.

Figure 4-1   Request Host Access

4.1.2  Collecting system inventory with UIM

Complete the following steps to see the available information that is related to your VMware 
ESXi host:

1. Log in to VMware vSphere web client.

2. Enter the Hosts and Clusters view.

3. Click the ESXi host for which you want to gather the information.

4. Select the Manage tab and click Upward Integration.

5. In the System tab of Upward Integration, click Collect to collect hardware and software 
details. (The collection process can take several minutes.) 
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These steps are shown in Figure 4-2.

Figure 4-2   Collecting details about hardware and software of ESXi host

After the collection process is finished, you can access hardware and software details by 
clicking menu items on the left side of the Upward Integration page. 
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The following views are available:

� The Installed Applications view is shown in Figure 4-3.

Figure 4-3   Installed Applications view
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� The Network Settings view is shown in Figure 4-4.

Figure 4-4   Network Settings view
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� The Hardware Inventory view is shown in Figure 4-5.

Figure 4-5   Hardware Inventory view
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� The Firmware/VPD view is shown in Figure 4-6.

Figure 4-6   Firmware/VPD view

4.1.3  Monitoring hardware status

By using UIMs, the vSphere administrator can get a detailed view of the hardware’s health. 
You can view your Hardware event logs directly from your vSphere web client, and there is no 
need to log in to IMM.

The System Health view is in the Alerts and Events tab of the UIM, as shown in Figure 4-7.

Figure 4-7   System Health view
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Information and statistics about ESXi host power usage can be found in the Power and 
Cooling tab of the UIM, as shown in Figure 4-8.

Figure 4-8   General View of Power and Cooling tab

4.2  Using PFA alert to move VMs to another ESXi host

In this section, we describe how to use predictive failure management on the vSphere web 
client to protect your running workload. By using the Policy and Rules page, you can set 
management policies for a server that is based on a hardware Predictive Failure Alert (PFA). 

Based on a defined policy, the Upward Integration for VMware vSphere evacuates VMs from 
the server to other hosts in the cluster in response to a PFA. You can view PFAs from the 
server and the triggered policy history on the Predictive Failures page.

Before you begin
Before predictive failure management is used, verify that the following prerequisites are met:

� The predictive failure management policy can be set until you discover the IMMs and 
request the IMMs access.

� Predictive failure management relies on the hardware PFA capability. The IMM of the 
server must send out Predictive Failure Alerts when a failure is detected.
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� Proper configuration of the network management policy on the vCenter server is required 
to enable TCP on the https port that you selected when IVP was installed (the default port 
is 9500). Upward Integration for VMware vSphere listens on this port for incoming 
indications.

� The host must be put in a properly configured cluster. There must be a host available with 
vMotion enabled in this cluster. Upward Integration evacuates VMs to other hosts in the 
cluster, and then puts the host in maintenance mode.

Setting a new policy
You can set an RAS policy on each supported server in the cluster. A policy defines the 
hardware event categories that you want to monitor and the corresponding action when the 
event occurs.

To implement this task, click your cluster object in the Hosts and Clusters view, select the 
Manage tab, and click Upward Integration. Then, select the Predictive Failure tab and you 
the Policy and rules page opens. 

Complete the following steps to set up a policy:

1. Select one or more nodes.

2. Click Set policy. The Manage RAS Policy page is displayed, as shown in Figure 4-9.

Figure 4-9   Manage RAS policy

3. Select the following event categories, severities, and action:

– Event categories

The Table 4-1 lists the Predictive Failure Alert Event categories that are used on the 
Manage RAS Policy page. 
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Table 4-1   Predictive Failure Alert Event categories

– Event severity

Table 4-2 lists the PFA Event severity levels.

Table 4-2   Predictive Failure Alert severity levels.

– Action

The Virtual Machine Migration action evacuates all of the VMs from the server and puts 
the server in maintenance mode.

After setting the event categories and corresponding action, click Apply to apply the policy to 
the host.

Editing a policy
You can modify a policy that is defined on a host by using the Edit policy function. Complete 
the following steps:

1. Select a host.
2. Click Edit policy.

PFA Event Description

Processor subsystem Processor subsystem includes the CPU and its internal circuits, 
such as cache, the bus controller, and external interface.

Memory subsystem Memory subsystem includes the memory controller, memory 
buffer, memory bus interface, memory card, and DIMM.

I/O subsystem I/O subsystem includes: IO Hub, IO bridge, IO bus, IO processor, 
IO adapters for various IO protocols, such as PCI and InfiniBand.

Power Power includes the power supply and power control hardware.

Cooling All thermal-related events.

Fans Includes the fan and blower.

Storage Includes the storage enclosure, storage controller, raid controller, 
and media (disk, flash).

Platform firmware Platform firmware includes IMM and uEFI.

Software Operating system software and application software.

External environment All events of an external-related environment including: AC power 
source, Room ambient temperature, and user error.

Severity Description

Warning An indication of a failure, which can have no effect on 
performance. Service action is necessary.

Error A failure that causes a loss of performance and can cause 
machines to be inoperable. Immediate service action is 
necessary.

Note: The newly created policy is saved as a template automatically so that for any other 
hosts, you can choose a template from the top template drop-down list to apply the 
same policy.
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Disabling a policy
You can remove a policy from one or more hosts by using the Disable policy function. 
Complete the following steps:

1. Select one or more hosts.
2. Click Disable policy.
3. Click Disable to confirm the deletion of the policy from the hosts.

Viewing predictive failure alert events and the Action History table
Upward Integration for VMware vSphere with vSphere Client monitors Predictive Failure 
Alerts (PFAs) from the IMM. All predictive failure events are listed in the Event Log table. 
When the conditions of a rule are met, the defined action of the rule is started on the 
managed endpoint. All of the triggered rules and action results are listed in the Action History 
table, as shown in Figure 4-10.

Figure 4-10   Viewing Predictive Failures

Note: When the policy is modified and the policy also us used by other hosts, a warning 
message is displayed with which you can apply the changes to other hosts or save the 
changed policy with a different policy name.
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4.2.1  Rolling firmware upgrades

You can upgrade your firmware by using Update manager. There are two possibilities: you 
can manually upgrade each ESXi host individually, or you can schedule a rolling update so 
that update is pushed to the servers at a scheduled time. UIM manages evacuating the ESXi 
host before the firmware is updated.

Complete the following steps to create a rolling update:

1. In your vSphere web client, browse to the Hosts and Clusters view, click your cluster, 
select the Manage tab, click Upward Integration, and then select the Rolling Update 
tab, as shown in Figure 4-11 on page 89. Click Create. 

Figure 4-11   Rolling Update in UIM

2. A wizard opens. Complete the following steps:

a. Enter a Task Name for the rolling update job. Select the Task Type and click Next, as 
shown in Figure 4-12.

Figure 4-12   Select Name and Type of Rolling update.
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b. Select the ESXi host the updates that you want to apply, as shown in Figure 4-13. 
Click Next.

Figure 4-13   Select host and firmware

c. You can update several hosts at the same time if your cluster resources can manage 
the workload. To do so, select the Update Parallelization option and enter the number 
of hosts that you want to update at the same time. You can force the downgrade of the 
firmware by selecting the Force Downgrade option. If you want to schedule this 
update instead of running it immediately, select the Schedule option and enter the date 
and time that you want to run the update, as shown in Figure 4-14. Click Next.

Figure 4-14   Update options and schedules
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d. On the last page, review the summary of the created job and click Finish, as shown 
in Figure 4-15.

Figure 4-15   Rolling Update job creation

4.2.2  Changing IMM and UEFI configuration

By using UIM, you can some of the IMM and UEFI parameters. To do so, browse to the Hosts 
and Clusters view, click your ESXi host, select the Manage tab, click Upward Integration, 
and then select Configuration tab, as shown in the following examples:

� Edit host boot order is shown in Figure 4-16.

Figure 4-16   Edit Boot Order window
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� Manage Devices and IO ports is shown in Figure 4-17.

Figure 4-17   Devices and IO Ports window
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� Manage your Memory modules configuration is shown in Figure 4-18.

Figure 4-18   Memory settings
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� Manage Power management settings is shown in Figure 4-19.

Figure 4-19   Power management
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� Manage SNMP configuration of the IMM is shown in Figure 4-20.

Figure 4-20   Configure SNMP on IMM

4.3  Managing a Windows Server environment with UIM

For managing Microsoft Windows server environment that is hosted on BladeCenter and 
System x, you can use the System x UIM for Microsoft System Center.

Lenovo expands Microsoft System Center server management capabilities by integrating 
System x hardware management functionality, which provides affordable, basic management 
of physical and virtual environments to reduce the time and effort that is required for routine 
system administration. It also provides the discovery, configuration, monitoring, event 
management, and power monitoring that is needed to reduce cost and complexity through 
server consolidation and simplified management.

Important: Consider the use of UIM for Microsoft System Center for the unified hardware 
and software management of the combined Flex System and BladeCenter environment 
that is based on Windows Server infrastructure.
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For more information about UIM for Microsoft System Center, see this website:

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=SYST-MANAGE

4.3.1  Enabling Hardware Monitoring on the newly deployed Flex System 

In this section, we describe how to discover an Flex System in Microsoft System Center 
Operations Manager 2012 (SCOM). 

Setting up Flex System Chassis Management Module for discovery
Before you can monitor the hardware status of the Flex chassis components in SCOM, you 
must configure SNMP in CMM. Complete the following steps:

1. Log in to the CMM console as Administrator.

2. To change the SNMP settings, click Mgt Module Management → Network → SNMP. 
Select Enabled for SNMPv3 Agent. (You also can enter the Contact and Location 
information). Click Apply, as shown in Figure 4-21.

Figure 4-21   Enable SNMPv3 Agent

3. To define the SNMP recipient, click Event → Event Recipients.

4. Click Create → Create SNMP Recipient.

Note: There are two SNMP agent versions that can be selected for the SCOM to 
manage the Flex System chassis: SNMPv1 and SNMPv3. In our example, we show 
SNMPv3, which provides more security than SNMPv1.

To receive events from the management modules, a network connection must exist 
between the management module and the Microsoft System Center Operations 
Manager. You also must configure the management module to send events.
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5. In the Create SNMP Recipient dialog box, enter the IP address of the SCOM server in 
Descriptive name field.

6. Select Enable this recipient.

7. Select Use the global settings or Only receive critical alerts, as shown in Figure 4-22. 
Click OK to return to the Event Recipients page.

Figure 4-22   Create SNMP Recipient

If you selected Use the global settings, the Event Recipient Global Settings dialog box 
opens, as shown in Figure 4-23. Click OK.

Figure 4-23   Event: Recipient Global Settings window

8. To define the SNMPv3 user, click Mgt Module Management → User Accounts.

9. Click the existing user or Create to create a user.
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10.In the General tab, enter the user name and password and click the SNMPv3 tab.

11.Specify the security settings that are based on your company security policy. Set the 
Access type to Set and enter the IP address of the SCOM server for traps, as shown 
in Figure 4-24.

Figure 4-24   SNMPv3 User Properties window

Setting up System Center Operations Manager 2012 for Discovery
There is only one discovery rule for network devices per SCOM management server allowed. 
Because we are integrating Flex System chassis into the existing environment, we describe 
modifying the existing rule in this section. 

Hardware monitoring by using SCOM requires the Lenovo Hardware Management Pack for 
Microsoft System Center Operations Manager to be imported in SCOM. Complete the 
following steps:

1. Log in to the Microsoft System Center Operations Manager operations console as 
Administrator.

2. Click Administration → Network Management → Discovery Rules to see the list of 
discovery rules.

Note: If you are using dynamic discovery, your Flex System chassis might be discovered 
automatically if the CMM is in the previously defined discovery range with same the SNMP 
credentials that were assigned to the discovery rule.

Note: This feature supports a CMM IP address only. Do not use an IMM IP address.
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3. Double-click a rule that you want to modify. In our example, we use the rule for 
BladeCenter AMM discovery, as shown in Figure 4-25.

Figure 4-25   Edit Discovery Rule

4. Edit the name (if wanted) and click Next twice to open the Devices page.

5. Click Add. The Add a Device window opens, as shown in Figure 4-26.

Figure 4-26   Add a Device window

Specify the IP address of the CMM. Set the Access mode to ICMP and SNMP or SNMP 
and then select SNMP version v3. Select Run As account or Add new if you have 
different credentials for each device. Complete the following steps:
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a. To define a new Run As account, click Add SNMP V3 Run As Account. Then, click 
Next in the Introduction page and enter the name and description of the new account. 
Click Next, as shown in Figure 4-27.

Figure 4-27   Define display name

b. Specify the credentials that were configured in CMM for SNMPv3 and click Create, as 
shown in Figure 4-28.

Figure 4-28   Credentials for SNMPv3 CMM account
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6. You can add more devices or you can continue by clicking Next, as shown in Figure 4-29.

Figure 4-29   Specify devices window

7. Review the Schedule Discovery and Summary sections, or continue by clicking Next. 

8. On the Completion page, select Run the network discovery rule after the wizard is 
closed. Click Close.

After the discovery is completed, you will see your discovered BladeCenter and Flex System 
chassis in the Network Devices view of the Administration panel in the SCOM, as shown 
in Figure 4-30.

Figure 4-30   Network Devices view after the discovery completed

Note: It can take several hours for a new device to be discovered with all monitors enabled 
in SCOM. You can check whether the device discovery was successful in the Operations 
Manager logs that are in Windows Event Viewer.
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4.3.2  Deploying System Center agents for hardware monitoring and inventory

To enable operating system monitoring, enable the Lenovo Hardware Performance and 
Resource Optimization Pack for Microsoft System Center Virtual Machine Manager (SCVMM) 
or Lenovo Inventory Tool for Microsoft System Center Configuration Manager (SCCM). More 
management agents must be deployed to the Windows Operating system that is installed on 
a Flex System compute node.

Deploying Microsoft SCOM agent
SCOM agent is required to enable operating system monitoring with enabling Performance 
and Resource Optimization (PRO) tips in SCVMM.

Complete the following steps to install SCOM agent:

1. Log in to the Microsoft SCOM operations console as Administrator.

2. Click Administration. Right-click Device Management → Discovery Wizard, as shown 
in Figure 4-31.

Figure 4-31   Selecting Discovery Wizard option
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3. Select Windows Computers and click Next, as shown in Figure 4-32.

Figure 4-32   Select Windows computers

4. Specify the discovery method. In larger environments, it might be faster to select 
Advanced discovery, as shown in Figure 4-33. Click Next. 

Figure 4-33   Discovery Method
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5. Select Scan Active Directory and click Configure. Enter the computer name or prefix, as 
shown in Figure 4-34. Click OK, then click Next.

Figure 4-34   Specify computer name or prefix

6. Click Discover or specify another user account for discovery and agent installation, as 
shown in Figure 4-35. The user must have administrator privileges on the target server.

Figure 4-35   Specify Administrator Account 
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7. Select discovered servers for agent installation and click Next, as shown in Figure 4-36.

Figure 4-36   Select discovered servers for agent deployment

8. Specify the agent installation folder and run as account for the agent that is based on your 
preferences and internal policies, as shown in Figure 4-37. Click Finish. 

Figure 4-37   Installation Path and Run As policies
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9. Monitor the deployment status as shown in Figure 4-38.

Figure 4-38   Agent deployed

If the target computer is a member of the Microsoft cluster, some management packs require 
management agent to be enabled in proxy mode. Complete the following steps:

1. Click Administration → Device Management → Agent managed. Right-click the 
wanted computer and click Properties.

2. Click Security and select Allow this agent to act as a proxy and discover managed 
objects on other computers, as shown in Figure 4-39.

Figure 4-39   Allow agent to act as a proxy

Important: You must install Systems Director Platform agent for System x to enable 
monitoring of some Lenovo hardware components in SCOM.

For more information about Systems Director agents releases, see this website:

http://www-03.ibm.com/systems/director/downloads/agents.html
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Deploying Microsoft System Center Configuration Manager agent
To enable Inventory Tool Client for SCCM, SCCM agent with Lenovo Inventory Tool Client 
must be deployed to client computer

Based on your SCCM configuration, all agents can deploy automatically. In this section, we 
describe how to create a devices collection and how to deploy SCCM agent and Lenovo 
Inventory Tool Client.

Creating a Device Collection in SCCM
Complete the following steps to create a Device Collection:

1. Log in to the SCCM console as Administrator.

2. Click Assets and Compliance → Device Collection → Create Device Collection, as 
shown in Figure 4-40.

Figure 4-40   Create Device Collection wizard

Note: Lenovo Inventory Tool Client requires Microsoft .NET Framework Version 2.0 on 
client machines. It is included in .NET Framework 3.5 Features in Add Roles and Features 
Wizard in Windows Server operating system.
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3. Enter the Name of collection and click Next to open the Membership Rules page.

4. Click Add Rule → Direct Rule. The Create Direct Membership Rule Wizard window 
opens, as shown in Figure 4-41.

Figure 4-41   Create Direct Membership Rule wizard

5. To search for the computers of which the name includes the string x240, select Resource 
Class. Select Name as the Attribute name and enter %x240% into the Value field. Clear all 
check boxes. Click Next.

6. Select the wanted servers from searches, as shown in Figure 4-42. Click Next twice and 
wait for the rule to be created. Close the wizard. 

Figure 4-42   Select servers
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7. In the Create Devices Collection wizard, select Incremental updates for this collection, 
as shown in as shown in Figure 4-43. You also can configure the schedule, review the 
membership rules, and click Next.

Figure 4-43   Review membership rules for collection

8. Complete the wizard and the collection is created.

Deploying SCCM agent
Complete the following steps to deploy SCCM agent:

1. In the Assets and Compliance view, select the newly created collection and click Install 
Client, as shown in Figure 4-44.

Figure 4-44   Devices collection vIew
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2. Click Next in the Before You Begin page.

3. Keep the default selections in the Installation Options page or select some options if 
wanted (see Figure 4-45). Click Next twice.

Figure 4-45   Install Configuration Manager Client wizard

4. Close the wizard after the process is completed.

Deploying Inventory Tool Client by using SCCM
Perform the following steps to deploy Inventory Tool Client:

1. In the Software Library window, click Packages.

2. Right-click Inventory Tool Client and click Deploy, as shown in Figure 4-46.

Figure 4-46   Locate Inventory Tool Client
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3. Select the target collection and click Next, as shown in Figure 4-47.

Figure 4-47   Deploy Software wizard: General

4. In the Content page, click Add to add distribution points or distribution point groups, as 
shown in Figure 4-48. Click Next. 

Figure 4-48   Deploy Software wizard: Content
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5. In the Deployment Settings page, specify the settings that control how the software is 
deployed, as shown in Figure 4-49. Click Next.

Figure 4-49   Deploy Software wizard: Deployment settings

6. In the Scheduling page, configure the deployment and assignment schedule (if 
necessary). Select As soon as possible if you want to deploy the inventory tool client 
immediately, as shown in Figure 4-50. Click Next.

Figure 4-50   Deploy Software wizard: Scheduling

7. In the User Experience page, modify the settings as needed. Click Next twice. Close the 
wizard after the process is completed.

Note: It can take several hours for all of the agents and clients to be deployed and to reflect 
all monitors in the SCOM console. In addition, hardware inventory information in SCCM 
can appear 24 hours after the client is installed.
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4.3.3  Monitoring hardware status in SCOM

After you deploy monitoring agents onto Flex System node’s operating system, you can 
monitor the status of the systems hardware components for both BladeCenter and Flex 
System in SCOM monitoring.

In the Navigation pane, click Monitoring and expand Lenovo Hardware. Here, you can select 
from various monitors to see important information about your environment health.

Click Lenovo Licensed System Group under the Monitoring to see the list of your 
BladeCenter and Flex System managed servers, as shown in Figure 4-51.

Figure 4-51   Lenovo Licensed System Group

Figure 4-51 also shows other available Lenovo groups to monitor BladeCenter and Flex 
System hardware components, such as:

� Lenovo BladeCenter(s) and Modules
� Lenovo Flex System Chassis(s) and Modules
� Lenovo Integrated Management Module (IMM)
� Lenovo SCVMM-Managed Licensed Hosts
� Lenovo System x and x86/x64 Blade Servers

Note: We are showing a few views only for demonstration purposes. For more information, 
see the Lenovo Hardware Management Pack for Microsoft System Center Operations 
Manager User’s Guide, which is available at this website:

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082204
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For example, expand Lenovo BladeCenter(s) and Modules, expand Lenovo BladeCenter 
Modules, and click Lenovo BladeCenter Chassis to check the status of the BladeCenter 
chassis, as shown in Figure 4-52.

Figure 4-52   BladeCenter chassis status

You can check the status of other BladeCenter components by clicking the respective group. 
For example, the BladeCenter blade server status is shown under the Lenovo BladeCenter 
Blades group, as shown in Figure 4-53, and the I/O module status is shown under the Lenovo 
BladeCenter I/O Modules group, as shown in Figure 4-54 on page 115.

Figure 4-53   BladeCenter blades status
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Figure 4-54   BladeCenter I/O modules status

Expand Lenovo Flex System Chassis(s) and Modules and click Lenovo Flex System 
Chassis(s) to check the status of the Flex System chassis, as shown in  Figure 4-55.

Figure 4-55   Flex System chassis status
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You can check the status of other Flex System components by clicking the respective group. 
For example, the Flex System compute node status is shown under the Lenovo Flex System 
Compute Nodes group, as shown in Figure 4-56, and the I/O module status is shown under 
the Lenovo Flex System I/O Modules group, as shown in Figure 4-57.

Figure 4-56   Flex System compute nodes status

Figure 4-57   Flex System I/O modules status
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For a single view of all Lenovo x86 systems, including BladeCenter servers and Flex System 
compute nodes and the status of their hardware components, expand Lenovo System x and 
x86/x64 Blade Servers and click All Lenovo System x and x86/x64 Blade Servers, as 
shown in Figure 4-58.

Figure 4-58   All System x and x86/x64 Blade Servers

4.3.4  Lenovo Hardware Performance and Resource Optimization Pack for VMM

By using the Lenovo Hardware Performance and Resource Optimization Pack (PRO) for 
Microsoft SCVMM, you can monitor and manage alerts for the physical host resources in a 
virtualized environment.

PRO includes the following key features:

� Automated VM Migration support. This support is based on hardware failure events or 
power consumption threshold exceptions for UEFI or IMM System x servers and blades 
that are running Windows 2012, Windows 2008 and 2008 R2, Hyper-V, or Virtual Server.

� Advisory PRO tips if existing or predictive hardware problems occur that warrant VMM 
administrative operations.

Note: For more information, see the following Lenovo Hardware Performance and 
Resource Optimization Pack for Microsoft System Center Virtual Machine Manager 
website:

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082203
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If PRO Monitors were enabled on the existing cluster or Host Group in SCVMM, they are 
enabled automatically after SCOM agent is deployed. You can verify the PRO status in the 
SCOM console by clicking Monitoring → Lenovo Hardware → Lenovo SCVMM-Managed 
Licensed Hosts (PRO Views) → Licensed SCVMM-Managed Hosts PRO Status, as 
shown in Figure 4-59.

Figure 4-59   Licensed SCVMM-managed hosts status

Based on the SCVMM console settings, new PRO tips can appear as pop-up windows, as 
shown in Figure 4-60.

Figure 4-60   SCVMM PRO tip pop-up window
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4.3.5  Rolling firmware upgrades by using UIM for System Center VMM

Upward Integration Modules Add-in for Microsoft System Center Virtual Machine Manager 
(VMM) provides non-disruptive system firmware updates in clustered environment.

After you join a new system to the cluster, you must set up the authentication information for 
the new hosts. Complete the following steps:

1. Start SCVMM console as OS administrator and login as SCVMM administrator.

2. In the Fabric view, select the wanted cluster and click the UIM icon.

3. Click the host that is marked red. Then, click Set Auth Info. 

This process is shown in Figure 4-61.

Figure 4-61   New system in UIM for SCVMM

Note: For more information, see the following Upward Integration Modules Add-in for 
Microsoft System Center Virtual Machine Manager website:

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5095711
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4. Specify Run As Account for SCVMM job and administrator account for new server. You 
can apply these credentials for All Hosts, Hosts in Cluster, or selected Host only, as shown 
in Figure 4-62. Click OK.

Figure 4-62   Authentication Information window

Next, if not already done, you need to specify preferences for the local repository folder, 
including access credentials and firmware download schedule. Click the cluster name, then 
click Preferences, as shown in Figure 4-63. Click Save.

Figure 4-63   Rolling System Update preferences
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To update firmware on the Flex System compute nodes in the cluster, complete the 
following steps:

1. In UIM, click the cluster name. Then, click Task Manager and click Create, as shown 
in Figure 4-64.

Figure 4-64   Create new task

2. Enter a task name. Select Task type as shown in Figure 4-65 and then click Next.

Figure 4-65   Task name and type

3. Select the wanted hosts to update and select the firmware and versions to update. You 
can specify per host or per host model, as shown in Figure 4-66.

Figure 4-66   UIM for SCVMM: Select hosts and firmware
Chapter 4. Managing a combined Flex System and BladeCenter environment 121



4. Define the wanted update options and schedule as shown in Figure 4-67 and click Next.

Figure 4-67   Update options and schedule

5. Review the Summary page as shown in Figure 4-68 and click Save.

Figure 4-68   Review summary
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You can monitor the progress and check the details of your task by clicking Task in Task 
Scheduler View window, as shown in Figure 4-69.

Figure 4-69   UIM for SCVMM: Task Status details

When the cluster update task is completed successfully, it is reflected in the task status, as 
shown in Figure 4-70.

Figure 4-70   Task completed successfully

You can perform the same firmware update actions for another clusters if required.

4.3.6  Publishing System Firmware to SCCM server

Lenovo System Updates for SCCM can be used if you want to update firmware on the 
Microsoft Windows servers that are not part of the cluster where usage of UIM Add-in for 
SCVMM is not possible.
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Complete the following steps:

1. Start Lenovo System Updates on SCCM server (you must run the program with 
administrator permissions).

2. In the My Machines view, click Add. To add a new machine, select the new Flex System 
type, as shown in Figure 4-71.

Figure 4-71   System Updates: My Machines view

3. In the Update retrieval action window, select Check updates from IBM website now and 
click OK, as shown in Figure 4-72.

Figure 4-72   System Updates: Add new machine

Note: For more information, see the following Lenovo System Updates for Microsoft 
System Center Configuration Manager website:

http://www-947.ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082209
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4. Expand All Updates in the Navigation pane and click the new machine type to show the 
available updates for this machine.

5. Select the updates that you want to publish. Click Actions and then select Download 
Selected updates from IBM website, as shown in Figure 4-73. The Download and 
Publish wizard opens. 

Figure 4-73   System Updates: Select updates

6. Accept the license and click Next. The download starts. Click Next after the download 
completes to open the Publish wizard.
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7. Confirm the updates that are to be deployed on the WSUS server. You also can select 
more update options that are based on preference, as shown in Figure 4-74. 
Click Confirm.

Figure 4-74   IBM System Updates: Confirm updates to publish

8. Publishing to the WSUS server begins. You can see the results after the process 
completes.

4.3.7  Inventory collection

After deploying Lenovo Inventory Tool Client onto a Flex System node’s operating system, 
you can view inventory information in SCCM client. 

Note: You might need to wait some time for the updates to show in SCCM server. You also 
can run synchronization with WSUS server manually. For more information, see the SCCM 
documentation.

Note: The inventory gathering cycle can vary based on your settings during the installation 
of the Lenovo Inventory Tool on SCCM server and SCCM client hardware inventory 
schedule. You can start Lenovo Inventory tool collection yourself by running the Inventory 
job that was created in the Windows Task Scheduler on client machine.
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Complete the following steps to view inventory:

1. In the SCCM management console, open the Assets and Compliance view and find the 
computer on which you want to see its inventory. 

2. Right-click Computer name → Start → Resource Explorer, as shown in Figure 4-75.

Figure 4-75   Inventory Collection: Resource explorer

You can see the inventory classes that were created in Resource Explorer, as shown 
in Figure 4-76.

Figure 4-76   Resource Explorer: Inventory Classes
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ronyms
AMM Advanced Management Module

CLI command line interface

CMM Chassis Management Module

CNA Converged Network Adapter

DCUI Direct Console User Interface

DRS Distributed Resource Scheduler

EVC Enhanced vMotion Compatibility

FC Fibre Channel

FCF Fibre Channel Forwarder

FCoE Fibre Channel over Ethernet

FoD Features on Demand

HA High Availability

HBA host bus adapter

IMM Integrated Management Module

IQN iSCSI qualified name

LOM LAN on Motherboard

NPIV N_Port ID Virtualization

PFA Predictive Failure Alert

PRO Performance and Resource 
Optimization

SCCM System Center Configuration 
Manager

SCOM System Center Operations 
Manager

SCVMM System Center Virtual Machine 
Manager

SNMP Simple network management 
protocol

SSIC System Storage Interoperation 
Center

TCS ToolsCenter Suite

UFP Unified Fabric Port

UIM Upward Integration Module

UXSP UpdateXpress System Pack

VCI VMware Certified Instructor

VLAN virtual local area network

VM virtual machine

VMM Virtual Machine Manager

WAN wide area network

isCLI industry standard CLI

Abbreviations and ac
© Copyright Lenovo 2015. All rights reserved.
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Related publications

The publications that are listed in this section are considered particularly suitable for a more 
detailed discussion of the topics that are covered in this paper.

Lenovo Press publications

The following Lenovo Press publications provide more information about the topic in 
this paper:

� IBM Flex System Networking in an Enterprise Data Center, REDP-4834

� NIC Virtualization in Flex System Fabric Solutions, SG24-8223

� IBM PureFlex System and IBM Flex System Products and Technology, SG24-7984

� BladeCenter Products and Technology, SG24-7523

� Migrating from BladeCenter to Flex System, REDP-4887

You can search for, view, or download these documents and other books, papers, and product 
guides at the following website: 

http://lenovopress.com

Online resources

The following websites also are relevant as further information sources:

� Flex System Information Center:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp

� BladeCenter Information Center:

http://publib.boulder.ibm.com/infocenter/bladectr/documentation/index.jsp

� System x Upwards Integration Modules (UIMs) for VMware vSphere:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=migr-vmware

� System x Integration Offerings for Microsoft Systems Management Solutions:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=SYST-MANAGE

� Switch Center 7.2.1 User Guide:

http://www-01.ibm.com/support/docview.wss?uid=isg3T7000660

� FastSetup:

https://www-947.ibm.com/support/entry/myportal/docdisplay?lndocid=TOOL-FASTSET
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