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Preface

The deployment of server virtualization technologies in data centers requires
significant efforts in providing sufficient network 1/0 bandwidth to satisfy the
demand of virtualized applications and services. For example, every virtualized
system can host several dozen network applications and services. Each of these
services requires certain bandwidth (or speed) to function properly. Furthermore,
because of different network traffic patterns that are relevant to different service
types, these traffic flows can interfere with each other. They can lead to serious
network problems, including the inability of the service to perform its functions.

The IBM® Virtual Fabric solution for IBM BladeCenter® addresses these issues.
The solution is based on the IBM BladeCenter H chassis with a 10 Gbps
Converged Enhanced Ethernet infrastructure. This infrastructure is built on

10 Gbps Ethernet switch modules in the chassis and the Emulex or Broadcom
Virtual Fabric Adapters in each blade server.

This IBM Redbooks® publication provides configuration scenarios that use
technology from five global leaders in network switch and adapter technology:
Broadcom, Brocade, Cisco, Emulex, and IBM. These scenarios demonstrate the
usage of IBM System Networking technology and products from Broadcom,
Brocade, Cisco, and Emulex. This book is for clients who want to learn how to
implement an IBM Virtual Fabric solution by using the IBM Virtual Fabric Mode
offering or the Switch Independent Mode offering. This book explains
step-by-step how to configure the adapters and switches.

The team who wrote this book

This second edition was produced by a team of specialists from around the world
working at the International Technical Support Organization (ITSO), Raleigh
Center.

Rufus Credle is a Certified Consulting IT Specialist and Project Leader at the
ITSO, Raleigh Center. He conducts residencies and develops IBM Redbooks
and Redpapers™ about various topics, including network operating systems,
high availability, IBM industry technology, IBM System x®, and IBM BladeCenter.
Rufus has worked for IBM for 31 years in various positions, including
assignments in administration and asset management, systems engineering,
sales and marketing, and IT services. He has a Bachelor of Science (BS) degree
in Business Management from Saint Augustine’s College.

© Copyright IBM Corp. 2012. All rights reserved. iX



X

Martin Gingras is a senior IT Specialist working with IBM Global Technology
Services® in Canada. He has 13 years experience within the IT industry. His
areas of expertise include IBM BladeCenter, System x, Microsoft Windows,
VMware, and Linux. Martin has worked the last nine years on the RTSC platform,
helping customers resolve difficult cases and working on improving System x and
BladeCenter brand from a service point of view. He is involved in many issues
involving servers, Ethernet switches and FC switches, and SAN issues. Martin
also has a focus in IBM tools such as Dynamic System Analysis (DSA), IBM
ToolsCenter Bootable Media Creator, and IBM UpdateXpress System Pack
Installer. Martin holds a computer management certification (DEC Informatique
de gestion) from Cecep Francgois-Xavier Garneau.

Scott Lorditch is a Consulting Systems Engineer for IBM Systems & Technology
Group, Storage Platform. He performs network architecture assessments, and
develops designs and proposals for implementing GbE Switch Module products
for the IBM BladeCenter. He also developed several training and lab sessions for
IBM technical and sales personnel. Previously, Scott spent almost 20 years
working on networking in various industries, working as a senior network
architect, a product manager for managed hosting services, and manager of
electronic securities transfer projects. Scott holds a BS degree in Operations
Research with a specialization in computer science from Cornell University.

James Mulholland is an IT Specialist working with IBM Global Technology
Services in Portugal and previously in Ireland. He has 15 years of experience in
the IT industry. His areas of expertise include Microsoft Windows, Linux,
System x, IBM BladeCenter, and various SAN and storage products. During the
last 9 years, he focused mainly on SAN, storage implementation, and
management. James supports many customers and has been responsible for
many implementations and projects throughout Portugal. He holds a masters
degree in IT, with a specialty in information security.

Bob Nevins is an IBM and Open Group Master Certified IT Specialist. He has 29
years of experience in the IT industry, with 27 of those years working with IBM
networking and IBM cross-brand technical sales. Bob has worked in roles ranging
from consultant, software designer, and network architect to teacher and technical
specialist. He holds a BS degree in Mathematics and a Master of Business
Administration (MBA) degree, both from Duke University.

Rogerio Spragiaro is a Field Technical Sales Specialist for IBM in Brazil. He has
hands-on experience with IBM System x that use Windows, Linux, and VMware
and spent five years providing level 2 support for x86 servers. As a technical
consultant to IBM customers for over ten years, he has a vast knowledge of
business and technical environments, such as high performance computing,
database, virtualization, and networking solutions that help the sale of IBM smart

IBM BladeCenter Virtual Fabric Solutions



solutions. Rogerio is certified on IBM System x and BladeCenter products, in
addition to Red Hat Virtualization (RHEV).

Thanks to the authors of the previous editions of this book:

Jure Arzensek
Valeria Lima
Norm Stole
David Watts

The authors thank the following people for their contributions to this project:

Kevin Liebl
Maziar Tamadon
Broadcom

Tom Boucher
Leanne Greene
Geoff Gundlach
Jeff Lin

Howard Lo
Brent Mosbrook
Hemal Purohit
Emulex

Manzar Alam
Barry Barnett
Ralph Geiger
Mike Nolterieke
Marc Stracuzza
Tony Tran

IBM Development

Karen Lawrence
Linda Robinson
Alfred Schwab
IBM ITSO

Richard Mancini
Shekhar Mishra
Michael Talplacido
IBM Marketing

Glenn Sullivan
IBM Storage

Preface

Xi



Additional thanks goes to the following authors who wrote IBM BladeCenter
Virtual Fabric Solutions, REDP-4673, on which this book is partially based:

Tom Boucher
Scott Lorditch
Mark McCool
David Watts

Now you can become a published author, too!

Here's an opportunity to spotlight your skills, grow your career, and become a
published author—all at the same time! Join an ITSO residency project and help
write a book in your area of expertise, while honing your experience using
leading-edge technologies. Your efforts will help to increase product acceptance
and customer satisfaction, as you expand your network of technical contacts and
relationships. Residencies run from two to six weeks in length, and you can
participate either in person or as a remote resident working from your home
base.

Find out more about the residency program, browse the residency index, and
apply online at:

ibm.com/redbooks/residencies.html

Comments welcome

Xii

Your comments are important to us!

We want our books to be as helpful as possible. Send us your comments about

this book or other IBM Redbooks publications in one of the following ways:

» Use the online Contact us review Redbooks form found at:
ibm.com/redbooks

» Send your comments in an email to:
redbooks@us.ibm.com

» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. HYTD Mail Station P099

2455 South Road

Poughkeepsie, NY 12601-5400

IBM BladeCenter Virtual Fabric Solutions


http://www.redbooks.ibm.com/residencies.html
http://www.redbooks.ibm.com/residencies.html
http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/
http://www.redbooks.ibm.com/contacts.html

Stay connected to IBM Redbooks

» Find us on Facebook:
http://www.facebook.com/IBMRedbooks

» Follow us on Twitter:
http://twitter.com/ibmredbooks

» Look for us on Linkedin:
http://www.Tinkedin.com/groups?home=8&gid=2130806

» Explore new Redbooks publications, residencies, and workshops with the
IBM Redbooks weekly newsletter:

https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?0penForm
» Stay current on recent Redbooks publications with RSS Feeds:

http://www.redbooks.ibm.com/rss.html

Preface  xiii


http://www.facebook.com/IBMRedbooks
http://twitter.com/ibmredbooks
http://www.linkedin.com/groups?home=&gid=2130806
https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?OpenForm
https://www.redbooks.ibm.com/Redbooks.nsf/subscribe?OpenForm
http://www.redbooks.ibm.com/rss.html

Xiv IBM BladeCenter Virtual Fabric Solutions



Part 1

Introduction to
Virtual Fabric
solutions

This part provides an introduction to the concepts in this book. It includes the
following chapters:

» Chapter 1, “Overview of virtual network interface controllers” on page 3
» Chapter 2, “Converged fabrics: FCoE and iSCSI capabilities” on page 11

© Copyright IBM Corp. 2012. All rights reserved.
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Overview of virtual network
interface controllers

This chapter provides an overview of virtualization technologies, virtual network
interface controllers (vNICs), and their modes: IBM Virtual Fabric Mode and
Switch Independent Mode. It also highlights the support of BladeCenter Open
Fabric Manager Advanced as it relates to deployment of the Emulex and
Broadcom 2-port 10Gb Virtual Fabric Adapters when configured for Switch
Independent Mode of operation.

This chapter includes the following sections:

Overview of virtualization technologies
Overview of virtual NICs

vNIC modes

Mode comparison

Mode selection

BladeCenter Open Fabric Manager Advanced

vVvyYvyvyYYyypy
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1.1 Overview of virtualization technologies

4

The deployment of server virtualization technologies in data centers requires
significant efforts to provide sufficient network I/O bandwidth (or speed) to satisfy
the demand of virtualized applications and services. For example, every
virtualized system can host several dozen network applications and services,
and each of these services requires a certain bandwidth to function properly.
Furthermore, because of different network traffic patterns relevant to different
service types, these traffic flows might interfere with each other. This interference
can lead to serious network problems, including the inability of the service to
perform its functions.

Providing sufficient bandwidth and isolation to virtualized applications in a

1 Gbps network infrastructure might be challenging for blade-based deployments
where the number of physical I/O ports per blade is limited. For example, of the
maximum of eight physical ports per blade, at least two ports are usually used to
connect to external storage. Therefore, only six 1-Gbps Ethernet ports are
available, with a total network bandwidth of 6 Gb per blade for Gigabit Ethernet
infrastructures, leaving no room for future growth.

In addition, traffic flows are isolated on a physical port basis. Also the bandwidth
per interface is static with a maximum bandwidth of 1 Gb per flow, thus limiting
the flexibility of bandwidth usage. IBM BladeCenter Virtual Fabric solutions
address these issues by increasing the number of available Ethernet ports and
providing more flexibility in allocating the available bandwidth to meet specific
application requirements.

The BladeCenter Virtual Fabric solutions implement vNICs. These solutions are
based on the IBM BladeCenter H chassis with a 10 Gbps Converged Enhanced
Ethernet (CEE) switch infrastructure and 10 Gbps Virtual Fabric Adapters
installed in each blade server.

The basic concept of the BladeCenter Virtual Fabric solution is to take the two
10-Gbps ports that are on a 10 Gbps Virtual Fabric Adapter and split them into
eight vNICs. With this configuration, each vNIC or virtual channel can be
between 100 MB and 10 Gb in increments of 100 MB. This way, the total of all
eight vNICs does not exceed the 20 Gb total that the two 10-Gbps ports offer.
The separation of the virtual channels continues into the switch module by using
virtual local area network (VLAN) tagging to identify the various data streams.

IBM BladeCenter Virtual Fabric Solutions



1.2 Overview of virtual NICs

A network interface controller (NIC) is a component in a blade server that allows
the server to be connected to a network. The NIC provides the physical point of
connection and the internal software for encoding and decoding network packets.

With the introduction of Virtual Fabric in 2009, IBM, Emulex, and BNT® (now
known as IBM System Networking) established the new vNIC feature. vNIC
enables virtualization of the physical interface. Rather than eight physical
connections between the adapter and the switch, there are two 10-Gbps
interfaces to two separate switch modules. Also, each 10 Gbps interface can
appear to the operating system as four separate physical interfaces.

Tip: The vNIC concept described here is associated with the physical port. Do
not confuse it with the concept of virtualization within a hypervisor-based
operating system that provides virtual I/O interfaces to the virtual machines.

Splitting up a single interface into four interfaces is achieved by following the
Peripheral Component Interconnect Express (PCle) standard of the PCI device
ID. Although not a new standard, each device can have one ID, and that device
can have eight functions. Many dual- or quad-port Ethernet or Fibre Channel
Adapters also have a single application-specific integrated circuit (ASIC) chip, but
the physical interfaces are iterated as a function. Therefore, in a sense, the
Virtual Fabric Adapter has virtualized Layer 1 of the open systems
interconnection (OSI) model, by virtualizing the physical interface.

Virtualizing the NIC helps to resolve issues that are caused by limited NIC slot
availability. By virtualizing a 10 Gbps NIC, its resources can be divided into
multiple logical instances or vNICs. Each vNIC appears as a regular,
independent NIC to the server operating system or hypervisor, with each vNIC
using a portion of the overall bandwidth of the physical NIC. For example, a NIC
partition with a maximum bandwidth of 4 Gbps appears to the host applications
as a physically distinct 4 Gbps Ethernet adapter.

The vNIC partitions provide traffic forwarding and port isolation based on the
destination MAC address, the VLAN tag, or both. It does not provide bridging
functions, either within a partition or across partitions.

Chapter 1. Overview of virtual network interface controllers 5



1

.3 VNIC modes

Two operational modes are available. They depend on the type of 10 Gbps
expansion card installed in the server and the type of 10 Gbps switch installed in

the BladeCenter chassis:
» |BM Virtual Fabric Mode

IBM Virtual Fabric Mode can be enabled on the combinations listed in

Table 1-1.

Table 1-1 Supported combinations using IBM Virtual Fabric Mode (vNIC or vNIC 1 mode)

Supported adapters

Supported switch:
BNT Virtual Fabric 10Gb
Switch Module

Emulex 10GbE Virtual Fabric Adapter, 49Y4235q Supported
Emulex 10GbE Virtual Fabric Adapter Advanced, 49Y4275 Supported
Emulex 10GbE Virtual Fabric Adapter Il, 90Y3550 Supported
Emulex 10GbE Virtual Fabric Adapter Il Advanced, 90Y3566 Supported
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In this configuration, each blade server has up to 20 Gb of available network
bandwidth (two 10 Gbps ports). In addition, each blade server can split this
bandwidth among up to eight vNICs, starting at either 100 MB or 1 Gb
(adapter-dependent), and up to a maximum of 10 Gb per one vNIC channel
with 100 Mbps increments.

Channel bandwidth is configured in the IBM System Networking BNT Virtual
Fabric Switch for each port and passed to each of the Virtual Fabric Adapters.
Dynamic bandwidth support allows the channel bandwidth to be increased or
decreased under the control of the Virtual Fabric Switch without resetting the
Virtual Fabric Adapter. Also, this mode supports bidirectional bandwidth
control. Both the server outbound virtual channel bandwidth limits are
enforced by the Virtual Fabric Adapter, and the inbound virtual channel
bandwidth limits are enforced by Virtual Fabric Switch. By using NIC teaming
at the Virtual Fabric Adapter, an individual vNIC channel can fail over without
impacting other vNIC channels on the same physical link.

Switch Independent Mode

As the name suggests, Switch Independent Mode is more independent of the
switch module used and can be enabled on the combinations listed in
Table 1-2 on page 7.

IBM BladeCenter Virtual Fabric Solutions




Table 1-2 Supported combinations using Switch Independent Mode (vNIC 2 mode)

Supported switches

BNT Virtual Cisco Nexus Brocade
Supported adapters Fabric 10Gb 40011 Switch | Converged
Switch Module | Module 10GbE Switch
Module
Emulex 10GbE Virtual Fabric Adapter, 49Y4235 Not supported Not supported | Not supported
Emulex 10GbE Virtual Fabric Adapter Advanced, | Not supported Not supported | Not supported
49Y4275
Emulex 10GbE Virtual Fabric Adapter 1l, 90Y3550 | Supported Supported Supported
Emulex 10GbE Virtual Fabric Adapter Il Supported Supported Supported
Advanced, 90Y3566
Broadcom 2-port 10Gb Virtual Fabric Adapter, Supported Supported Supported

81Y3133

Switch Independent Mode extends the IEEE 802.1q VLAN domains in the
network infrastructure to specific virtual channels at each server. Up to
8 channels can be configured for each Virtual Fabric Adapter, with outbound

bandwidths per channel from 100 Mb to 10 Gb in 100 Mb increments. In the

release of an upcoming version of BladeCenter Open Fabric Manager, the
channel bandwidth can be configured by using the adapter utility. Inbound
channel bandwidth constraints (for example, from the switch to the Virtual
Fabric Adapter) are not required.

Combining the Emulex 10GbE Virtual Fabric Adapter Il and the BNT Virtual Fabric
10Gb Switch Module supports both modes. The actual mode that is used is
specified in the Unified Extensible Firmware Interface (UEFI) menu of the adapter.

With either mode, the integrated Gigabit Ethernet ports on the blade servers are
still available, connecting to 1 Gbps Ethernet switches installed in bays 1 and 2 of
the chassis. A CIOv expansion card in the blade servers and I/0O modules in bays
3 and 4 of the BladeCenter H chassis are now added. Therefore, additional

network ports or storage ports can be made available to applications for more

expansion capabilities.

The combination of the integrated Gigabit Ethernet ports, the CIOv expansion
card, and the eight vNICs of the Virtual Fabric Adapter means that up to 12 1/0

ports are available to each blade in the chassis.
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For more information about supported configurations, see the BladeCenter
Interoperability Guide (BIG) at:

http://www.ibm.com/support/entry/portal/docdisplay?brand=5000020&1ndoci

d=MIGR-5073016

1.4 Mode comparison

Table 1-3 compares IBM Virtual Fabric Mode and Switch Independent Mode.

Table 1-3 Comparison of modes

IBM Virtual Fabric Mode

Switch Independent Mode

limit per virtual channel

Number of virtual channels | 4 4

per physical 10 Gbps port

Total number of virtual 8 8

channels per adapter

Minimum virtual channel » Emulex 10 Gbps Virtual Fabric 100 MB

bandwidth (can also be set Adapter: 100 Mb?

to 0 to disable the channel) | » Emulex 10 Gbps Virtual Fabric
Adapter Il: 100 Mb

Server-to-switch bandwidth | Yes Yes

limit per virtual channel

Switch-to-serverbandwidth | Yes No

Supported expansion cards

» Emulex 10GbE Virtual Fabric
Adapter

» Emulex 10GbE Virtual Fabric
Adapter Il

» Emulex 10GbE Virtual Fabric
Adapter Il

» Broadcom 2-port 10Gb Virtual
Fabric Adapter

Supported switches

» BNT Virtual Fabric 10Gb Switch
Module

» BNT Virtual Fabric 10Gb Switch
Module

» Cisco Nexus 40011 Switch
Module

» Brocade Converged 10GbE
Switch Module

Number of unique
customer VLANS per virtual
channel

Maximum allowed by applications

Varies by adapter

» Emulex Virtual Fabric Adapter:
128 VLANS (4 channels)

» Broadcom Virtual Fabric
Adapter: Maximum allowed by
applications
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IBM Virtual Fabric Mode

Switch Independent Mode

IEEE 802.1g VLAN tagging | Optional Required
VLAN trunking on switch Not supported Supported
uplinks

Isolated NIC teaming Supported Not supported

failover per vNIC channel

iSCSI support: Hardware

» Emulex Virtual Fabric Adapter I:

» Broadcom Virtual Fabric

initiator Yes Adapter: No
» Emulex Virtual Fabric Adapter » Emulex Virtual Fabric Adapter II:
II: Yes Yes
iSCSI support: Software Yes Yes
initiator
Fibre Channel over Yes Yes
Ethernet (FCoE) channel
option
Switch stacking Yes Yes (BNT switch only)

Maximum number of virtual
groups per switch

32 (1 per virtual channel)b

» BNT: 1024
» Cisco: 512

a. Support for a minimum bandwidth allocation of 100 Mbps requires BNT Virtual Fabric 10Gb Switch
Module firmware 6.5.3.0 or later and Emulex 10GbE Virtual Fabric Adapter firmware 2.103.269.3x
or later. Otherwise, the minimum allocation is 1 Gbps.

b. One vNIC port per physical port per group.

1.5 Mode selection

Use IBM Virtual Fabric Mode if your network environment has the following
characteristics:

» You have a BNT switch module.

» You do not already implement IEEE 802.1q VLAN tags in your network
infrastructure. For example, you might have implemented multiple IP subnets
with Layer 3 separation among the Layer 2 broadcast domains that are
provided by switches and routers. Servers might have multiple NIC adapters
with attachments to physically separate switches or port-based VLAN groups
to provide Layer 2 separation.

» You implemented VLAN tagging only in the network infrastructure so that the
tagging is transparent to the applications. This implementation requires the
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switches to add and remove VLAN tags, rather than the server applications or
NIC drivers adding and removing them.

» You require overlapping IEEE 802.1q VLANSs per NIC interface. Two (or more)
individual vNICs on a given Virtual Fabric Adapter must not share the VLAN in
either mode.

» You want to implement a solution that takes advantage of Single Root 10
Virtualization (SR-IOV).

Use Switch Independent Mode if your network environment has the following

characteristics:

» You chose to use the Cisco Nexus 40011 Switch Module in your BladeCenter
H or HT chassis.

» You want to implement some of the advanced Layer 2 or Layer 3 IBM System
Networking BNT switch features that are not available in IBM Virtual Fabric
Mode.

» You want to implement the Broadcom 2-port 10Gb Virtual Fabric Adapter to
maintain driver compatibility with the base 1 Gbps NIC cards.

» You want to trunk more than 1 VLAN per external port.

1.6 BladeCenter Open Fabric Manager Advanced

10

IBM plans to update BladeCenter Open Fabric Manager Advanced to support the
deployment of Emulex and Broadcom 2-port 10Gb Virtual Fabric Adapters when
configured for Switch Independent Mode of operation. After this update, you can
configure the Virtual Fabric Adapters across multiple chassis from a central
control point. Advanced BladeCenter Open Fabric Manager pushes the
parameters to a BladeCenter Open Fabric Manager instance that is within the
BladeCenter advanced management module (AMM) in each chassis. In turn, the
AMM pushes the parameters to the Virtual Fabric Adapter on each blade. You
can configure the channel bandwidth from the Templates panel for the vNIC
ports.

You must still perform the VLAN configuration in the blade application drivers and
the corresponding switch configuration as described in Part 3, “Switch
Independent Mode” on page 153.
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Converged fabrics: FCoE
and iSCSI capabilities

Fibre Channel over Ethernet (FCoE) is a method of sending Fibre Channel (FC)
frames directly over an Ethernet network. It relies on a new Ethernet transport
with extensions that provide lossless transmission of storage data. Switches that
support FCoE are required. Some switches require a license update to support
FCoE.

With an Internet Small Computer System Interface (iSCSI) network, you can use
an existing traditional Ethernet networking infrastructure, reducing the costs for
specialized storage area networking devices, software, and licenses. iISCSI has a
head start for many businesses because it already has a stable network
infrastructure in place. iSCSI uses the reliable TCP protocol to transport SCSI I/O
commands over a network, providing block-level data access without the
necessity for specialized hardware requirements. It can also operate with various
peripheral devices.

This chapter includes the following sections:

» Fibre Channel over Ethernet protocol stack
» iSCSI
» iSCSI versus FCoE

© Copyright IBM Corp. 2012. All rights reserved. 11



2.1 Fibre Channel over Ethernet protocol stack

12

FCoE assumes the existence of a lossless Ethernet, such as one that
implements the Data Center Bridging (DCB) extensions to Ethernet. This section
highlights, at a high level, the concepts of FCoE as defined in FC-BB-5. The BNT
supports FCoE with updated firmware. The Cisco 4001 supports FCoE with a
license upgrade.

The basic notion of FCoE is that the upper layers of FC are mapped onto
Ethernet, as shown in Figure 2-1. The upper layer protocols and services of FC
remain the same in an FCoE deployment. Zoning, fabric services, and similar
services still exist with FCoE.

Fibre Channel FCoE
Protocol Stack Protocol Stack
FC-4 FC-4
FC-3 FC-3
FC-2v FC-2v
FC-2M

FCoE Entity
FC-2P
FC-1 Ethernet MAC
FC-0 Ethernet PHY

Figure 2-1 FCoE protocol mapping

The difference is that the lower layers of FC are replaced by lossless Ethernet,
which also implies that FC concepts, such as port types and lower-layer
initialization protocols, must be replaced by new constructs in FCoE. Such
mappings are defined by the FC-BB-5 standard and are briefly addressed here.

IBM BladeCenter Virtual Fabric Solutions



Figure 2-2 shows another perspective on FCoE layering compared to other
storage networking technologies. In this figure, FC and FCoE layers are shown
with other storage networking protocols, including iSCSI.
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Figure 2-2 Storage Network Protocol Layering
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Based on this protocol structure, Figure 2-3 shows a conceptual view of an FCoE
frame.

Ethernet Frame, Ethertype = FCoE=8906h
/—I Same as a physical FC frame

J i
1 FC Payload

\_| Control information: version, ordered sets (SOF, EOF)

Figure 2-3 Conceptual view of an FCoE frame
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2.2 iSCSI

The iSCSI protocol allows for longer distances between a server and its storage
when compared to the traditionally restrictive parallel SCSI solutions or the
newer serial-attached SCSI (SAS). iSCSI technology can use a hardware
initiator, such as a host bus adapter (HBA), or a software initiator to issue
requests to target devices. Within iSCSI storage terminology, the initiator is
typically known as a client, and the target is the storage device. The iSCSI
protocol encapsulates SCSI commands into protocol data units (PDUs) within
the TCP/IP protocol and then transports them over the network to the target
device. The disk is presented locally to the client as shown in Figure 2-4.

TCP Connection

iSCSI Target

iSCSI Initiator

Figure 2-4 iSCSI architecture overview
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The iSCSI protocol is a transport for SCSI over TCP/IP. Figure 2-2 on page 13
illustrates a protocol stack comparison between Fibre Channel and iSCSI. iSCSI
provides block-level access to storage, as does Fibre Channel, but uses TCP/IP
over Ethernet instead of Fibre Channel protocol. iSCSI is defined in RFC 3720,
which you can find at:

http://www.ietf.org/rfc/rfc3720.txt

iSCSI uses Ethernet-based TCP/IP rather than a dedicated (and different)
storage area network (SAN) technology. Therefore, it is attractive for its relative
simplicity and usage of widely available Ethernet skills. Its chief limitations are
the relatively lower speeds of Ethernet compared to Fibre Channel and the extra
TCP/IP encapsulation required. With lossless 10 Gbps Ethernet now becoming
available, the attractiveness of iSCSI is expected to grow rapidly. TCP/IP
encapsulation will still be used, but 10 Gbps Ethernet speeds will dramatically
increase the appeal of iISCSI.

2.3 iSCSI versus FCoE

The section highlights the similarities and differences between iSCSI and FCoE.
However, in most cases, considerations other than purely technical ones will
influence your decision in choosing one over the other.

2.3.1 Key similarities

iSCSI and FCoE have the following similarities:

» Both protocols are block-oriented storage protocols. That is, the file system
logic for accessing storage with either of them is on the computer where the
initiator is, not on the storage hardware. Therefore, they are both different
from typical network-attached storage (NAS) technologies, which are file
oriented.

» Both protocols implement Ethernet-attached storage.

» Both protocols can be implemented in hardware, which is detected by the
operating system of the host as an HBA.

» Both protocols can use the Converged Enhanced Ethernet (CEE), also
referred to as Data Center Bridging), standards to deliver “lossless” traffic
over Ethernet.

» Both protocols are alternatives to traditional FC storage and FC SANSs.

Chapter 2. Converged fabrics: FCoE and iSCSI capabilites 15


http://www.ietf.org/rfc/rfc3720.txt

2.3.2 Key differences
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iISCSI and FCoE have the following differences:

>

iISCSI uses TCP/IP as its transport, and FCoE uses Ethernet. iSCSI can use
media other than Ethernet, such as InfiniBand, and iSCSI can use Layer 3
routing in an IP network.

Numerous vendors provide local iISCSI storage targets, some of which also
support Fibre Channel and other storage technologies. Relatively few native
FCoE targets are available at this time, which might allow iSCSI to be
implemented at a lower overall capital cost.

FCoE requires a gateway function, usually called a Fibre Channel Forwarder
(FCF), which allows FCoE access to traditional FC-attached storage. This
approach allows FCoE and traditional FC storage access to coexist either as
a long-term approach or as part of a migration.

iISCSI-to-FC gateways exist but are not required when a storage device is
used that can accept iSCSI traffic directly. The DS5300 that we used in our
tests for this book is one such device.

Except in the case of a local FCoE storage target, the last leg of the
connection uses FC to reach the storage. FC uses 8b/10b encoding, which
means that, sending 8 bits of data requires a transmission of 10 bits over the
wire or 25% payload that is transmitted over the network to prevent corruption
of the data. The 10 Gbps Ethernet uses 64b/66b encoding, which has a far
smaller payload.

iISCSI includes IP headers and Ethernet (or other media) headers with every
frame, which adds payload.

The largest payload that can be sent in an FCoE frame is 2112. iSCSI can
use jumbo frame support on Ethernet and send 9K or more in a single frame.

iISCSI has been on the market for several years longer than FCoE. Therefore,
the iSCSI standards are more mature than FCoE.

Perhaps because of the relative immaturity of FCoE, in our testing, we had
more difficulty with FCOE. The implementation times were longer.
Troubleshooting FCoE end-to-end requires Ethernet networking skills and FC
SAN skills.
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Part 2

IBM Virtual Fabric
Mode

This part provides product and implementation details for the IBM Virtual Fabric
Mode. This part includes the following chapters:

»

»
»
»

Chapter 3, “Solution architecture” on page 19
Chapter 4, “Supported products” on page 31
Chapter 5, “Configuring the components” on page 51
Chapter 6, “Usage scenarios” on page 103
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Solution architecture

The Virtual Fabric architecture is based on a virtual channel concept. This
architecture depends upon both the Ethernet adapter and the Ethernet switch
that are used to provide separation of the virtual channels on the shared 10 Gbps
link. This chapter introduces the technology and architecture of IBM Virtual
Fabric Mode.

This chapter includes the following sections:

» Overview
» Architecture
» Planning considerations

© Copyright IBM Corp. 2012. All rights reserved. 19



3.1 Overview

As described in 1.2, “Overview of virtual NICs” on page 5, a single 10 Gbps link
can be partitioned into up to four separate virtual channels. Each channel can be
assigned a specified bandwidth. Traffic separation is maintained among the

channels.

The IBM Virtual Fabric Mode, with the Emulex 10GbE Virtual Fabric Adapter and
the BNT Virtual Fabric 10Gb Switch Module, uses a double virtual local area
network (VLAN) tagging scheme. By using this scheme, IBM Virtual Fabric Mode
maintains separation of the virtual channels on the shared 10 Gbps link.

Figure 3-1 shows an example of an implementation of IBM Virtual Fabric Mode
and the VLAN tagging that is employed.

Virtual Fabric Mode Overview

VFA removes outer tag on VFA or VFS inserts outer

frame egress tag for vSwitch Group

I él:l:l llllllll
Emulexl \
10G II:l:l:l
VFA
I lorll | 2
Customer
VLAN tag 10G Link

\EI:IEI:I:I

Emulex |:|:|:|
10G

I I
VFA
o Y L O o o i [

10G Link

BNT 10G
VFS

Note: Inner tag denotes customer VLAN (optional)

VFS removes outer tag on
frame egress

/

[ I

Figure 3-1 Overview of IBM Virtual Fabric Mode
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The Virtual Fabric Adapter applies a unique outer tag to the packets. By using
this tag, the switch can correctly handle the inbound frames and forward them to
the appropriate subset of ports. Likewise, the switch applies a corresponding
outer tag on all packets that are received from the network infrastructure by using
the uplink ports. The switch also ensures that these packets are sent only to
Virtual Fabric Adapters that are members of the corresponding virtual network
interface controller (vNIC) group. By using this double tag scheme, the VLANs
can be tunneled through the Virtual Fabric Adapter and the switch. Clients do not
need to make any concessions in regard to their existing network infrastructure
Layer 2 networking scheme.

Configuration is provided through the switch user interfaces. Parameters are
passed to the adapter by the switch. Channel bandwidth is dynamic in that it can
be changed (from the switch) without resetting the Virtual Fabric Adapter.

The Virtual Fabric Adapter enforces bandwidth limits for each virtual channel.
The Virtual Fabric Switch enforces the same virtual channel bandwidth limits on
traffic that is flowing to the server.

Bandwidth allocation and metering is controlled by the Virtual Fabric Switch. In
cases when outgoing traffic flow for a particular vNIC exceeds established
bandwidth limits, the switch might drop packets to maintain the traffic below the
configured thresholds.

To isolate vNIC traffic flows from each other, vNICs can be assigned to vNIC
logical groups (or vSwitches) that behave as independent switches inside the
Virtual Fabric Switch. That is, vNICs in the same group can communicate with
each other, but vNICs in different groups cannot communicate with each other.
This vSwitch group ID is appended as an outer VLAN tag by the Virtual Fabric
Switch or the Virtual Fabric Adapter. In addition, to external or internal switch
ports, external trunks can also be assigned to a particular vNIC group to isolate
upstream connections.

The Virtual Fabric Adapter must be in vNIC mode to support the IBM Virtual
Fabric Mode solution. vNIC mode is the default mode of operations for the Virtual
Fabric Adapter. In such a configuration, each physical port on the Virtual Fabric
Adapter is divided into four virtual vNICs that are visible by the operating system
as independent Ethernet controllers. The Virtual Fabric Switch recognizes the
vNICs and manages and isolates network traffic flows between them.

The BNT Virtual Fabric 10Gb Switch Module disables several Layer 2 and
Layer 3 switch functions when supporting the IBM Virtual Fabric Mode. For
example, ACL filters, IBM VMready®, Layer 2 spanning tree, and Layer 3 routing
are some functions that are not supported with Virtual Fabric Mode operation.
These functions are disabled at the port level, but not for the entire switch. For
example, you cannot configure vNIC and VMready on the same switch port
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(blade server), but you can configure them on different ports on the same switch
module.

Switch Independent Mode: These restrictions do not apply to Switch
Independent Mode, as described in Chapter 7, “Solution architecture” on
page 155.

The IBM System Networking switch supports stacking for both IBM Virtual Fabric
Mode and Switch Independent Mode.

3.2 Architecture

Figure 3-2 provides a general view of the vNIC solution architecture and offers an
example of configuring the vNICs to have different bandwidth values.

a . . . — <
Components and connectivity inside =1 S 3] 5
the IBM BladeCenter H chassis @ | @ @j o

olofole
J I I |
BNT Virtual
Fabric Switch (Bay 7)
*..Blade Server 14 [*..
1 INT1.3
Y ——— INT14
Blade Server 1 on-Board 1GbE
[ ]
Clov O ]
FC Expansion Card —> L= ] e B
Virtual Fabric Adapter vowiens EXT
EXT8
VNIC3
S INT14.3 vSwitch4 ——_1 EXTS
INT14.4 ——] EXT10
|
CFFh VNIC3
— e BNT Virtual
H .-. - Fabric Switch (Bay 9)
INT1.3
{INTL.4
Legend -
Standard 1/O bays connections : »
C—1 vNIC virtual connections vowtens
@ External physical trunks
':l vSwitch virtual trunk connections s youen
Mid-Plane

Figure 3-2 BladeCenter Virtual Fabric vNIC solution
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The colors represent different virtual port groups to isolate traffic flows for
different services and applications. The thickness of each link represents the
proportional amount of assigned bandwidth for the particular traffic flow.

The Virtual Fabric architecture provides the capability to subdivide a single
10 Gbps link into up to four virtual channels.

Trunk failover is supported on a per-vNIC basis, so that you can set up NIC
teaming in a failover mode for vNICs. If an external trunk or uplink failure occurs,
the switch shuts down only those vNICs that belong to the same vNIC group as
the failed external trunk. However, other vNICs on the same physical NIC (pNIC)
port are untouched and continue to perform their functions.

vNICs are configured on the BNT Virtual Fabric 10Gb Switch Module by dividing
internal Virtual Fabric Switch ports into subinterfaces (or logical ports). Each
internal interface of the Virtual Fabric Switch can be divided into up to four vNICs.
They maintain strict one-to-one mapping to vNICs on the Virtual Fabric Adapter
to a logical vSwitch group within the switch and the corresponding uplink ports.

Table 3-1 is a vNIC mapping for Virtual Fabric Adapter and Virtual Fabric Switch,
in addition to vNIC identification data, to differentiate vNICs on the host operating
system (VNIC Peripheral Component Interconnect Express (PCle) function ID).

Table 3-1 vNIC mappings and identification

VvNIC PCle Virtual Fabric | Virtual Fabric | vNIC number | vNIC ID?
function ID Adapter port Switch bay
number number

0 0 7 1 INTx.1
2 0 7 2 INTx.2
4 0 7 3 INTx.3
6 0 7 4 INTx.4
1 1 9 1 INTx.1
3 1 9 2 INTx.2
5 1 9 3 INTx.3
7 1 9 4 INTx.4

a. AvNIC ID of x, where xis 1 - 14, represents the Virtual Fabric Switch internal port
number to which the Virtual Fabric Adapter physical port is connected.
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This function has the following general characteristics:

»

»

Each server pNIC port is divided into up to four vNICs.

Operating system configurations detect eight unique NICs (2 ports x
4 vNICs).

All vNIC parameters are configured from the Virtual Fabric Switch user
interface.

The Data Center Bridging Exchange (DCBX) protocol is used between the
switch and NIC to convey configuration information.

The user enables vNICs and allocates the bandwidth.

The allowable vNIC bandwidth range is 100 Mbps or 1 Gbps to 10 Gbps
(Virtual Fabric Adapter model dependent):

¢ The increments are 100 Mbps.
¢ The default bandwidth setting is 2.5 Gbps.
¢ The sum of all four vNICs cannot exceed 10 Gbps.

Virtual Fabric Switch-to-server bandwidth does metering on a per vNIC
per port basis.

Server-to-Virtual Fabric Switch bandwidth does metering on a per-vNIC
basis.

The user assigns vNICs and, optionally, uplinks to vNIC groups:

Groups serve to isolate virtual NIC traffic that flows on the same physical
port:

¢ Existing VLANs within the client network are not affected.

* No forwarding occurs between uplinks that are assigned to vNIC
groups.

e Up to 32 vNIC groups are supported per Virtual Fabric Switch.
* An uplink (port or trunk) can belong to only one vNIC group.
* A server port (pNIC or vNIC) can belong to only one vNIC group.

The failover mechanism is virtual port aware.

Concurrency has the following key rules:
» VNIC and VMready

VMready is a unique function that enables the network to be virtual machine
aware. The network can be configured and managed at the virtual port (vport)
level, rather than just the physical port level.

Some ancillary functions of VMready that come with vCenter integration work
with the Virtual Fabric Adapter in either pNIC or vNIC mode. Running the
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Virtual Fabric Adapter in pNIC mode and running VMready are supported
concurrently.

For the latest information, check the latest release notes of the BNT Virtual
Fabric 10Gb Switch Module firmware at:

http://www.ibm.com/support/fixcentral
» VNIC and switch stacking

A stack is a group of BNT Virtual Fabric 10Gb Switch Modules that work
together as a unified system and, therefore, is managed as a single entity.

The network views the stack as a single switch entity, and the stack can be
accessed and managed as a whole by using standard switch IP interfaces.
After the stacking links are established, the number of ports that are available
in a stack is equal to the total number of remaining ports of all the switches
that are part of the stack. The numbers of available IP interfaces, VLANS,
trunks, trunk links, and other switch attributes are not aggregated among the
switches in a stack. The totals for the stack as a whole are the same as for
any single switch that is configured in stand-alone mode.

The BNT Virtual Fabric Switch supports stacking and Virtual Fabric Mode at
the same time with the most recent firmware.

3.2.1 Fibre Channel over Ethernet architecture

A Fibre Channel over Ethernet (FCoE) network, in general, contains servers,
lossless Ethernet (DCB-capable) switches, Fibre Channel Forwarders (FCFs)
that provide Fibre Channel (FC) fabric services, and storage devices. A
traditional FC network might or might not be present. However, in practice, in
deployments for the first several years of FCoE, a traditional FC is likely to almost
always be present.
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Converged Network Adapters

Beginning with the server, Figure 3-3 illustrates a converged network adapter
(CNA) in a server.

Ethernet Switches

e Ethernet
Switch
N r—— Fibre Channel @

— | Switch

Fibre Channel Switches

Separate SAN and LAN Separate Ethernet and FC Adapters and Switches
Server FCoE-attached
storage
CNA O—r P —— I
o) ) I re—— N
| O] g |
DCB-capable FCoE Forwarder
Ethernet Switches (FCF)

FC ports are optional on FCF;
FC SAN is not required in general

FCoE Network Converged Network Adapter handles both FC and Ethernet traffic

Figure 3-3 Converged Network Adapter (CNA) in a server

In a traditional SAN or LAN environment, the server might have an Ethernet
adapter for data traffic and an FC HBA for storage traffic. With FCoE, those two
adapters are replaced with a CNA that services both protocol stacks. A single
cable from the CNA connects to a lossless Ethernet switch, which (eventually)
provides connectivity to an FCF and storage devices.

This consolidation of network adapters, cables, and intermediate switches
(DCB-capable Ethernet switches that replace at least some of the intermediate
FC switches) provides much of the motivation for FCoE. The reduction in
equipment, power, and maintenance costs is anticipated (or at least hoped) to be
significant over some time.
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Storage devices in an FCoE network might also have CNAs. Few storage
devices are implementing them now. Initial deployments typically assume that
the storage might remain attached to the traditional FC network in the beginning.
Over time as FCoE matures, more storage devices might be expected to support
FCoE directly.

3.2.2 Internet Small Computer System Interface architecture

Figure 3-4 gives a conceptual overview of the Internet Small Computer System
Interface (iISCSI) protocol layers. As the diagram illustrates, the iSCSI solution
requires an initiator (host), a target (generally a storage device), and a carrier

network.
iSCSI Architecture Layers

. " SCsIT

iISCSI Initiator CDB Generic Format iISCSI Target
P —1 <<

| sCsI Cmd/Status/Data | SCSI Opcode | sCsI Cmd/Status/Data |
1= cp - Logical Block ' {CDB | :
e —— A ddross =—! scsl

Cmd Parameters

Transfer Length

Control Info

>

Figure 3-4 iSCSI protocol layers

As mentioned previously, the iISCSI protocol use the TCP/IP protocol to transport
iSCSI protocol data units (PDUs), which are the most basic forms of message
exchange between the host and the storage controller. The PDU transports both
information and SCSI command descriptor blocks (CDBs) between the initiator
and target. There, they receive the required data and response, which in turn
might require a reply. The PDU also provides ordering and control information.
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TCP/IP was chosen for the following reasons:

» ltis field proven.

» |t can reliably traverse almost any physical network media.
» It can deliver almost error free data that is in order.

» It provides congestion control.

» It acknowledges packets that are received and resends unacknowledged
packets.

» The benefits outweighed the use of alternative protocols.
» iSCSI supports SCSI-3 command sets.

Figure 3-5 shows the makeup of an iISCSI PDU and its place within the Ethernet
frame.

iSCSI PDU, which provides order,
control information,
commands, and data

Ethernet header

IP header TCP header iSCSI header iSCSI data Ethernet trailer

k‘; TCP segment data area

<: TCP segment data area

<: IP diagram, which provides IP routing capability for packets to find their way

\VAVAVAL

<

Ethernet frame, which provides physical network capability :>

Figure 3-5 iSCSI encapsulation overview

The PDU consists of an iISCSI header where the data length is specified and
iSCSI data is encapsulated and transported within the TCP/IP packet. A PDU is
not restricted to one TCP segment and can span over more than one TCP
segment. Alternatively, it can have more than one iSCSI PDU in a single TCP
segment data area. Each TCP segment is encapsulated within an IP datagram.
TCPI/IP is responsible for reassembling the TCP segment in the correct order
within the datagram on the target side and for delivering the encapsulation to the
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iISCSI layer in the same order in which it was sent. After arriving at the iISCSI
target or initiator, it is opened, and actual iISCSI data is revealed for storage or
processing.

The iSCSI protocol works effectively over IP networks, without needing to change
the TCP/IP protocol. Figure 3-5 on page 28 shows an overview of iSCSI
encapsulation.

3.3 Planning considerations

When planning a Virtual Fabric solution that uses IBM Virtual Fabric Mode, take
the following considerations into account:

>

>

»

The adapter must operate in vNIC mode.

Up to four vNICs can be configured on each pNIC on the Virtual Fabric
Adapter (a total of eight vNICs on a 2-port Virtual Fabric Adapter).

The default bandwidth to be assigned to a vNIC is 2.5 Gbps, which can be
changed only by configuring the Virtual Fabric Switch.

The maximum bandwidth that can be assigned to a vNIC interface is
10 Gbps.

The minimum bandwidth that can be assigned to a vNIC depends upon the
adapter used:

— Emulex 10GbE Virtual Fabric Adapter: 100 Mb minimum

Support for a minimum bandwidth allocation of 100 Mbps has the following
requirements:

e BNT Virtual Fabric 10-Gb Switch Module firmware
bnt_fw_bcsw_24-10g-6.8.8.0_anyos_noarch or later

For more information, see Fix Central at:
http://www.ibm.com/support/fixcentral

e Emulex 10GbE Virtual Adapters for IBM BladeCenter 4.1.334.47 (a
single flash image that contains firmware and boot code)

For more information, see the Emulex site at:
http://www.emulex.com
Otherwise, the minimum allocation is 1 Gbps.
— Emulex 10GbE Virtual Fabric Adapter 1l: 100 Mb minimum

The sum of the bandwidth allocated for all four vNICs on the same pNIC
cannot exceed 10 Gb.
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» Up to 32 vNIC groups are supported on a Virtual Fabric Switch.

» VNICs on the same Virtual Fabric Adapter must be assigned to separate vNIC
groups at the Virtual Fabric Switch.

» Only one external port or one trunk made up of external ports is allowed per
vNIC group.

» External trunks and ports can belong to, at most, one vNIC group at a time
Trunks and ports are not required to belong to a vNIC group.

» Internal ports not connected to a Virtual Fabric Adapter in vNIC mode can
belong to, at most, one vNIC group at a time.

» Virtual machines (VMs) and other virtual entities that are associated with
vNICs are automatically detected by Virtual Fabric Switch when VMready is
enabled. However, these virtual entities cannot be assigned to any of the
VMready VM groups, because vNIC groups used by vNICs are fully isolated
from other switch entities.

» Currently, BladeCenter Open Fabric Manager is not supported for IBM Virtual
Fabric Mode.

» Each vNIC can accommodate one of the following traffic types: regular
Ethernet, iSCSI, or FCoE.

» For vNICs on the Emulex Virtual Fabric Adapter, iSCSI and FCoE are
mutually exclusive. iISCSI and FCoE cannot be used at the same time.

» In terms of vNIC Bandwidth Metering, FCoE vNIC does not use egress
metering.

Enhanced Transmission Selection (ETS) and priority flow control (PFC) must
be enabled to ensure lossless transmission for FCoE traffic. ETS does traffic
shaping. You can configure a minimum bandwidth for each traffic class, for
example, 40% for FCoE priority 3 and 60% for the Ethernet traffic. FCoE
traffic gets a 40% minimum guaranteed bandwidth. If the Ethernet traffic uses
only 30% bandwidth, FCoE traffic can use 70%. If there is no other Ethernet
traffic, FCoE traffic can use 100%. The FCoE vNIC can use up to 100% of the
bandwidth, with a minimum guaranteed bandwidth of 40%.

» Each vNIC group can contain traffic of one type only: regular Ethernet, iSCSI,
or FCoE. Traffic of different types cannot be mixed within any vNIC group.

» VNICs are not supported simultaneously on the same switch ports as
VMready, nor on the same switch ports as DCBX or FCoE.

Tip: All vNIC parameters are configured on the BNT Virtual Fabric 10Gb
Switch Module.
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Supported products

This chapter describes the products that are used in IBM Virtual Fabric Mode.
This offering consists of the following supported adapters and switch modules:

» Emulex 10GbE Virtual Fabric Adapter and Virtual Fabric Adapter Advanced
for IBM BladeCenter

These adapters are the first generation Emulex Virtual Fabric Adapter cards
for BladeCenter. They are supported only in the IBM Virtual Fabric Mode
offering.

» Emulex 10GbE Virtual Fabric Adapter Il and Virtual Fabric Adapter I
Advanced for IBM BladeCenter

These expansion cards are the second generation Virtual Fabric Adapters
from Emulex. They can be used in IBM Virtual Fabric Mode and in Switch
Independent Mode.

» BNT Virtual Fabric 10Gb Switch Module

This chapter includes the following sections:

» Overview of supported components
Emulex 10Gb Virtual Fabric Adapters
BNT Virtual Fabric 10Gb Switch Module
QLogic Virtual Fabric Extension Module

vYyy
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4.1 Overview of supported components

Table 4-1 list the components that are supported by the IBM Virtual Fabric Mode.

Table 4-1 Solution support matrix for IBM Virtual Fabric Mode in BladeCenter

Description Machine type or Quantity
part number
Chassis
IBM BladeCenter H 8852 Varies
IBM BladeCenter HT 8740/8750 Varies
Blade servers
HS22 7870 Varies
HS22V 7871 Varies
HS232 7875 Varies
HX5 7872 Varies
Virtual Fabric Adapters
Emulex 10GbE Virtual Fabric Adapter 49Y4235 1 per CFFh slot
Emulex 10GbE Virtual Fabric Adapter Il 90Y 3550 1 per CFFh slot
Virtual Fabric Switches
BNT Virtual Fabric 10Gb Switch Module (see 4.3, “BNT 46C7191 1 or 2 per chassis
Virtual Fabric 10Gb Switch Module” on page 39)
QLogic Virtual Fabric Extension Module (see 4.4, “QLogic 46M6172 1 or 2 per chassis
Virtual Fabric Extension Module” on page 47)
External Virtual Fabric Switch connections
Copper-based
Small form-factor pluggable plus (SFP+) Copper Direct 59Y1936 1 per external port
Attach Cable -1 M
SFP+ Copper Direct Attach Cable - 3 M 59Y1940 1 per external port
SFP+ Copper Direct Attach Cable - 7 M 59Y1944 1 per external port
Fiber Optics-based
IBM 10GBase-SR 10GbE 850 nm Fiber SFP+ Transceiver 44W4408 1 per external port
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Description Machine type or Quantity

part number
BLADE 1000Base-SX small form-factor pluggable (SFP) 81Y1622 1 per external port
IBM BNT 1000BASE-T SFP Transceiver 81Y1618 1 per external port

a. An HS23 can have two distinct Emulex cards, each with two ports, and their configurations are
independent of each other. One is on the system board, and the other attaches as a mezzanine

card.

4.2 Emulex 10Gb Virtual Fabric Adapters

You can use two generations of Emulex Virtual Fabric Adapters in IBM Virtual
Fabric Mode:

» First-generation Emulex 10GbE Virtual Fabric Adapter (part number 49Y4235)
and Emulex 10GbE Virtual Fabric Adapter Advanced (part number 49Y4275)

These adapters support IBM Virtual Fabric Mode only. They do not support
Switch Independent Mode.

» The Emulex 10GbE Virtual Fabric Adapter Il (part number 90Y3550) and
Emulex 10GbE Virtual Fabric Adapter Il Advanced (part number 90Y3566)

These adapters support both IBM Virtual Fabric Mode and Switch Independent
Mode. These adapters also support Serial over LAN by using 10 Gbps switches
and support the fechnology preview of SR-IOV on Red Hat Enterprise Linux 6.

The following sections describe the details of these expansion cards.

4.2.1 Emulex 10GbE Virtual Fabric Adapter

The Emulex 10GbE Virtual Fabric Adapter for IBM BladeCenter is a dual-port
10 Gbps Ethernet card. It supports 1 Gbps or 10 Gbps traffic, or up to eight
virtual network interface controller (vNIC) devices. The vNICs are configured to
meet a mix of network connectivity and throughput demands for today’s complex
server application environments. Each physical 10 Gbps port can be divided into
four virtual ports with bandwidth allocation in 100 Mbps increments to a
maximum of 10 Gbps per physical port. The adapter is a CFFh expansion card.
Therefore, it requires switch modules to be installed in I/O bays 7 and 9.

The Emulex 10GbE Virtual Fabric Adapter Advanced supports Fibre Channel
over Ethernet (FCoE) and Internet Small Computer System Interface (iISCSI)
hardware initiator functions. It also supports the features that are available on the
standard card.
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Table 4-2 lists the Emulex 10GbE Virtual Fabric Adapter ordering part numbers
and feature codes.

Table 4-2 Ordering part numbers and feature codes

Description Part Feature
number code

Emulex 10GbE Virtual Fabric Adapter 49Y4235 | 5755
Emulex 10GbE Virtual Fabric Adapter Advanced 49Y4275 | 2435
Emulex 10GbE Virtual Fabric Adapter Advanced Upgrade 49Y4265 | 2436

The Emulex 10GbE Virtual Fabric Adapter has the following features:

» Connection to either 1 Gbps or 10 Gbps data center infrastructure (1 Gbps
and 10 Gbps auto-negotiation)

» PCI Express 2.0 x8 host interface

» |IBM BladeCenter CFFh form factor, which can be combined with a CIOv
expansion card on the same blade server

» Operation as either as an 8-port vNIC or as a 2-port 1/10Gb Ethernet
adapter:

— Virtual port bandwidth allocation in 100 Mbps increments
— Support for up to eight virtual ports

» Wake on LAN support

» Full-duplex (FDX) capability

» Bus-mastering support

» Direct memory access (DMA) support

» Preboot Execution Environment (PXE) support

» IPv4/IPv6 TCP, User Datagram Protocol (UDP) checksum offload

Large send offload (LSO)
Large receive offload
Receive-side scaling (RSS)
IPv4 TCP Chimney Offload

» Virtual local area network (VLAN) insertion and extraction

» Jumbo frames up to 9000 bytes
» Load balancing and failover support

This support includes adapter fault tolerance (AFT), switch fault tolerance
(SFT), adaptive load balancing (ALB), teaming support, and IEEE 802.3ad.
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» Enhanced Ethernet (draft)
— Enhanced Transmission Selection (ETS) (P802.1Qaz)
— Priority-based flow control (PFC) (P802.1Qbb)

— Data Center Bridging Capability Exchange (DCBX) Protocol, CIN-DCBX
and Converged Enhanced Ethernet (CEE) DCBX (P802.1Qaz)

» FCoE and iSCSI support, which is provided by Emulex Virtual Fabric Adapter
Advanced

» Configurable adapter from the BNT Virtual Fabric 10Gb Switch Module, which
is the basis for the IBM Virtual Fabric Mode offering.

The expansion card has two modes of operation:
» Virtual Fabric vNIC (or vNIC) Mode

This mode is the basis for Virtual Fabric functions. In vNIC mode, each
physical port is visible to the blade server as four vNICs. The default
bandwidth for each vNIC is 2.5 Gbps. Bandwidth for each vNIC can be
configured from 1 Gbps to 10 Gbps, in 100 Mbps increments. Total bandwidth
of all vNICs combined cannot exceed 10 Gbps per physical port. vNICs can
also be configured to have zero bandwidth if you must allocate the available
bandwidth to fewer than eight vNICs.

In IBM Virtual Fabric Mode, the expansion card communicates with the BNT
Virtual Fabric 10Gb Switch Module, which provides independent control for
each vNIC.

» Physical NIC (pNIC) Mode

In pNIC mode, the expansion card can operate as a standard 10 Gbps or

1 Gbps, 2-port Ethernet expansion card. In pNIC mode, the expansion card
functions with any supported 10 Gbps switch installed in I/O module bays 7
and 9.

In addition, the Emulex Virtual Fabric Adapter Advanced supports iSCSI

hardware initiator functions on both physical ports. When the ports operate in
pNIC mode, you can use up to two iSCSI hardware initiators. When the ports
are configured in vNIC mode, you can use two iSCSI initiators and six vNICs.

The standard Emulex 10GbE Virtual Fabric Adapter can be upgraded to the
same features as the Emulex 10GbE Virtual Fabric Adapter Advanced with
the addition of the Advanced Upgrade option, part number 49Y4265.

Chapter 4. Supported products 35



Figure 4-1 shows the Emulex 10GbE Virtual Fabric Adapter.

B, ﬂ:

I

I

i

Figure 4-1 Emulex 10GbE Virtual Fabric Adapter
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Figure 4-2 shows the placement of the adapter in an HS22 blade server. The
adapter is installed in the CFFh expansion slot.

Emulex Virtual Fab(c Adapter

Figure 4-2 Emulex Virtual Fabric Adapter placement in HS22 blade server

For more information, see the Emulex 10GbE Virtual Fabric Adapter and Virtual
Fabric Adapter Advanced for IBM BladeCenter, TIPS0748.

4.2.2 Emulex 10GbE Virtual Fabric Adapter Il

Emulex 10GbE Virtual Fabric Adapter Il enhances the existing BladeCenter
Virtual Fabric portfolio. Although its basic features are similar to the original
Emulex 10GbE Virtual Fabric Adapter, Emulex 10GbE Virtual Fabric Adapter Il
provides more flexible vNIC support. In addition to IBM Virtual Fabric Mode, it
supports Switch Independent Mode. Emulex Virtual Fabric Adapter Il Advanced
offers FCoE and iSCSI hardware initiator functions, in addition to the features
that are available on the standard card.
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Figure 4-3 shows Emulex 10GbE Virtual Fabric Adapter II.

Figure 4-3 Emulex 10GbE Virtual Fabric Adapter Il

Table 4-3 lists the part numbers for ordering these expansion cards.

Table 4-3 Part numbers and feature codes for ordering Emulex adapters

Description Part number | Feature code
Emulex Virtual Fabric Adapter Il (CFFh) 90Y3550 A1XG
Emulex Virtual Fabric Adapter Il Advanced (CFFh) 90Y3566 A1XH

Emulex Virtual Fabric Adapter Advanced Upgrade 49Y4265 2436

Tip: Emulex Virtual Fabric Adapter Advanced Upgrade is the same part
number (49Y4265) for both the Emulex 10GbE Virtual Fabric Adapter and the

Emulex 10GbE Virtual Fabric Adapter II.

The original Emulex 10GbE Virtual Fabric Adapter can be configured in pNIC or
vNIC mode. The new Emulex 10GbE Virtual Fabric Adapter Il now offers two

types of vNIC:

» IBM Virtual Fabric Mode, which is the same as vNIC mode on the original

Emulex Virtual Fabric Adapters

In this mode, the Emulex Virtual Fabric Adapter card obtains the vNIC
parameters from the switch by using DCBX. This mode works only with the

BNT Virtual Fabric 10Gb Switch Module.
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» Switch Independent Mode, where the adapter can work with BNT Virtual
Fabric 10Gb Switch Module or the Cisco Nexus 40011 Switch Module

Table 4-4 compares the Emulex 10GbE Virtual Fabric Adapter with the Emulex
10GbE Virtual Fabric Adapter II.

Table 4-4 Feature comparison of Emulex Virtual Fabric Adapters

Function Emulex Virtual Fabric Emulex Virtual Fabric
Adapter Adapter I

pNIC mode Yes Yes

IBM Virtual Fabric Mode Yes Yes

Switch Independent Mode | No Yes

iSCSI hardware initiator

Yes (Advanced?)

Yes (Advanced?)

FCoE Yes (Advanced?) Yes (Advanced?)
Serial over LAN No Yes
High energy efficiency No YesP

a. Available on Emulex Virtual Fabric Adapter Il Advanced or with Advanced

Upgrade.
b. Emulex Virtual Fabric Adapter Il is 20% more energy efficient.

4.3 BNT Virtual Fabric 10Gb Switch Module

The BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter offers the most
bandwidth of any blade switch. This switch module also represents the perfect
migration platform for clients who are still at 1 Gb outside the chassis by
seamlessly integrating in the existing 1 Gbps infrastructure. This switch is the first
10 Gbps switch for IBM BladeCenter that supports converged networking. That
is, it supports the ability to transmit CEE to an FCoE-capable, top-of-rack switch.
This feature is available with firmware release 6.1 and later.

With the CEE and FCoE functions, you can transfer storage, network, Voice over
IP (VoIP), video, and other data over the common Ethernet infrastructure. By
using the QLogic Virtual Fabric Extension Module, clients can achieve FCoE
gateway functionality inside the BladeCenter chassis.

This Redbooks publication concentrates on virtual fabric. The BNT Virtual Fabric
10Gb Switch Module can be used in IBM Virtual Fabric Mode and Switch
Independent Mode. In IBM Virtual Fabric Mode, all vNIC parameter configuration
is performed on the BNT Virtual Fabric 10Gb Switch Module. Therefore, the
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switch module is a key part of the offering. With this offering, clients can form
8 vNICs from one physical NIC and manage them in virtual groups. The switch
module can be managed by using a command-line interface (CLI) or web
browser interface that provides all of the benefits of I/O virtualization at a

10 Gbps speed.

You might have a chassis with multiple servers of which several operate at
1 Gbps, several operate at 10 Gbps, and several transmit converged packets. In
this situation, this single switch can handle all of these workloads and connect to
a 1 Gbps infrastructure, to a 10 Gbps infrastructure, or both.

With the extreme flexibility of the IBM System Networking switch, you can take
advantage of the technologies that are required for multiple environments. For
1 Gbps uplinks, you can benefit from SFP transceivers. For 10 Gbps uplinks, you
can choose SFP+ transceivers (short range or long range for longer distances) or
direct-attached copper (DAC) cables (also known as twinax active cables) for

shorter distances. DAC cables are more cost-effective, use less power, and can
be up to 7 meters in length. They are ideal for connecting chassis, connecting to

a top-of-rack switch, or connecting to an adjacent rack.

Figure 4-4 shows the switch module.

Figure 4-4 BNT Virtual Fabric 10Gb Switch Module
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Table 4-5 lists the part number and feature code to use to order the module.

Table 4-5 BNT Virtual Fabric 10Gb Switch Module part number and feature code

Description Part Feature
number code
BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter | 46C7191 | 1639
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The part number includes the following items:
One BNT Virtual Fabric 10Gb Switch Module

One filler module
BNT user license agreement

Important Notices document
Documentation CD-ROM

vVVvyVvYyVvYVvYYyvYyyYy

Three-meter, mini-USB-to-DB9 serial console cable

BNT Virtual Fabric 10Gb Switch Module Installation Guide

Tip: SFP+ transceivers are not included. You must purchase them separately.

To communicate outside of the chassis, you must have SFP+ transceivers or
SFP+ DAC cables connected. DAC cables have SFP+ transceivers on both ends.
You have the flexibility to expand your bandwidth as preferred, by using anywhere

from one connection up to ten connections per switch.

Table 4-6 lists the part numbers for ordering the SFP+ transceivers, FC cables,

and DAC cables.

Tip: Both 10 Gbps and 1 Gbps SFP+ modules are available for uplink.

Table 4-6 IBM part numbers for ordering SFP+ transceivers, FC cables, and DAC cables

Description Part Feature
number code

10Gb SFP+

IBM 10GBase-SR 10GbE 850 nm Fiber SFP+ Transceiver | 44W4408 4942

BNT SFP+ Transceiver 46C3447 5053

1Gb SFP+

BLADE 1000BASE-T (RJ45) SFP Transceiver 81Y1618 3268

BLADE 1000BASE-SX SFP Transceiver 81Y1622 3269

DAC cables

0.5 m Molex Direct Attach Copper SFP+ Cable 59Y1932 3735

1 m Molex Direct Attach Copper SFP+ Cable 59Y1936 3736

3 m Molex Direct Attach Copper SFP+ Cable 59Y1940 3737

7 m Molex Direct Attach Copper SFP+ Cable 59Y1944 3738
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Description Part Feature
number code

FC cables

3 m Intel Connects Optical Cable 46D0153 3852

10 m Intel Connects Optical Cable 46D0156 3853

30 m Intel Connects Optical Cable 46D0159 3854

Table 4-7 lists additional transceivers and DAC cable options that are available

directly from IBM System Networking.

Table 4-7 BNT part numbers for ordering SFP-based transceivers and cables

Description Part number
BLADE 1000Base-T SFP BN-CKM-S-T
BLADE 1000Base-SX SFP BN-CKM-S-SX
BLADE 10GBase-LR SFP+ BN-CKM-SP-LR
SFP+ Copper Direct Attach Cable - 1 M BN-SP-CBL-1M
SFP+ Copper Direct Attach Cable - 3 M BN-SP-CBL-3M
SFP+ Copper Direct Attach Cable - 7 M BN-SP-CBL-7M

The BNT Virtual Fabric 10Gb Switch Module includes the following features and

functions:
» Form-factor

— Single-height, high-speed switch module

» Internal ports

— Fourteen internal auto-negotiating ports: 1 Gbps or 10 Gbps to the server

blades

— Two internal, full-duplex 100 Mbps ports connected to the management

module
» External ports

— Up to ten 10 Gbps SFP+ ports (also support 1 Gbps SFP if required,

flexibility of mixing 1 Gb/10 Gb)

Oversubscription ratio (14 internal ports to 10 external ports) is low, which
makes the switch module suitable for the most performance-intensive

environments.
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One 10/100/1000-Mb copper RJ45 used for management or data

An RS-232 mini-USB connector for a serial port, which provides an
additional means to install software and configure the switch module

Scalability and performance

Autosensing 1 Gbps/10 Gbps internal and external Ethernet ports for
bandwidth optimization

Non-blocking architecture with wire-speed forwarding of traffic and full line
rate performance of 480-Gbps full duplex

Media access control (MAC) address learning: Automatic update and
support for up to 32-Kb MAC addresses

Up to 128 IP interfaces per switch

Static, EtherChannel, and Link Aggregation Control Protocol (LACP)
(IEEE 802.3ad) link aggregation, up to 100 Gb of total bandwidth per
switch, up to 18 trunk groups, and up to eight ports per group

Support for jumbo frames (up to 12288 bytes)
Broadcast and multicast storm control

Internet Group Management Protocol (IGMP) snooping for limit flooding of
IP multicast traffic IGMP V1, V2, and V3)

Configurable traffic distribution schemes over trunk links, based on source
and destination IP addresses, MAC addresses, or both

Fast port forwarding and fast uplink convergence for rapid Spanning Tree
Protocol (STP) convergence

Stacking support (Clients can stack up to 8 BNT Virtual Fabric 10Gb
Switch Modules.)

Availability and redundancy

Virtual Router Redundancy Protocol (VRRP) for Layer 3 router
redundancy

IEEE 802.1D STP for providing Layer 2 redundancy with PVRST+

IEEE 802.1s Multiple STP (MSTP) for topology optimization, up to 128
STP instances supported by single switch

IEEE 802.1w Rapid STP (RSTP), providing rapid STP convergence for
critical delay-sensitive, traffic-like voice, or video

Layer 2 trunk failover to support active and standby configurations of
network adapter teaming on blades

Interchassis redundancy (Layer 2 and Layer 3)
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» VLAN support

Up to 1024 VLANSs supported per switch, VLAN numbers from 1 to 4095,
where 4095 is a dedicated VLAN that is used for management module
connection only

802.1Q VLAN tagging support on all ports
Protocol-based VLANs

» Security

VLAN-based, MAC-based, and IP-based access control lists (ACLSs)
802.1X port-based authentication

Multiple user IDs and passwords

User access control

Radius, Terminal Access Controller Access-Control System Plus
(TACACS+), and Lightweight Directory Access Protocol (LDAP)

» Quality of service (QoS)

Up to eight queues per port

Support for IEEE 802.1p, IP type of service (ToS)/Differentiated Services
Code Point (DSCP), and ACL-based (MAC/IP source and destination
addresses, VLANS) traffic classification and processing

Traffic shaping and remarking based on defined policies

Eight Weighted Round Robin (WRR) priority queues per port for
processing qualified traffic

» Layer 3 functions

IP forwarding

IP filtering with ACLs (up to 4096 ACLs supported)
VRRP for router redundancy

Support for up to 128 static routes

Routing protocol support (Router Information Protocol (RIP) V1, RIP V2,
Open Shortest Path First protocol (OSPF)V1, V2, and V3, BGP-4) and up
to 1024 entries in a routing table

IPv6 routing, which includes static routes and OSPFv3 (requires firmware
V6.3 or later)

Support for Dynamic Host Configuration Protocol (DHCP) Relay
IPv6 host management
IPv6 forwarding based on static routes
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Manageability

Simple Network Management Protocol (SNMP V1, V2, and V3)
HTTP and HTTPS browser-based interface (BBI)

Industry standard CLI and IBM Networking OS/AlteonOS CLI
Telnet interface for CLI

SSH vi/N2

Serial interface for CLI

Scriptable CLI

Firmware image update (Trivial File Transfer Protocol (TFTP) and File
Transfer Protocol (FTP))

Network Time Protocol (NTP) for switch clock synchronization
IBM System Networking BLADEHarmony Manager support

Monitoring

Switch LEDs for external port status and switch module status indication
Port mirroring to analyze network traffic that passes through the switch
Change tracking and remote logging with syslog feature

Power-on self test (POST) diagnostics

Special functions

Serial over LAN

Virtualization features

VMready
Virtual Fabric Adapter vNIC support

Converged Enhanced Ethernet and FCoE features

FCoE allows Fibre Channel (FC) traffic to be transported over Ethernet links.

FCoE Initialization Protocol snooping enforces point-to-point links for
FCoE traffic outside the regular FC topology.

PFC (IEEE 802.1Qbb) extends the 802.3x standard flow control to allow
the switch to pause traffic, based on the 802.1p priority value in each
packet VLAN tag.

ETS (IEEE 802.1Qaz) provides a method for allocating link bandwidth,
based on the 802.1p priority value in each packet VLAN tag.

DCBX (IEEE 802.1AB) allows neighboring network devices to exchange
information about their capabilities.
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— Supports the QLogic Virtual Fabric Extension Module for IBM
BladeCenter, which provides FCoE gateway functions inside the
BladeCenter chassis.

VMready is a unique solution that enables the network to be virtual machine
(VM)-aware. The network can be configured and managed for virtual ports (vports),
rather than just for physical ports. With VMready, as VMs migrate across physical
hosts, their network attributes also migrate. VMs can be added, moved, and
removed, and yet retain the same ACLs, QoS, and VLAN attributes. VMready
allows for a define-once-use-many configuration that evolves as the server and
network topologies evolve. VMready works with all virtualization products, including
VMware, Hyper-V, Xen, and KVM, without modification of VM hypervisors or guest
operating systems. It is available as part of the 6.1 software code (and later).

VMready compatibility with Virtual Fabric solutions is as follows:

» VMready is not supported with IBM Virtual Fabric Mode.
» VMready is supported with Switch Independent Mode.

The switch module supports the following Institute of Electrical and Electronics
Engineers (IEEE) standards:

IEEE 802.1D STP with PVRST+

IEEE 802.1s MSTP

IEEE 802.1w RSTP

IEEE 802.1p Tagged Packets

IEEE 802.1Q Tagged VLAN (frame tagging on all ports with VLANs enabled)
IEEE 802.1x port-based authentication

IEEE 802.2 Logical Link Control

IEEE 802.3ad Link Aggregation Control Protocol

IEEE 802.3x Full-duplex Flow Control

IEEE 802.3ab 1000BASE-T Gigabit Ethernet

IEEE 802.3ae 10GBASE-SR 10 Gbps Ethernet fiber optics short range
IEEE 802.3ae 10GBASE-LR 10 Gbps Ethernet fiber optics long range
IEEE 802.3z 1000BASE-SX Gigabit Ethernet

v
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The following network cables are supported for the BNT Virtual Fabric 10Gb
Switch Module:

» 10GBASE-SR for 10 Gbps ports: 850Nm wavelength, multimode fiber, 50p or
62.5p (300 meters maximum), with LC duplex connector

» 1000BASE-T for RJ45 port:

UTP Category 6 (100 meters maximum)

UTP Category 5e (100 meters maximum)

UTP Category 5 (100 meters maximum)
EIA/TIA-568B 100-ohm STP (100 meters maximum)
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For more information, see BNT Virtual Fabric 10Gb Switch Module At-a-Glance
Guide, TIPS0708.

4.4 QLogic Virtual Fabric Extension Module

The QLogic Virtual Fabric Extension Module for the IBM BladeCenter
(Figure 4-5) is another example of how IBM is at the forefront of offering new
technology to clients.

'
e
#
_
LB
—

Figure 4-5 QLogic Virtual Fabric Extension Module for IBM BladeCenter

IBM was among the first to deliver FCoE across System x and BladeCenter. This
new module goes a step further by offering clients I/O convergence inside the
chassis. Clients who use the BNT Virtual Fabric 10Gb Switch Module for their
LAN traffic can now combine it with this module and a converged network
adapter (CNA). For example, they might use the QLogic 2-port 10 Gb CNA. With
this combination, they converge their LAN and storage area network (SAN) on a
single network. The QLogic Virtual Fabric Extension Module offers six ports of

8 Gb FC connectivity, without the need for separate FC expansion cards in the
BladeCenter servers.
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Table 4-8 lists the part numbers for ordering the QLogic Virtual Fabric Extension

Module.

Table 4-8 Part number information
Description Part number Feature code
QLogic Virtual Fabric Extension Module 46M6172 4799

The part number includes the following items:

v

vYyy

One QLogic Virtual Fabric Extension Module for IBM BladeCenter
Support CD

The IBM Important Notices document

Warranty information

The QLogic Virtual Fabric Extension Module comes without SFP+ modules,
which you must order additionally. Table 4-9 lists the part number that is

supported.

Table 4-9 Supported SFP+ for the QLogic Virtual Fabric Extension Module
Description Part number Feature code
IBM 8 Gb SFP+ SW Optical Transceiver 44X1964 5075

The QLogic Virtual Fabric Extension Module for IBM BladeCenter has the
following features:

»

>

>

Standard 1/0 module form factor
Six external autosensing FC ports that operate at 8 Gbps, 4 Gbps, or 2 Gbps

External ports can be configured as Full Fabric (GL, G, F, FL, E) FC ports or
Transparent Fabric (TF) FC ports

Up to 40 Gbps of internal bandwidth to the switch module

Two internal full-duplex 100 Mbps Ethernet interfaces for management
POST diagnostics and status reporting

Support for Non-Disruptive Code Load Activation (NDCLA)

Registered State Change Notification (RSCN)

Support for standards-based FC-SW2 interoperability

Support for transparent mode (N_Port ID Virtualization (NPIV))

Error detection

— Cyclic redundancy check (CRC)
— 8-byte and 10-byte conversion
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Parity

Long frame and short frame
D_ID mismatch

S_ID mismatch

» Frame bundling
— No frame bundling
Frames are intermixed from different source ports.
— Soft lockdown

The I/O module waits for the sequence to be completed or a gap in the
frame traffic to occur before it services requests from a different port.

» Configurable Fabric Address Notification (FAN)

» Support for up to 239 Fabric Extension Modules depending on the
configuration

» 8 Gb switch fabric aggregate bandwidth: 224 Gbps at full duplex

» Maximum frame size: 2148 bytes (2112 byte payload)

» Nonblocking architecture to prevent latency

» Support for the Call Home function

» Support for Domain Name Service (DNS)

» Support for IP Version 6

» Support for Internet Protocol security (IPsec)

» Support for separate trap community strings for each trap address
» Support for SNMP Version 3

» Support for vital product data (VPD)

» Support for optional SFP+ modules

The QuickTools web interface software feature comes with the switch module.

The switch supports the following fabric management. All management
connections go through the management module:

» Web interface through QuickTools
» CLI through the Telnet program
» Switch SNMP agent

By using this agent, a network management workstation can receive
configuration values, traffic information, and FC failure data through SNMP
and the Ethernet interface.

For more information about QLogic configurations and support, see QLogic
Virtual Fabric Extension Module for IBM BladeCenter, TIPS0717.
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Configuring the components

This chapter explains how to configure the components to operate in IBM Virtual
Fabric Mode. To configure the components to operate in Switch Independent
Mode, see Chapter 9, “Configuring the components” on page 195.

When configuring the solution in this mode, you configure the virtual network
interface controller (vNIC) parameters on the BNT Virtual Fabric 10Gb Switch
Module. The vNIC parameters might include bandwidth allocation, vNIC groups,
virtual local area networks (VLANs), and Converged Enhanced Ethernet (CEE).
The switch transfers the configuration settings to the Emulex 10GbE Virtual
Fabric Adapter by using the Data Center Bridging Exchange (DCBX) Protocol.
The adapter requires little configuration. You need only to enable vNIC mode in
the Unified Extensible Firmware Interface (UEFI) utility of the blade server and
the required personality of the adapter within the management utility. Although
most of the configuration is performed on the switch, the adapter also requires
some configuration changes.

The BNT Virtual Fabric 10Gb Switch Module can be configured by using any of
the following tools:

» IBM System Networking OS command-line interface
» Industry-standard CLI (isCLI)
» Browser-based interface (BBI)
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This chapter includes the following sections:

Configuring the Emulex 10GbE Virtual Fabric Adapter
Configuring the BNT Virtual Fabric 10Gb Switch Module
Creating vNIC in IBM Virtual Fabric Mode

Configuring the vNIC group

High availability and vNICs

Configuring vNIC VLANSs

Configuring the operating system

vNIC and VMready

vVVyVYyVYVYVYYVYYyY

5.1 Configuring the Emulex 10GbE Virtual Fabric
Adapter

This section describes how to upgrade firmware and configure the Emulex
10GbE Virtual Fabric Adapter cards.

Emulex 10GbE Virtual Fabric Adapter II: This section illustrates the process
by using the new Emulex 10GbE Virtual Fabric Adapter Il. The procedures are
similar on the older Emulex 10GbE Virtual Fabric Adapter cards, but with
minor differences.

5.1.1 Upgrading firmware

Before you begin the setup, upgrade the firmware on the Emulex 10GbE Virtual
Fabric Adapter Il to the latest level. You can upgrade firmware in the following
ways:

» Windows Server 2008, 2008 R2 and 2003 online update
» Windows Preinstallation Environment (PE) offline update
» Linux online code update

» Linux offline code update

» VMware ESX code update package

» Code update by using a bootable DVD media

» UEFI code update

The upgrade procedure is documented in the readme files for these products.

Tip: Use UpdateXpress Systems Pack Installer (UXSPI) and Bootable Media
Creator, which are the standard means to update firmware.
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The following procedure uses the Windows online package to upgrade the
firmware. The package uses the elxflash.exe file to perform the update.

Tip: When using the elxflash.exe file for the firmware update, you might
need to set some parameters before you do the update. For more information
about which parameters require preliminary setup, see the readme file for the
executable file.

To upgrade the firmware:
1. Enter the elxflash /update command.

2. Verify that no error messages are displayed. Figure 5-1 shows an example
where the firmware updated successfully.

>elxflash /update

Thu May 19 15:41:27 2011

HBA=0Ce11100-NIC, Port Type=NIC, MAC=00-00-C9-B2-57-02,
Update=Firmware, Image=o0cl11-4.0.200.10.ufi, New=4.0.200.10,
01d=3.103.351.10, Status=Success

Thu May 19 15:41:27 2011

HBA=0Cel11100-NIC, Port Type=NIC, MAC=00-00-C9-B2-57-06,
Update=Firmware, Image=ocl1-4.0.200.10.ufi, New=4.0.200.10,
01d=3.103.351.10, Status=Success

(Tines deleted for clarity)

Thu May 19 15:41:28 2011

HBA=0Ce11100-NIC, Port Type=NIC, MAC=00-00-C9-B2-57-09,
Update=Firmware, Image=o0cl11-4.0.200.10.ufi, New=4.0.200.10,
01d=3.103.351.10, Status=Success

elxflash: A1l required updates succeeded - Return Code=0

Figure 5-1 Windows online code update by using the elxflash executable

The output is truncated here for clarity. The command produces eight sections,
three of which are shown in Figure 5-1. Each section represents one vNIC.
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5.1.2 Configuring the adapter in the UEFI

Important: The instructions in this section are based on firmware version
4.0.1061.0 for the Emulex 10GbE Virtual Fabric Adapter Il. This firmware was
chosen to give you a preview of the UEFI layout.

To configure the Emulex 10GbE Virtual Fabric Adapter Il by using the blade
server UEFI:

1. Power on or restart the blade.

2. When prompted during POST, press F1 to display the System Configuration
and Boot Management panel (also known as the UEFT utility main menu, see

Figure 5-2).
System Configuration and Boot Management
System Information This selection will
System Settings take you to the System
Date and Time Settings.
Start Options

Boot Manager

System Event Logs
User Security

Save Settings
Restore Settings
Load Default Setting
Exit Setup

+*=Move Highlight <Enter>=Select Entry <ESC>=Exit Setup

. r

Figure 5-2 Blade UEFI utility main menu

3. Select System Settings.
4. In the next panel, select Network
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5. In the Network configuration panel (Figure 5-3), which shows the Emulex
10GbE Virtual Fabric Adapter Il ports as the two physical ports on the
adapter, select the first port.

Network
Global Network Settings Select this option to
Network Boot Configuration see gll the _Network
iSCSI Configuration Device options.

PCI Function Address:

Network Device List Bus 21:Dev 0:Func 0

MAC:00:00:C9:E3:62:FO Slot 2 PFA 21:0:0
MAC:00:00:C9:E3:62:F4 Slot 2 PFA 21:0:1
MAC:00:00:C9:E3:62:F2 Slot 2 PFA 21:0:4
MAC:00:00:C9:E3:62:F6 Slot 2 PFA 21:0:5
MAC:00:00:C9:E3:62:F3 Slot 2 PFA 21:0:6
MAC:00:00:C9:E3:62:F7 Slot 2 PFA 21:0:7
MAC:5C:F3:FC:20:78:74 Onboard PFA 16:0:0
MAC:5C:F3:FC:20:78:76 Onboard PFA 16:0:1

+*=Move Highlight <Enter>=Select Entry <ESC>=Exit

\ A

Figure 5-3 Network configuration panel in the blade UEFI utility

6. To enable IBM Virtual Fabric Mode (vNIC), enable Multichannel first.

Unless Multichannel is enabled, the card operates as two physical 10 Gbps
Ethernet ports. When you enable Multichannel, it is enabled on both 10 Gbps
physical ports. For information about enabling Multichannel, see 10.3.1,
“Configuring the Emulex adapter” on page 275.

Tips:

» Switch Independent Mode is not available on the older Emulex 10GbE
Virtual Fabric Adapter.

» SR-IOV is disabled when using Switch Independent Mode.
» For more information, see “Switch Independent Mode” on page 153.
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7. With Multichannel enabled, select Switch Configuration. In this example, of
using IBM Virtual Fabric Mode, two options are available: Switch Independent
Mode or IBM Virtual Fabric Mode (Figure 5-4).

Hint: When enabling Multichannel configuration, you might be prompted to
reboot your system.

Emulex NIC Selection

EmulexOCn11102-I-X iSCSI/FCoE Virtual Fabric Switch Configuration
Adapter

Firmware Version : 4.0.1061.0

Bus:Device:Function : 15:0:0

Link Speed :

Advanced Mode

Switch Independent Mode
IBM Virtual Fabric Mode

Mode

Multichannel
Switch Configuration

Multichannel Configuration
Emulex Flash Update Utility
Port Identification

Erase Configuration

+*=Move Highlight <Enter>=Complete Entry <ESC>=Exit Entry

. ’

Figure 5-4 Switch Configuration mode selection
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8.
9.

Select Multichannel Configuration.

In the Function Configuration panel (Figure 5-5), which lists the vNIC settings,
where four functions represent four vNICs, select Function 0.

Function Configuration
Function 0 Enter to configure
Function 1 function parameters.
Function 2 Enter SAVE to effect
Function 3 any configuration

changes.

Save
+*=Move Highlight <Enter>=Select Entry <ESC>=Exit

Figure 5-5 Function Configuration panel

10.In the Multichannel Configuration panel, configure the Logical Port VLAN ID

11

and Bandwidth parameters for the vNIC. For more information about these
parameters, see “Logical Port VLAN ID parameter” on page 58 and
“Bandwidth parameter” on page 58.

Set the LPVID and Bandwidth values for the remaining vNICs (Functions 1, 2,
and 3), and then configure the vNICs on the second physical port. Finally, exit
to the main UEFI menu, and save the settings.

.Save the settings after making changes.

When Multichannel is enabled on either of the physical ports, it is enabled on
both physical ports and can also be disabled on both ports. Review the vNIC
settings for the second physical port to ensure that the configuration is
correct.
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12.At the UEFI main menu (Figure 5-6), select Save Settings, and restart the

blade server.

System Configuration and Boot Management

System Information
System Settings
Date and Time

Start Options
Boot Manager

Select this option to
save the changes and
commit them to IMM.
The screen might go
blank for a few
seconds during this

process.

System Event Logs
User Security

Save Settings
Restore Settings
Load Default Setting
Exit Setup

+t=Move Highlight <Enter>=Select Entry <ESC>=Exit Setup

\ A

Figure 5-6 Save settings and exit the setup

Logical Port VLAN ID parameter

In IBM Virtual Fabric Mode, the Multichannel Configuration panel shows only one
parameter, Logical Port VLAN ID (LPVID). Configuration of this parameter is
optional because vNIC functions do not depend on it. LPVID is the inner VLAN ID
in double-tagged frames. The outer VLAN ID and bandwidth parameters come
from the BNT Virtual Fabric 10Gb Switch Module. However, if you are configuring
Switch Independent Mode, LPVID is a required parameter.

When configuring for Switch Independent Mode, you must configure the PLVID
parameter. The adapter uses LPVID values to isolate traffic within each individual
vNIC. For network traffic to pass correctly, on the blade-facing port of the Virtual
Fabric Switch Module, allow all of the VLAN IDs that are specified on the four
vNIC functions.

Bandwidth parameter

The Bandwidth parameter is another important parameter for the vNIC bandwidth
allocation. You can enter values 0 - 100 in this field. The value is the percentage of
the total bandwidth that is allocated to a particular vNIC.
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5.2 Configuring the BNT Virtual Fabric 10Gb Switch
Module

This section provides an overview of the tools available for configuring the BNT
Virtual Fabric 10Gb Switch Module. This switch module can be configured by
using the following methods:

» A browser-based interface (BBI)
» A CLI (IBM System Networking OS or isCLI)
» Simple Network Management Protocol (SNMP)

Future plans include management of switch modules from BladeCenter Open
Fabric Manager.

The examples in this section use BNT Virtual Fabric 10Gb Switch Module
firmware version 6.7.5.0, which was the current version at the time this book was
written.

5.2.1 IBM System Networking OS CLI

IBM System Networking OS CLlI is a simple and intuitive, menu-based user
interface that provides complete switch module administration. To use the IBM
System Networking OS CLI on the switch module, use the following
communication methods:

» Telnet session
» Serial connection
» SSH connection

For more information about IBM System Networking OS CLI commands, see
BLADEOQOS 6.5 Menu-Based CLI Command Reference BNT Virtual Fabric 10Gb
Switch Module for IBM BladeCenter, at:

http://www.bladenetwork.net/userfiles/file/PDFs/VFSM_CR 6-5.pdf

Logging in to the IBM System Networking OS CLI

IBM System Networking OS CLI consists of a main menu and hierarchically
organized submenus. To log in to the switch module by using telnet:

1. Use the telnet command to connect to the switch module with IP address
9.42.171.39:

telnet 9.42.171.39
2. Type the password. The default password is admin.
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The IBM System Networking OS CLI main menu is displayed and serves as the
starting point for all switch module management and configuration tasks
(Figure 5-7).

[Main Menu]
May 25 14:01:06 9.42.171.39 NOTICE mgmt: admin(admin) login from host
9.44.16.209
info - Information Menu
stats - Statistics Menu
cfg - Configuration Menu
oper - Operations Command Menu
boot - Boot Options Menu
maint - Maintenance Menu
diff - Show pending config changes [global command]
apply - Apply pending config changes [global command]
save - Save updated config to FLASH [global command]
revert - Revert pending or applied changes [global command]
exit - Exit [global command, always available]
>> Main#

Figure 5-7 IBM System Networking OS CLI main menu

Upgrading the firmware

This section guides you through an example of upgrading the BNT Virtual Fabric
10Gb Switch Module firmware by using the IBM System Networking OS CLI. At
the time this book was written, firmware 6.7.5.0 was the current level. Therefore,
this procedure upgrades the switch module to this firmware version.

Requirement: BNT Virtual Fabric 10Gb Switch Module firmware 6.7.5.0 is now
available and is required for the Emulex 10GbE Virtual Fabric Adapter Il. We
used it in our testing for this book. This firmware level is also required if the
Emulex 10GbE Virtual Fabric Adapter is updated to the latest firmware version.

The firmware update package is available from the IBM support website at:
http://www.ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5088963

The firmware code consists of the following parts:
» Boot image

» Operating system (OS) image 1

» OSimage 2
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When upgrading firmware, upgrade the boot image and one of the two OS
images. Consider leaving the other OS image at the existing firmware level, so
that you can easily activate it if any problems arise with the new level.

You can use any Trivial File Transfer Protocol (TFTP) or FTP server to transfer
the boot and OS images to the BNT Virtual Fabric 10Gb Switch Module. The
example uses the TFTP server that is available on the BladeCenter advanced
management module (AMM).

From the firmware upgrade package, we moved the following two files into the
tftproot directory in AMM local storage:

» GbESM-24-10G-6.7.5.0_Boot.img, which is the new boot image

» GbESM-24-10G-6.7.5.0_0S.img, which is the new OS image

Figure 5-8 shows the contents of the tftproot directory in AMM local storage.

IBM BladeCenter- H Advanced Management Module Welcome USERID About | Help | Logout

>
B

Bay 1: BCEMM
File Management @
= Monitors
X System Status The following files were found in the AMM local storage. These files were uploaded through

Event Log an FTP or TFTP client. To delete a file please check the box next to the file name then click on
LEDs the Delete Selected Files button.
Power Management
Hardware VPD Total space: 73108480 bytes
Firmware VPD Used space: 44577792 bytes
Remote Chassis Available space: 28530688 bytes

Blade Tasks Up One Level

/0 Module Tasks Contents of: tftproot
= MM Control

General Settings = Name Last Medified (in UTC-5) Size (bytes)
Login Profiles ‘3 tftproot
Alerts 3 service
Serial Port : =1

) [ GhESM-24-10G-6.5.3.0 Boot.img Wed May 11 10:51:37 2011 UTC-3 7687332
Port Assignments =
Network Interfaces O GhESM-24-10G-6.5.3.0_05.img Wed May 11 10:51:51 2011 UTC-5 5737743
Netwaork Protocols i GbESM-24-10G-6.7.5.0_Boot.img Wed Dec 14 15:57:54 2011 UTC-5 7687332
Sha'-“‘i:r't AELEL [] GbESM-24-106-6.7.5.0_0S.img  Wed Dec 14 15:57:28 2011 UTC-5 5935011
Secur =
File Management] [ GhESM-24-10G-6.8.2.0_Boot.img  Wed Dec 14 16:19:16 2011 UTC-5 7687332 |
Firmware Update 1] GbESM-24-10G-6.8.2.0_0%.img VWed Dec 14 16:19:33 2011 UTC-5 3877708

Configuration Mgmt

Up One Level Refresh
License Manager | P

Service Tools [el<] 1 | [
Figure 5-8 Firmware files in the tftproot directory

After ensuring that TFTP server functions are enabled on the AMM, proceed with
the firmware upgrade by using the IBM System Networking OS CLI.
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Important: The following steps use BNT Virtual Fabric 10Gb Switch Module
firmware version 6.8.2.0 to give you a preview of the GUI and the IBM System
Networking OS CLI layout.

Upgrading the OS image
To upgrade the OS image:

1. Transfer the new OS image to one of the image banks by using the following
command:

/boot/gtimg X TADDR GbESM-24-10G-6.7.5.0 0S.img

Where X represents the OS image bank (1 or 2) and TADDR represents the
TFTP server IP address.

In this example, by using image bank 2, we enter the following command:
/boot/gtimg 2 9.42.171.73 GbESM-24-10G-6.7.5.0_0S.img

2. Verify that no error messages are displayed. The results in Figure 5-9 on
page 63 confirm a successful update of OS image 2 to the new firmware
version, version 6.7.5.0. Before the upgrade, the switch module was set to
boot from image bank 1. Notice in Figure 5-9 that the switch module changed
to image bank 2 during the update process.
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>> Main# /boot/gtimg 2 9.42.171.73 GbESM-24-10G-6.7.5.0_0S.img
Enter username for FTP server or hit return for TFTP server:
image2 currently contains Software Version 6.1.2
that was downloaded at 6:11:38 Thu Jan 5, 2000.
New download will replace image2 with file "GbESM-24-10G-6.7.5.0_0S.img"
from FTP/TFTP server 9.42.171.73.
Confirm download operation [y/n]: y
Starting download...
File appears valid
Download in progress

-----------------------------------------------------------------

Image download complete (5737743 bytes)

Writing to flash...This takes about 90 seconds. Please wait

Write complete (5737743 bytes), now verifying FLASH...

Verification of new image2 in FLASH successful.

image2 now contains Software Version 6.7.5

AMM Codelevel 3 : 0605WMJ03000 IBMNOS Im2 11/17/2010

Switch is currently set to boot software imagel.

Do you want to change that to the new image2? [y/n]

May 25 14:57:28 9.42.171.39 INFO mgmt: image2 downloaded from host
9.42.171.73, file 'GbESM-24-10G-6.7.5.0_0S.img', software version 6.7.5
y

Next boot will use new software image2.

>>

May 25 14:57:46 9.42.171.39 NOTICE mgmt: boot image changed

Boot Options#

May 25 14:57:46 9.42.171.39 INFO mgmt: Firmware downloaded to image2

Figure 5-9 Upgrade of OS image 2

Upgrading the boot image
To begin the transfer:

1. Transfer the new boot image by using the following command:
/boot/gtimg boot TADDR GbESM-24-10G-6.7.5.0 Boot.img
Where TADDR represents the IP address of the TFTP server.

In this example, we enter the following command:
/boot/gtimg boot 9.42.171.73 GbESM-24-10G-6.7.5.0 Boot.img
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2. Verify that the new boot manager image was installed without any errors. Also
verify that GbESM-24-106-6.7.5.0 Boot.img software version 6.7.5 was
downloaded to the kernel (Figure 5-10).

>> Boot Options# /boot/gtimg boot 9.42.171.73 GbESM-24-10G-
6.7.5.0_Boot.img

Enter username for FTP server or hit return for TFTP server:
boot kernel currently contains Software Version 6.1.2

New download will replace boot kernel with file "GbESM-24-10G-
6.7.5.0_Boot.img" from FTP/TFTP server 9.42.171.73.

Confirm download operation [y/n]: y

Starting download...

File appears valid

Download in progress

Boot image (FS, 7687332 bytes) download complete.
Writing to flash...This can take up to 90 seconds. Please wait
FS Sector now contains Software Version 6.7.5

Boot image (Kernel, 7687332 bytes) download complete.
Writing to flash...This can take up to 90 seconds. Please wait
Kernel Sector now contains Software Version 6.7.5

Boot image (Boot, 7687332 bytes) download complete.
Writing to flash...This can take up to 90 seconds. Please wait
Boot Sector now contains Software Version 6.7.5

>>May 25 15:13:17 9.42.171.39 INFO mgmt: boot kernel downloaded from
host 9.42.171.73, file 'GbESM-24-10G-6.7.5.0 Boot.img', software version
6.7.5

Boot Options#
May 25 15:13:17 9.42.171.39 INFO mgmt: Firmware downloaded to boot
kernel

Figure 5-10 Confirmation of the boot image upgrade

Resetting the switch module
To reset the switch module, enter the following command:

/boot/reset
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5.2.2 isCLI

The IBM System Networking OS CLlI is a proprietary CLI environment that is
developed by IBM to configure and manage its switch modules. System
administrators who are more familiar with the Cisco CLI have the option of using
the isCLI. isCLlI is a Cisco-like user interface that allows complete management
and configuration support of BNT switch modules. The IBM System Networking
OS CLI is the default CLI mode, but you can easily change between the IBM
System Networking OS CLI and isCLI.

For more information about isCLI commands, see BLADEOS 6.5 ISCLI-Industry
Standard CLI Command Reference BNT Virtual Fabric 10Gb Switch Module for
IBM BladeCenter at:

http://www.bladenetwork.net/userfiles/file/IBM%20BT1adeCenter/
VFSM_IS_6-5.pdf

isCLlI privilege levels
The isCLI mode has three privilege levels:

» User EXEC mode

This initial mode has the most limited privileges. You can perform basic tasks,
such as listing system information, but you cannot set or change operating
parameters. With this privilege level set, the isCLI prompt ends with the
greater than symbol (>), as in the following example:

Switch>
» Privileged EXEC mode

This mode has a higher privilege level. By using this mode, you can set or
change operating parameters of the switch module. With this privilege level set,
the isCLI prompt ends with the number sign (#), as in the following example:

Switch#

Privileged EXEC mode is accessed from User EXEC mode by using the
following command:

enable
» Global Configuration Mode

This mode is the most privileged mode. When in this mode, you can change
the running configuration, and set or change global parameters.

Use the following command to enter this mode from Privileged EXEC mode:

configure terminal
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To change the privilege level, enter the commands shown in Figure 5-11. This
example shows how to enable Privileged EXEC and then Global Configuration
Mode.

Router>enable

Enable privilege granted.

Router#configure terminal

Enter configuration commands, one per line. End with Ctrl/Z.

Router(config)#

Figure 5-11 Enabling EXEC privileges in isCLI
To enable a different privilege level, see “isCLI privilege levels” on page 65.

Changing between the IBM System Networking OS CLI

and isCLI
To change from the IBM System Networking OS CLI to isCLI, enter the following
command:

boot/mode iscli
Restart the switch module after this command is run.

To revert from isCLI to the IBM System Networking OS CLI, enter the following
command:

boot cli-mode IBMNOS-cli
Restart the switch module after the command is run.

The selected CLI mode is preserved across reboots, even when you restore the
switch module to factory defaults.

5.2.3 Browser-based interface
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You can use the BBI to perform most management, administration, and
configuration tasks on the BNT Virtual Fabric 10Gb Switch Module. BBI is an
easy-to-use and intuitive web-based management interface. It is enabled by
default, but can be disabled by using the CLI.
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For more information about BBI commands, see the following web pages:

» Publications for the BNT Virtual Fabric 10Gb Switch Module - IBM
BladeCenter H, HT

http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5080917
» IBM BladeCenter support
http://www.bladenetwork.net/IBM-BladeCenter-support.htm]

» BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter Application
Guide

http://www.bladenetwork.net/userfiles/file/VFSM_AG_6-8.pdf

Starting the BBI
To log in to the switch module and start BBI:

1. Open a web browser, and connect to the switch module IP address.
Alternatively, you can access BBI from the AMM web interface:

a. In the left panel of the AMM web interface, select I/O Module Tasks —
Configuration.

b. Select the appropriate slot number of the 1/0 device that you want to
access, and then select Advanced Options — Start CLI/Web Session.
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c. Inthe Start CLI/Web Session (Figure 5-12), verify that the Protocol field is
set to Web (not Telnet), and then click Start Session.

IBM BladeCenter- H Advanced Management ModL  Welcome USERID  About | Help | Logou

1P Address: 0.42.171.39 [v]

Bay 1: BCOMM

Fing /O Module

Monitors

Blade Tasks .

= /O Module Tasks Start CLI/Web Session @
Admin/PowerfRastart

unﬂgumtinn Choose your session parameters below, and then click Start Session. All
Firmware Update i available options far this module will be shawn.
MM Control

Service Tools Frotocal:
IP Address: 0.42.171.39 [v|
Security: |Unsecure ]

Start Session

Fri, 20 May 2011 14:09:39

Done

Figure 5-12 AMM web interface: Starting the CLI web session

2. Log in to the switch module, which has the following default credentials:

— Username: admin
— Password: admin

Security: For added security, change the password from the default.

Then click Submit.
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After a successful login, the BBI Switch Dashboard is displayed (Figure 5-13).

Configure

Apply Sa
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ve Revert Diff

Dashboard

Networking OS

Dump Show Log Help Logout

A Mt me (1S Vi - Ea
?[:l?[g:sifk”w 05 Virtual Fabric S‘-Vit(:h Dashboard
=0 Switch Ports
-3 Port-Based Port Mirroring Switch Name
[:| Layer ? Switch Location
22 RMON Menu Switch Type Bl?ltj{egetworﬁng 08 Virtual Fabric 10Gb Switch MModule for IBA
=@ Layer3 acel enter -
[:I QoS Switch Up Time 0 davs, 0 hours, 28 minutes and 47 seconds. |
[:I Access Control Last Boot Time (reset by WEB-UT)
[:l CEE Time and date 0:28:32 . 1/30/2000
[:l FCOE Timezone Location Americas-USA-PacificTime
“E3 Virualization Davlight Savings Time Status
MAC Address 08:17:f4:af:6d:00
IP Address 9.42.171.45
PCBA Part Number BAC-00042-00
Hardware Part Number 46CT183
FAB Number BN-INC
Serial Number Y233VT175763
Manufacturing Date 30/11
Hardware Revision 4
Board Revision 3
< ] - | [)_h PLD Firmware Version Ij-o ["J

Figure 5-13 BNT Virtual Fabric 10Gb Switch Module dashboard

The switch dashboard is your starting point for switch module management.

5.3 Creating VNIC in IBM Virtual Fabric Mode

This section explains how to create vNICs in a BNT Virtual Fabric 10Gb Switch
Module by using the following methods:

» BBI
» isCLI

» IBM System Networking OS CLI (the BNT CLI)

Each vNIC is created and configured on the switch. The properties of each vNIC
are communicated to the Emulex adapter by using the DCBX Protocol.

Chapter 5. Configuring the components

69



5.3.1 vNIC features and considerations
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The Virtual Fabric Adapter for IBM BladeCenter provides the following vNIC
features:

>

>

Up to four vNICs are supported on each internal switch port.
Each vNIC can accommodate one of the following traffic types:

— Regular Ethernet
— Internet Small Computer System Interface (iSCSI)
— Fibre Channel over Ethernet (FCoE)

vNICs with traffic of the same type can be grouped together, in addition to
regular internal ports, external uplink ports, and trunk groups, to define vNIC
groups for enforcing communication boundaries.

If a failure occurs on the external uplink ports that are associated with a vNIC
group, the switch can signal affected vNICs for failover and allow other vNICs
to continue operation.

Each vNIC can be allocated a percentage of the 10 Gbps bandwidth on the
link (from NIC to switch and from switch to NIC).

You can use the BNT Virtual Fabric 10Gb Switch Module as the single point of
vNIC configuration.

When creating vNICs, keep in mind the following points:

>

You can create up to four vNICs on any blade.

Only 10 Gb of total bandwidth can be allocated to the vNICs on one port on a
server blade. Oversubscription is not supported. If less than 10 GB of total
bandwidth are allocated to all of the defined vNICs on a port, the deallocated
bandwidth is unusable.

Bandwidth allocations are policed on both inbound and outbound traffic.

Unlike configurations that use quality of service and the vNIC functions that
are built into the IBM AIX® operating system, no provision allows a vNIC to
exceed its allocated bandwidth at any time.

Bandwidth allocations can be changed from the switch command line or browser
interface. These changes are propagated to the servers immediately. They do
not require bringing down the network or rebooting the server. For example, you
can have one bandwidth allocation scheme in use during business hours and
have a different one during off hours when batch processing is in progress.
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5.3.2 Enabling and disabling vNIC functions on the server

To configure vNICs on one blade, begin by enabling vNIC functions. This process
uses a master toggle switch that you can use to temporarily disable vNIC without
removing all of the configuration details. You run this command once per switch,
regardless of how many blades will use the vNIC.

Configuration by using the BBl method

To enable vNIC mode by using the BBI method, set the Global vNIC On/Off
parameter to On as shown in Figure 5-14. Then click Submit.

Configure Statistics Dashboard Net\NOI'king OS

Apply Save Reveart Diff Dump Show Log Help  Logout

=3 |BM Metwarking OS Virtual Fabric
~{3 System VNIC Configuration
Switch Puorts _
Port-Based Port Mirraring Global VNIC On/Of: | On |v|
Layer 2 VNIC Uplink sharing: | Enabled V'
RMON Menu UNIC esress metering:| Enabled [v|
Layer 3
Qcs
= Access Control
~@ CEE
~@ FCOE
“E3 Virtualization

-3 VNIC

. [3 General

- B vNICs

¢ A VNIC Groups

=3 Virtual Machine

Figure 5-14 Enabling vNIC mode

To disable this mode, setting the Global vNIC On/Off parameter to Off.
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Configuration by using the isCLI method

To enable vNIC mode by using the isCLI method, enter the vnic enable
command as shown in Example 5-1.

Example 5-1 Enabling vNIC mode by using the isCLI method

BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter.
Enter password:
System Information at 19:12:16 Sun Jan 8, 2000

Router>

Jan 8 19:12:16 9.42.171.39 NOTICE mgmt: admin(admin) login from host
9.44.168.83

en

Enable privilege granted.

Router#configure terminal

Enter configuration commands, one per line. End with Ctrl/Z.
Router(config)#vnic enable

Router(config)#

To disable vNIC mode by using isCLI, enter the no vnic enable command as
shown in Example 5-2.

Example 5-2 Disabling vNIC mode

Router(config)#no vnic enable
Router(config)#

Successful configuration: When you successfully enable or disable vNIC
mode by using the isCLI method, no message is displayed.
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Configuration by using the IBM System Networking OS
CLI method

To enable vNIC mode by using the IBM System Networking OS CLI method:

1. Go to the /cfg/virt/vnic directory.
2. In the Main Menu panel (Figure 5-15), enter cfg and press Enter.

[Main Menu]
Jan 15 16:56:14 9.42.171.39 NOTICE mgmt: admin(admin) login from host
9.44.168.155
info - Information Menu
stats - Statistics Menu
cfg - Configuration Menu
oper - Operations Command Menu
boot - Boot Options Menu
maint - Maintenance Menu
diff - Show pending config changes [global command]
apply - Apply pending config changes [global command]
save - Save updated config to FLASH [global command]
revert - Revert pending or applied changes [global command]
exit - Exit [global command, always available]
>> Main#
Jan 15 16:56:33 9.42.171.39 WARNING ntp: cannot contact primary NTP server
9.42.
171.253
cfg

Figure 5-15 The Main Menu
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3. In the Configuration Menu panel (Figure 5-16), enter virt and press Enter.

[Configuration Menu]
sys - System-wide Parameter Menu
port - Port Menu
qos - QOS Menu
acl - Access Control List Menu
pmirr - Port Mirroring Menu
12 - Layer 2 Menu
13 - Layer 3 Menu
cee - CEE Configuration Menu
fcoe - Fiber Channel Over Ethernet Configuration Menu
rmon - RMON Menu
virt - Virtualization Menu
setup - Step by step configuration set up
dump - Dump current configuration to script file
ptcfg - Backup current configuration to FTP/TFTP server
gtcfg - Restore current configuration from FTP/TFTP server
cur - Display current configuration

Figure 5-16 The Configuration Menu
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4. On the Virtualization Menu, enter vmpolicy, and press Enter (Figure 5-17).

5. On the VNIC Global Configuration Menu, enter on to enable vNIC functions.

[Virtualization
vmpolicy -
vnic -
vmgroup -
vmprof -
vmware -
vmrmisc -
epnavmr -
disvmr -
cur -

port -
vnicgrp -
emeter -
ulshare -
on -
off -
cur -

>> Configuration# virt

Menu]

Virtual Machines Policy Configuration Menu
vNIC Configuration Menu

Virtual Machines Groups Menu

Virtual Machine Profiles Menu
VMware-specific Settings Menu

Miscellaneous VMready Configuration Menu
Enable VMready

Disable VMready

Display all current virtualization settings

>> Virtualization# vnic

[VNIC Global Configuration Menu]

Port vNIC Configuration Menu

VNIC Group Configuration Menu

Globally enable/disable vNIC egress metering
Globally enable/disable vNIC uplink sharing
Globally turn vNIC feature ON

Globally turn vNIC feature OFF

Display current vNIC configuration

>> YNIC Global Configuration#

Figure 5-17 Enabling vNIC by using the IBM System Networking OS CLI

5.3.3 Creating the vNICs

This section explains how to create vNICs. In most installations, you are likely to
have two BNT Virtual Fabric 10Gb Switch Modules in your chassis. Therefore,
you must complete this process twice, once on each of the two switches.

If you configure the two physical ports identically, especially if trunk failover is to
be used for high availability, you use the same commands on both switches.

Chapter 5. Configuring the components 75




When issuing the commands, keep in mind the following points:

» Blade numbers (internal port numbers) are 1 through 14, and vNIC numbers
are 1 through 4.

» Bandwidth is specified in 100 Mbps increments, which also specifies the
percentage of 10 Gbps bandwidth that is allocated to a specific vNIC.

Configuration by using the BBI method

When you use the BBI method, select the Configure tab (Figure 5-18), and
select the vNIC. In the Configuration panel on the right side, for State, select
enabled, and then set the Max Bandwidth. In this example, we entered 30 for
3 Gbps.

Configure Statistics Dashboard Net\NOI'king OS

Apply Save Rewvert Diff Dump Show Log Help  Logout

I=3 IBM Networking OS Virtual Fabric
-3 System VNIC INT10.1 Configuration
Switch Ports _
Port-Based Part Mirroring State enabled ||
Layer 2 Max Bandwidth in increments of 100Mbps (1-100)| 30
RMOHN Menu
Layer 3
! QoS
= Access Control
~@ CEE
~@@ FCOE
“E3 Virtualization
~E3 VNIC
¢ 3 General
- ~AVNICs
© 3 VNIC Groups
=~ Virtual Machine

< I | (2]
Figure 5-18 Creating a vNIC

Configuration by using the isCLI method:
The isCLI method has the following command syntax:

vnic port <port alias or number> index <1-4>
bandwidth <1-100>
enable or no enable
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For example, you want to complete the following configuration tasks by using the
isCLI method:

1. Enable vNIC # 8 on blade 8.
2. Allocate 30% of the 10 Gb to this vNIC (3 Gb).
3. Enable vNIC #2 on blade 8.
4. Allocate 70% of the 10 Gb to this vNIC (7 Gb).

Figure 5-19 shows the commands to do these tasks and the resulting output.

Jan 9 17:02:38 9.42.171.39 NOTICE mgmt: admin(admin) login from host
9.44.168.202

en

Enable privilege granted.

Router#configure terminal

Enter configuration commands, one per line. End with Ctrl/Z.
Router(config)#vnic port 8 index 1

Router(vnic_config)#band

Router(vnic_config)#bandwidth 30

Router(vnic_config)#enable

Router(config)#vnic port 8 index 2
Router(vnic_config)#bandwidth 70

Router(vnic_config)#enable

Router(vnic_config)#

Figure 5-19 Commands for the isCLI method to create a vNIC

Configuration by using the IBM System Networking OS
CLI method

For the IBM System Networking OS CLI method, the following commands are
relevant:

port <port number> Displays the port vNIC menu.
vnic <1-4> Displays the vNIC menu for the selected vNIC.

bw <1-100> Configures the maximum bandwidth allocated to this
vNIC, in increments of 100 Mbps. For example, 1 = 100
Mbps, 10 = 1000 Mbps.

ena Enables the selected vNIC.
dis Disables the selected vNIC.
cur Displays the current vNIC port parameters.

Chapter 5. Configuring the components 77




Figure 5-20 shows the commands that were used in the example and the
resulting output.

> Virtualization# vnic

[VNIC Global Configuration Menu]

port - Port vNIC Configuration Menu
vnicgrp - VNIC Group Configuration Menu
on - Globally turn vNIC feature ON
off - Globally turn vNIC feature OFF
cur - Display current vNIC configuration
>> VNIC Global Configuration# port
Enter port (INT1-INT14): 4
[Port INT4 vNICs Menu]
vnic - VNIC Configuration Menu
cur - Display current port vNIC configuration
>> Port INT4 vNICs# vnic
Enter vNIC (1-4): 2

[VNIC INT4.2 Menu]

bw - Set maximum bandwidth of the vNIC
ena - Enable vNIC
dis - Disable vNIC
cur - Display current vNIC configuration

>> yNIC INT4.2# ena

Current status: disabled

New status: enabled

Warning: "Tagging" is enabled on vNIC port INT4

vNIC INT4.2# bw 20

Current vNIC Maximum Bandwidth: 25 (increments of 100Mbps)
Pending vNIC Maximum Bandwidth: 20 (increments of 100Mbps)

Figure 5-20 Configuring the vNIC by using the IBM System Networking OS CLI
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5.4 Configuring the vNIC group

A vNIC group consists of one or more vNICs, optionally one or more uplink
(external) ports, and optionally one or more non-vNIC server blade-facing
(internal) ports. For a vNIC to communicate, it must be a member of a single
vNIC group, and only one vNIC from a port can be in any specific group.

To configure a vNIC group:

1.

Enable or disable a group. You can create up to 32 groups.
/cfg/virt/vnic/vnicgrp <number>/{ena or dis}

Add a vNIC to the group:

/cfg/virt/vnic/vnicgrp <number>/addvnic <blade#.vnic#>
Add a physical port to the group:

/cfg/virt/vnic/vnicgrp <number>/addport <INT or EXT port>

. Add an external trunk group to the vNIC group:

/cfg/virt/vnic/vnicgrp <number>/addtrnk <trunk #>

Enable or disable trunk failover, as explained in 5.5, “High availability and
vNICs” on page 81:

/cfg/virt/vnic/vnicgrp <number>/failover {ena or dis}

Tip: You can use the remvnic, remport, and remtrnk commands to remove the
corresponding items from the group.
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Figure 5-21 shows the commands to add a vNIC and a trunk to a vNIC group.

>> Virtualization# vnic

[VNIC Global Configuration Menu]

port - Port vNIC Configuration Menu
vnicgrp - VNIC Group Configuration Menu
on - Globally turn vNIC feature ON
off - Globally turn vNIC feature OFF
cur - Display current vNIC configuration
>> VNIC Global Configuration# vnicgrp
Enter vNIC Group (1-32): 8

[vNIC Group 8 Menu]
vnicvlan - Set VLAN number to vNIC group
failover - Enable/disable uplink failover
addvnic - Add vNIC to vNIC group

remvnic - Remove vNIC from vNIC group
addport - Add port to vNIC group
remport - Remove port from vNIC group

addtrnk - Add trunk to vNIC group
remtrnk - Remove trunk from vNIC group

ena - Enable vNIC group
dis - Disable VvNIC group
del - Delete vNIC group
cur - Display current vNIC group configuration

>> yNIC Group 8# addvnic INT4.2
>> yNIC Group 8# addtrnk 3

>> yNIC Group 8# ena

Current status: disabled

New status: enabled

>> yNIC Group 8#

Figure 5-21 Using the IBM System Networking OS CLI to create a vNIC Group

Figure 5-22 shows the equivalent commands for the isCLI method.

vnic vnicgroup <number 1-32>

member INT<port>.<vnic number 1-4>

port INT<port number or alias> or EXT <port number or alias>
vlian <vlan number 1-4094>

trunk <trunk number>

failover

enable

exit

Figure 5-22 Commands for the isCLI method
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The exit command is required to end the configuration for a specific group.

Tip: You can use the no member, no port, no trunk, no vlian, and no
failover commands to remove the corresponding items from the group.

Figure 5-23 shows an example of the commands by using the isCLI method.

Router>Jan 10 17:20:24 9.42.171.39 NOTICE mgmt: admin(admin) login from
host 9.44.168.202

en

Enable privilege granted.

Router#configure terminal

Enter configuration commands, one per line. End with Ctrl/Z.
Router(config)#vnic vnicgroup 2

Router(vnic group config)#member INT8.1

Router(vnic group config)#vlan 4091

Warning: VLAN 4091 is moved to STG 1.

Router(vnic group config)#failover

Router(vnic group config)#trunk 2

Router(vnic group config)#enable

Warning: STP is turned off for port EXT1 in STG 1

Warning: Changed the pvid of uplink port EXT1 in vNIC group 2 to 4091
Warning: Deleted port EXT1 from VLAN 1

Router(vnic group config)#

Figure 5-23 Creating a vNIC group

Currently, only one uplink port or one trunk group of uplink ports that are
aggregated together can be part of a vNIC group. Any uplink port or trunk can be
part of only one vNIC group at a time. Therefore, it is not currently possible for
multiple groups to share uplinks. Now, only static trunk groups are supported.
Link Aggregation Control Protocol (LACP) trunks are supported in Switch
Independent Mode (see Part 3, “Switch Independent Mode” on page 153).

Each vNIC group is associated with a vNIC VLAN, as explained in 5.6,
“Configuring vNIC VLANS” on page 85.

5.5 High availability and vNICs

The trunk failover function enables high-availability designs when used with
standard ports. This failover function is also available when vNICs are used. With
vNICs, the uplink ports that are members of a group (vnicgrp) might fail due to a
failure on the upstream device or a cable that is failing or erroneously removed.
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In this case, the associated vNIC is brought down by the Virtual Fabric Switch. In
Windows, this situation appears as a network cable unplugged condition on the
server.

To deliver high availability by using the trunk failover function:

1. Configure the other Virtual Fabric Switch in the chassis to use vNICs for the
server in question. Optionally, use the same vNIC numbers, associated
groups, and bandwidth allocation on both switches.

2. Team together the corresponding vNIC ports, as detected by the operating
system, by using the available tools for NIC teaming. In general, perform NIC
teaming in active mode or standby mode by using the following specifications:

— For Windows servers, use the available utility from Emulex.

— Linux servers must have the local bonding driver.

— ESX has support for multiple NIC teaming modes by using the network
configuration GUI.

Multiple vNICs that are part of the same physical 10 Gbps port can support high
availability, but each vNIC does so independently. To implement support for high
availability:

1. Enabile failover for all vNIC groups for which the server ports are members, on
both of the Virtual Fabric Switches.

2. Configure NIC teaming (as explained previously) on corresponding pairs of
VNICs on the server. Ensure that one member of the team is physically
connected to one of the Virtual Fabric Switches and that the other member of
the team to the other Virtual Fabric Switch.

3. Configure uplink ports or trunks as members of the corresponding vNIC
groups on the two switches. If possible, connect these uplinks to separate
upstream physical switches.
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Figure 5-24 shows a sample configuration with only one blade. The same
configuration commands are required for each blade used for which failover is
desired.

Bay 7 BNT 10 Gb
Virtual Fabric SM

TR

witc bayg . (@8
I
Port INT3

VvNIC 3.1 VNIC 3.2

Blade #3 Router

I
Port INT3 Legends:

RED — vNIC Group 1, VLAN 2001 (outer tag)
VNIC 3.1 and EXT10 on each switch

GREEN - vNIC Group 2, VLAN 2002 (outer tag)
Bay 9 BNT 10 Gb vNIC 3.2 and EXT9 on each switch

Virtual Fabric SM BLACK — Physical port INT3 on each switch

Figure 5-24 High availability with vNIC
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Figure 5-25 shows the commands of the isCLI method for the blade configuration.

vnic port INT3 index 1
enable

vnic port INT3 index 2
enable

vnic vnicgroup 1
failover
vlan 2001
member INT3.1
port EXT10
enable
exit

vnic vnicgroup 2
failover
vlan 2002
member INT3.2
port EXT9
enable
exit

Figure 5-25 Commands for the isCLI method

Figure 5-26 shows the IBM System Networking OS CLI configuration, which is
identical on each of the two switches.

/cfg/virt/vnic /port 3/vnic 1/ena
/cfg/virt/vnic/port 3/vnic 2/ena
/cfg/virt/vnic/vnicgrp 1/ena

failover ena

vnicvlan 2001

addvnic 3.1

addport EXT10
/cfg/virt/vnic/vnicgrp 2/ena

failover ena

vnicvlan 2002

addvnic 3.2

addport EXT9

Figure 5-26  Commands for the IBM System Networking OS CLI method
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For more information, see:

» BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter Application
Guide:

http://www.bladenetwork.net/userfiles/file/VFSM_AG _6-8.pdf

» Publications for the BNT Virtual Fabric 10Gb Switch Module - IBM
BladeCenter H, HT

http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5080917

5.6 Configuring VNIC VLANs

Every vNIC channel is associated with a vNIC group with a unique VLAN ID.
These group VLANS differ from conventional VLANs that are configured on the
Virtual Fabric Switch in significant ways:

» VNIC VLANSs are implemented as outer tags on the Ethernet frames that pass
through the switch. These outer tags are never forwarded to a blade or to an
upstream switch. They serve solely to isolate traffic in a vNIC group from
other vNIC groups and from conventional VLANSs.

» Within a group, conventional VLANs configured by an operating system on a
server blade (such as with the vconfig command in Linux) are implemented
as inner tags. These inner tags pass through the group and the Virtual Fabric
Switch unchanged. The VLAN configuration on upstream switches must
match the VLANs on the blades, but the Virtual Fabric Switch passes the
inner tags through (Figure 5-27 on page 86).

» The same conventional VLAN can enter the chassis in more than one group,
but traffic between groups never occurs within the Virtual Fabric Switch.

» On the Virtual Fabric Switch, a VLAN number can be a conventional VLAN, a
vNIC group, or a VMready group, but not more than one type at the same time.

Keep in mind the following additional notes about vNIC VLANs:

» Routing of traffic between vNIC VLANSs is not supported, nor is routing
between a vNIC VLAN and a conventional VLAN.

» When external (uplink) ports are added to a vNIC group, they are also added
to the vNIC VLAN and are always aggregated together. Currently, it is not
possible to split these ports and aggregate them in more than one trunk.

» When internal (blade-facing) ports are added to a vNIC group, it is assumed
that no vNICs are created on those blades (with the addport command, not
the addvnic command). Traffic can then flow between vNICs and these
internal ports. Traffic is forwarded by using the vNIC VLAN as the outer tag.
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Any inner tags that are associated with the non-vNIC interface on the ports
are unchanged, as with the vNICs.

802.1qg "Double Tagging" and the BNT Virtual Fabric Switch

Upstream
Router

=N

BNT Virtual Fabric

Payload

Ethernet Header

EtherType (of payload)

.1Q VLAN tag
VLAN ID "A"
EtherType = 0x8100

Ethernet Header

SA
DA

Tagged traffic for
multiple VLANSs is
sent from the
upstream switch.
Upon entry to the
Virtual Fabric switch,
the vnicvlan value is
inserted as the
second tag (ID "B").

O B g EET R

Switch

L 8 e [ 4 o e i S o] el

Payload

Ethernet Header

EtherType (of payload)

.1Q VLAN tag 2
VLAN ID "A"
EtherType = 0x8100

A1QVLAN tag 1
VLAN ID "B"
EtherType = 0x8100

Ethernet Header

SA
DA

HS22 Blade

Traffic flows through
the Virtual Fabric
switch using the

vnicvlan tag and is
forwarded to the
blade-facing port,
where the vnicvlan
"outer" tag is
removed.

Payload

Ethernet Header

EtherType (of payload)

.1Q VLAN tag
VLAN ID "A"
EtherType = 0x8100

Ethernet Header

SA
DA

Figure 5-27 Double tagging

VNIC VLANSs are configured with the associated vNIC groups.

To configure vNIC VLANS, you can use the following isCLI commands:

vnic vnicgroup <number 1-32>
vlan <vlan number 1-4094>

Alternatively, you can use the IBM System Networking OS CLI commands:

/cfg/virt/vnic/vnicgrp <number>
vnicvlan <1-4094>

You cannot use the selected VLAN number within the Virtual Fabric Switch for
any other purpose. However, it is of local significance in that it is never detected
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by the blades (other than by the vNIC driver) and never forwarded out of the
Virtual Fabric Switch to an upstream switch. Use high numbers that are not used
in the client’s network as vNIC VLANSs (for example, 4000 and up).

Figure 5-28 shows the BBI window to configure a vNIC group and the
associated VLAN.

Halm - )
= Q !

Configure NetVVOFking O
Log

Apply Save Revert Diff Dump

A 1B Netwaorking OS Virtual Fabric
System
Switch Ports
Port-Based Port Mirrering
Layer 2
RMOMN Menu
Layer 3
QoS
~{0 Access Control
-3 CEE
- FCOE
=3 Virtualization
~E3 VNIC

POEEPDE,

[8) VNIC Groups
~{3 Virtual Machine

Figure 5-28 Configuring the vNIC group and the associated VLAN
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5.7 Configuring the operating system

This section explains how to configure teams and VLANs with the Emulex 10GbE
Virtual Fabric Adapter. The following operating systems support the Emulex
10GbE Virtual Fabric Adapter:

Microsoft Windows Server 2003 (x86 and x64)
Microsoft Windows Server 2008 (x86 and x64)
Microsoft Windows Server 2008 Release 2 (x64 only)
Red Hat Enterprise Linux 5.5 and 5.6

Red Hat Enterprise Linux 6.0 and 6.1

SUSE Linux Enterprise Server 10.3 and 10.4

SUSE Linux Enterprise Server 11.1

VMware ESX 4.0, 4.1, and 5.0

Citrix XenServer 5.6

Citrix XenServer 6.0

YVVYVYYVYVYVYVYVYYVYY

Important: Before installing the device drivers and firmware, make sure that
the following firmware for other BladeCenter devices is at the latest level.

OneCommand Manager is the Emulex application that enables the centralized
management of Emulex OneConnect converged network adapters (CNAs) and
host bus adapters (HBAs) from a centralized management console.
OneCommand Manager provides a GUI and a scriptable CLI for administration.
You can use the OneCommand Manager to configure load balancing and
teaming.

5.7.1 Windows OneCommand Manager

88

You can install the OneCommand Manager application in Windows by using
either of the following methods:

» Attended installation by using the GUI
» Unattended installation by using the command line

Attended installation in Windows
To do an attended installation of the OneCommand Manager application in
Windows:

1. From the Emulex website, download the x64 or x86 OneCommand Manager
Enterprise Kit installation file to your system.

I1A64: For IA64 systems, use the x86 OneCommand Manager Enterprise
installation file.
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2.
3.
4.

Go to the directory for which you downloaded the file.
Double-click the elxocmyversion.exe file.

In the Emulex OCManager Enterprise window (Figure 5-29), click Next.

Emulex OCManager Enterprise 5.1.42.4-1 ll

Emulex OCManager Enterprise 5.1.42.4-1

Publisher: Emulex
Web site: hittp -/ emulex.com

Email address: Technical Support @emulex.com

Tarma Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Next to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

About... | = Back Next = Cancel

Figure 5-29 Emulex OCManager Enterprise Kit Installer welcome window
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5. In the Installation options window (Figure 5-30), click Install. The installation
process begins.

Emulex OCManager Enterprise 5.1.42.4-1 il

Installation options .( h !
.
These options determine how the application will be installed. ‘6
Emulex OCManager Enterprise-x64
= This installs Emulex OCManager
Supporting Features En e Gabit
Feature size: 115,623 KB
Install size: 115,623 KB
Remove size: OKB
4 | ILI Disk space: 32,867,572KB

Installation folder:

I Bravse. ., |
Tarmat® Installer
<Back [ nstal | Cancel |

e
Figure 5-30 Emulex OCManager Installation options window
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6. After the installation process completes, in the Management Mode dialog box
(Figure 5-31), choose the management mode you want. For this example, we
selected Local Management Plus. Then click OK.

OneCommand™ Manager Management Mode

OneCommand ™ Manager can run in different modes on this host. Select the mode
you would like to run the application on this host and press OK to set the mode.

"~ Strictly Local Management

Only manage the adapters on this host, Management of adapters on
this host from other hosts is not allowed.

¥ Local Management Plus {remote access from other hosts)

Only manage the adapters on this host. Management of adapters on
this host from other hosts is allowed.

" Full Management
Manage the adapters an this host and other hosts that allow it.

Management of the adapters on this host from another host is
allowed.

[” Read-only operation (no sensitive operations allowed)

v Allow users to change mangement mode from application

Figure 5-31 OneCommand Manager Management Mode options

Tip: Allow users to change the management mode for the application at
this stage.
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The Installation Completed window (Figure 5-32) opens when the installation is
finished.

Emulex 0CManager Enterprise 5.1.42.4-1 ﬂ

Installation completed

Emulex OCManager Enterprise has been successfully installed
on your computer.

Click Finish to dose Tarma Installer.

< Back I Finish I QCancel |

Figure 5-32 Emulex OCManager Installation completion

Unattended installation in Windows
To do an unattended installation of the OneCommand Manager application in
Windows:

1. Download the x64 or x86 OneCommand Manager Enterprise Kit installation
file to your system from the Emulex web page at:

http://www.emulex.com/downloads/emulex/windows/windows-7-x64/managem
ent.html

2. At a Windows command prompt, run the unattended installation of
OneCommand Manager. The kit is activated with the optional switch /q or
/q2. The /q switch displays progress reports. The /q2 switch does not display
progress reports. For example, at the command prompt, type either of the
following commands:

elxocm-windows-x86-5.1.42.4-1.exe /q
elxocm-windows-x64-5.1.42.4-1.exe /q2
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3. Select a mode:
a. Add the mode argument. The following mode values are possible:

Local Only Management Mode

Local Plus Management Mode

Full Management Mode

Local Plus Management Mode and Read Only
Full Management Mode and Read Only

b. Add the ability to change the mode by adding the change argument with
the values selected. For example, at the command prompt, type:

elxocm-windows-x86-5.1.42.4-1.exe mmode=3 achange=1 /q2
The following change values are possible:

¢ Do not allow Management Mode to change
¢ Allow Management Mode to change

5.7.2 Configuring teams and VLANs

A team (or bond in Linux) of adapters functions as a single virtual network
interface and appears the same as a nonteamed adapter to other network
devices. Teaming offers the following benefits:

» Virtual adapters can balance a large network load across several adapters.

» Teams improve system availability by providing a failover path for critical
network connections.

A protocol address, such as an |IP address, is assigned to the physical adapter.
However, when OneCommand NIC Teaming and Multiple VLAN Manager
(OneCommand NIC Teaming Manager) are installed, the protocol address is
assigned to the team adapter. It is not assigned to the physical adapters that
make up the team.

The IPCONFIG /all command for Windows or the IFCONFIG command for Linux
shows the IP and media access control (MAC) addresses of the virtual adapter,
and not of the individual physical adapters.
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5.7.3 Configuring a new team

To configure a new team:
1. Start the OneCommand NIC Teaming Manager application.

2. In the OC NIC Teaming and VLAN Manager window (Figure 5-33), click
Create Team to create a team configuration.

=Z%=(0C NIC Teaming and ¥LAN Manager [_ [ <] I

File Help

CneCommand MIC Teaming and YLAMN Manager

Teams and Available Adapters:

----- E¥ Broadcom BCMS?095 Metytreme 11 GigE (MOIS YED Client) - Onboard MIC 1

----- ¥ Broadcom BCMST095 Metktreme 11 GigE (MDIS YED Client) #2 - Onboard MIC 2
----- e =Connect OCml 110z MICITOE - Erule;

----- Y Ernulex OneConnect OCml1102-M-¥, MICITOE #2 - Ermulex WFA 1T #11

----- ¥ Emulex OneConnect OCml1102-M-%, MICITOE #3 - Emulex WFA IT #02

----- £ Erulex OneConnect OCm11102-M-%, MIC)TOE #4 - Emulex YFA IT #12

----- Y Erulex OneConnect OCm11102-M-%, MIC)TOE #5 - Emulex YFA 1T #03

----- Y Emulex OneConnect OCm1l102-M-%, MICITOE #6 - Emulex YFA 1T #13

----- B Emulex OneConnect OCmll102-M-¥, MICITOE #7 - Emulex YFA I #04

----- Y Ernulex OneConnect OCml1102-M-¥, MICITOE #8 - Erulex WFA 1T #14

Create Team Remoyve Tean | YLAM | Show Config

Exit: |

Figure 5-33 Configuring a new team by using OneCommand NIC Teaming Manager

3. Inthe OC NIC Teaming and VLAN Manager — Create Team window
(Figure 5-34 on page 95):

a. Inthe Team Name field, enter a name of the new team.
b. For Team Type, select a type. The default is Failover.
c. If necessary, for Load Distributed By, change the Team Type criteria:

Default (Failover) Selects the port with the least traffic load for the
session.

Destination MAC Address
Performs an XOR on the destination MAC address to
determine which port must carry the load.
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Destination IP Address
Performs an XOR on the destination and source IP
address to determine which port must carry the load.

d. For Auto FailBack, select Enable (default) or Disable.

e. In the Available Network Adapters area, which lists the adapters that are
not members of any team, to add an adapter to the team:

i. Select the adapter from this list.

ii. Click Add to move the adapter in the Team Member Adapters list,
which lists the adapters that are members of the team.

f. Click OK.

Create a unigue Team Mame and select & Team Twpe, then use the controls below ta add/remove adapters.

Team Mame: I Emulex OneConneck TeamAdapter #0 Team Type: IFaiIOver j
- Auko FailBack LoadBalancing
Load Distributed By: IDeFauIt j v Enab|E02.3ad static
LACP b
— Team Member Configuration
Awailable Netwaork Adapters
¥ Erulex OneConnect ©Cml1102-M-%, MIC/TOE #8 - Emulex WFA I #14 -

¥ Erlex OneConnect OCm11102-M-¥, NIC/TOE #7 - Erulex VFA IT #04

¥ Erlex OneConnect OCml1102-M-¥, NIC/TOE #6 - Ermulex VFA I #13

Y Ermlex OneConnect OCml1102-M-%, WIS TOE #5 - Emulex VFA 1T #03

Y Ermlex OneConnect OCml1102-H-%, NIC/TOE #4 - Emulex VFA I #12

¥ Erulex OneConnect OCml1102-M-%, NIC/TOE #2 - Emulex YFA IT #11

x¥ Broadcom BCMS703S Mettreme IT GigE (MDIS YEBD Clisnt) #2 - Onboard MIC 2
¥ Broadeomn BCMS7095 Metktrame 11 GiaE (MDIS VED Client) - Onboard NIC 1

L

Add Remove

Team Member Adapters

¥ Primary - Emulex OneConnect OCm11102-M-%, NIC/TOE - Emulex YA 1T #01
¥ Secondary - Emulex OneConnect OCml1102-M-%, NIC/TOE #3 - Emulex WFA IT #02

corel_|

Figure 5-34 Configuring a new team

After the team is created, a window is displayed that shows that the adapter was
added to the team.
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5.7.4 Configuring a VLAN for a physical or team adapter
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You can configure VLANs at the physical adapter level or at the team level.
Configuring the VLAN at both the physical and team levels can cause double
tagging. Therefore, avoid it. As a result, all virtual adapter members of the team
must have the VLAN disabled at the physical or operating system level.

To configure a VLAN for a physical or team adapter, by using the OneConnect
software:

1. In the OC NIC Teaming and VLAN Manager window (Figure 5-35), in the
Team and Available Adapters area, select the physical or team adapter to
which you want to add a VLAN. Then click VLAN.

Tip: In the OC NIC Teaming and VLAN Manager window (Figure 5-35), if
you select TeamAdapter #0 only, the VLAN is available for you to select it.
In this window, you can see and confirm the adapter settings.

=%=0C NIC Teaming and ¥LAN Manager !EI E I
Fila Help

CneCommand NIC Teaming and YLAMN Manager

Teams and Available Adapters:
Broadcom BCMS709S Metktreme 1T GigE (MDIS YED Client) - Onboard MIC 1
Broadcom BCMS7095 Metktreme IT GigE (MDIS WED Client) #2 - Onboard MIC 2
Emulex OneConnect OCm11102-M-%, NIC/TOE #2 - Emulex VFa 1T #11
Emulex OneConnect OCm11102-M-%, MIC/TOE #4 - Emulex VFA 1T #12
Ernulesx OneConnect OCll102-M-%, NIC/TOE #5 - Emulex YA 1T #03
Ernulesx OneConnect OCrl1102-k-¥, MIC/TOE #6 - Emulex YFA 1T #13
Emulex OneConnect OCml1102-M-%, NIC/TOE #7 - Emulex VA IT #04
Ernule: OneConnect OCml1102-M-¥, NIC/TOE #8 - Emulex VFA T #14
Emulex OneConnect TeamAdapter #0 - Local Area Connection
Ernulex OneConnect OCmll102-M-%, MIC/TOE - Emulex WFA 1T #01
Ernulex OneConnect OCrl1102-k-3%, MIC/TOE #3 - Emulex YFA 1T 202

Create Team Remoye Tean | LA | Show Config

Exit |

Figure 5-35 Configuring a new team
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2. In the OC NIC Teaming and VLAN Manager — Add/Remove VLAN dialog box
(Figure 5-36):
a. Enter a valid VLAN ID in the range 1 - 4094, for example 50.

b. Click Add to add the VLAN to the adapter. The VLAN Name shows the
VLAN Name in the format V1an_<VLAN ID>.

Multiple VLANSs: You can create multiple VLANSs for an adapter. The
VLANSs Configured list shows the list of all VLANSs that are configured

for the adapter.

=% 0C NIC Teaming and ¥LAN Manager - Add,/Remove ¥YLAM

Adapter: Ermulex OneConnect TeamAdapter #0

—Configure YLAR

WLAM ICn: I WLAM Marme: I

—WLAMNs Configured
WLAM Marne IPAddress

Remowve

[ pae |
Ok |

Figure 5-36 Confirmation of configured VLAN

c. Click OK to complete the configuration.

The VLAN is now created.
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5.7.5 Configuring FCoE and the personality for iSCSI Emulex Virtual

98

Fabric Adapter Il

By using the Emulex OneConnect adapters, you can change the personality of
the adapter, can reboot the host, and can have the adapter come back up
running the new personality. The OneConnect adapters are currently capable of
running NIC-only, NIC and FCoE, and NIC and iSCSI personalities.

In some cases, the adapters are preconfigured to support multiple personalities.
In other cases, a feature enablement license must be installed before the adapter
can support multiple personalities. Also, the three personalities might not always
be available on an adapter. For example, a NIC and FCoE adapter can change to
a NIC-only or NIC and iSCSI adapter, but an iSCSI adapter cannot change to a

NIC and FCoE adapter. Licensing is required to use the personalities.

To change the personality for the adapter, you need Emulex OneCommand
Manager or the OneCommand Manager CLI. You can also use the F1 UEFI
utility. In writing this book, we found that installing the Emulex OneCommand
Manager was the easier method to perform the change.

Tip: You can now perform the personality change by F1 UEFI utility on the
blade server with 4.x firmware.

The OneCommand Manager CLI has the following commands to manage the
personality type:

» ChangePersonality

This command is supported by Windows, Solaris, Linux, and VMware ESX,
and has the following syntax:

hbacmd ChangePersonality <WWPN|MAC> <personality type>

<personality_type> must reflect the NIC, iSCSI, or FCoE depending on your
configuration.

» ShowPersonalities
This command shows the personality types and has the following syntax:
hbacmd ShowPersonalities <WWPN|MAC>
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Tip: You can install one (or more) driver kits for the current personality, and
then change the personality and no longer have the drivers that are necessary
to run the adapter. If you change personalities, you must install the appropriate
drivers. These drivers are available on the Emulex website at:

http://www.emulex.com/downloads/ibm/vfa-software-kits/ocm5142-bc-win

dows/drivers.html

For more information about using the OneCommand Manager CLlI, see the Emulex
OneCommand Manager Command Line Interface Version 5.1 User Manual at:

http://www-d1.emulex.com/support/utilities/onecommand/519/

corekit_user_manual.pdf

To change the personality, which was required during our testing scenarios, open
the OneCommand Manager application and complete these steps:

1. In the OneCommand Manager wind

the adapter information.

2. On the Adapter Information tab in
select the personality. In this examp

=~ OneCommand(TM) Manager

File View Port Discovery Batch Help

ow (Figure 5-37), in the left pane, select

the right pane, in the Personality area,
le, we select iSCSI. Then click Apply.

I [ 3

—
‘\_* : Adapter Information | Firmware
E|--.—__' WINTRAININGZ
- EERIEE Mode! : 0Cm111021%
Port 0
NIC 00-00-C9-C5-CB-0C X
NIC 00-00-C3-C5-CE-0F Serial Mumber : 11530Y 3568Y 250HY 17T009
NIC 00-00-C9-Cs-CB-0F
@ 10:00:00:00:C9:C6:CB:0D Active Firmware Version : 3.703.397.3806
-2 Port 1
NIC 00-00-C2-C6-CB-10 Firmware State: Working
NIC 00-00-C9-C6-CB-12
NIC 00-00-C9-C5-CB-13 BIOS Version : 3.703.397.3806
----- @ 10:00:00:00:C9:Ca:CB: 11
Boot Code Version: 2.0.20.768
HW Version: E3A2
Personality License Features
Current: FCoE
After Reboot
Show License Features. .. |
Install Feature Licenses... |
= NIC-only
Apply |

Figure 5-37 OneCommand Manager choosing a particular personality
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3.

In the Change Adapter Personality dialog box (inset in Figure 5-38), click OK

to restart your system and to activate the change.

=T

File View Port Discovery Batch Help

& [ (S]]

[ -]

£ Hosts
-5 WINTRAINING2

- OCm11102-1-X Model : ST
-=3 Port 0
&My 00-00-cs-cs-ce-0C ;
NIC 00-00-C9-C5-CB-0E Serial Mumber : 11590Y3568Y250HY 177009
M- 00-00-Co-C5-CB-0F
@ 10:00:00:00:CS:C6:CB:0D Active Firmware Version : 3.703.397.3806
-2 Port 1
NIC 00-00-C9-Cs-CB-10 Firmware State: Working
M 00-00-c3-c5-CB-12
----- %EIC Dlg -gg ESE:DS:Z:: (:163:CB: 11 . Cha nge Adapter Personality ll

Adapter Information | Firmware |

Boot Co I/_\ The personality has been changed. A system reboot is required

" torun with the new personality.
HW Ver:

Personality rLicense Features
Current: FCoE

After Reboot—————
Show License Features... |

+ iSCST Install Feature Licenses. .. |

Apply |

" NIC-only

Figure 5-38 Emulex personality change reboot requirement

4. After your system restarts, verify your selection, and proceed with your

required configuration. To configure an FCoE and iSCSI solution, see 5.8,
“vNIC and VMready” on page 101.

For more information about OneCommand Manager, see the following user
manuals:

>

Emulex OneCommand Manager Application Version 5.1 User Manual
http://www-d1.emulex.com/support/utilities/onecommand/519/onecommand.pdf

Emulex OneCommand Manager Command Line Interface Version 5.1 User
Manual

http://www-d1.emulex.com/support/utilities/onecommand/519/corekit_user_manu
al.pdf
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See also 6.4, “Scenario 4: vNIC FCoE on Emulex Il, BNT, and QLogic with IBM
DS5300” on page 120, and 6.5, “Scenario 5: vNIC iSCSI on Emulex II, BNT, and
QLogic with IBM DS5300” on page 145.

5.8 vNIC and VMready

You can use VMready only with the BNT Virtual Fabric 10Gb Switch Module. By
using VMready, you have much greater control over the allocation of network
resources. Also, the server administrator can assign network policies at a group
level, as opposed to a physical server level.

Access control list (ACL), quality of service (QoS), and VLAN settings in
VMready are set at the group level. When virtual machines (VMs) move because
of a VMotion event, the ACLs, QoS, and VLAN assignments move with them.
This movement ensures that the appropriate network resources are allocated to
the VMs, regardless of where they are in the network.

Versions of BNT Virtual Fabric 10Gb Switch Module firmware before 6.7.2 did not
support a blade-facing port in both a vNIC group and a VMready group at the
same time. However, with the release of 6.7.2 and later, this support is now
possible. With versions before 6.7.2, you can, however, use vNIC to support
certain blades and VMready on other blades. This support is possible by using
the same switch and is done within the same chassis, but not the same port.

However, if you are running the adapters in Switch Independent Mode, you do
not need to use vNIC groups and, therefore, can implement VMready groups.

The VMready software of the switch makes the switch virtualization aware. Servers
that run hypervisor software with multiple instances of one or more operating
systems can present each instance as an independent VM. With VMready, the
switch automatically discovers VMs that are connected to the switch.

Virtualization is used to allocate server resources based on logical needs, rather
than on a strict physical structure. With appropriate hardware and software
support, servers can be virtualized to host multiple instances of operating
systems, or VMs. Each VM has its own presence in the network and runs its own
service applications.

A hypervisor manages the various virtual entities, such as VMs and virtual
switches, that are on the host server. Depending on the virtualization solution, a
virtualization management server can be used to configure and manage multiple
hypervisors across the network. With some solutions, VMs can also migrate
between host hypervisors, moving to different physical hosts and maintaining
their virtual identity and services.
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The IBM Networking OS 6.8 VMready feature supports up to 2,048 virtual
entities in a virtualized data center environment. The switch automatically
discovers the virtual entities that are attached to switch ports. It also
distinguishes between regular VMs, Service Console Interfaces, and Kernel or
Management Interfaces in a VMware environment.

Virtual entities can be placed into VM groups on the switch to define
communication boundaries. Virtual entities in the same VM group can
communicate with each other, but not virtual entities in different groups. VM
groups also allow for configuring group-level settings, such as virtualization
policies and ACLs.

The administrator can also preprovision virtual entities by adding their MAC
addresses (or their IPv4 address or VM name in a VMware environment) to a VM
group. When a virtual entity with a preprovisioned MAC address is connected to
the switch, the switch automatically applies the appropriate group membership
configuration.

The BNT Virtual Fabric 10Gb Switch Module with VMready also detects the
migration of virtual entities across different hypervisors. As virtual entities move,
the BNT Virtual Fabric 10Gb Switch Module with the IBM NMotion® feature
automatically moves the appropriate network configuration. NMotion gives the
switch the ability to maintain assigned group membership and associated
policies, even when a virtual entity moves to a different port on the switch.
VMready also works with VMware Virtual Center (vCenter) management
software.

By connecting with a vCenter, the BNT Virtual Fabric 10Gb Switch Module can
collect information about more distant virtual entities, synchronize switch and
virtual entity configuration, and extend migration properties.

For more information, see Implementing a VM-Aware Network Using VMready,
SG24-7985.

Support: VM groups and policies, virtual entity preprovisioning, and virtual
entity migration features are not supported simultaneously on the same ports
as VNICs.
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Usage scenarios

This chapter explains how to create three virtual fabric configurations that have
the following combinations:

» Virtual network interface controllers (vNICs)
» Uplink ports
» Uplink trunks

All of the configurations performed are done by using interfaces into the BNT
Virtual Fabric 10Gb Switch Module.

Tip: Ensure that vNIC mode is enabled in the Emulex Virtual Fabric Adapters.
VNIC mode is the default.

This chapter includes the following sections:

» Scenario 1: vNICs only with no uplinks

Scenario 2: vNICs only with one uplink

Scenario 3: vNICs only with one uplink trunk

Scenario 4: vNIC FCoE on Emulex Il, BNT, and QLogic with IBM DS5300
Scenario 5: vNIC iSCSI on Emulex I, BNT, and QLogic with IBM DS5300

vvyyy
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Tip: For the Virtual Fabric Adapter, you can determine the Peripheral
Component Interconnect Express (PCle) function ID. You can determine this
function by using either of the following methods:

» Running the ethtool -i command in Linux
» Viewing the Network Adapter Properties in Windows Device Manager

6.1 Scenario 1: vNICs only with no uplinks

Scenario 1 creates group VGRP 1. This group consists of vNIC ports and has the
following configuration:

» VNIC INT1.2 (blade in slot 1, vNIC 2) of the switch in I/O bay 7, set to a
maximum bandwidth of 5 Gbps (50% of 10 Gbps)

» VNIC INT2.1 (blade 2, vNIC 1) of the switch in I/O bay 7, set to a maximum
bandwidth of 2 Gbps (20% of 10 Gbps)

» One vNIC group that contains the two vNICs (vNIC Group VLAN 127)

You can use the IBM Networking OS command script in Example 6-1 to
implement this configuration.

Example 6-1 IBM Networking OS script to create scenario 1

/c/virt/vnic
on
/c/virt/vnic/port INT1/vnic 2
ena
bw 50
/c/virt/vnic/port INT2/vnic 1
ena
bw 20
/c/virt/vnic/vnicgrp 1
ena
vnicvlan 127
addvnic INT1.2
addvnic INT2.1

apply
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You can also use the Industry-standard CLI (isCLI) command script in
Example 6-2 to implement this configuration.

Example 6-2 isCLI script to create Scenario 1

vnic enable

vnic port INT1 index 2
enable
bandwidth 50

vnic port INT2 index 1
enable
bandwidth 20

vnic vnicgroup 1
enable
vlan 127
member 1.2
member 2.1
exit

In addition, you can use the Virtual Fabric Switch browser-based interface (BBI)
to implement this configuration:

1. On the Configure tab of the BBI, to enable vNIC operations, expand
Virtualization — VNIC, and select General (Figure 6-1).

Configure Statistics Dashboard Net\NOI’king OS
Apply Save Revert Diff Dump Show Log Help Logout
I=3 1BM MNetworking OS Virtual Fabric
“3 System VNIC Configuration
~{I Switch Ports
l:l Port-Based Port Mirroring Global VNIC On/Off: | On [v]
[:l Layer 2 WVNIC Uplink sharing: | Enablad ["]
~(1 RMON Menu VNIC ezress meteting:| Enabled |v|
~E3 Layer 3
Cl QoS
~[3 Access Control
-3 CEE
-3 FCOE
“E3 Virtualization
-3 VNIC
C B wvnics

Figure 6-1 Enabling vNIC operations on the vNIC Configuration panel
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2. In the VNIC Configuration pane on the right side, for Global VNIC On/Off,
select On, and then click Submit.
3. Select Apply — Save.
Tip: After every change, click Submit, and then select Apply — Save to
ensure that the setting persists after any switch reboot.
4. Enable and configure each vNIC. Expand Virtualization — VNIC, and then

select VNICs (Figure 6-2).

Configure Statistics Dashboard Networkmg OS
Apply Save Revert Diff Dump Show Log Help  Logout
a BN Metworking OS5 Virtual Fabric 10Gk VvNICSs Conﬁguration
~[3 System
[ Switch Ports 1. Search Range
(0 Port-Based Port Miroring VNIC(INT1.1INT14.4) From|INT1.1 To|INT14.4
D Layer 2 2. Search Options
=32 RMON Menu State any [v]
00 Lavers Max Bandwidth(0 = any) |0
0 Qos VNIC Group(0 = ay) 0
[:I Access Contral Seatch Operation or [v]
~E3 CEE
a FCOE WNIC State ¥NIC Graup Max Bandwidth
a Virtualization INT1L1 disabled 0 25
~E3 vnIC INTL2 disabled 0 2
: General INTL3 disabled 0 25
INT14 disabled 0 23
5 VNIC Groups | oz disabled 0 23
“{3 Virtual Machine INT22 disabled 0 23
INT23 disabled 0 25
INT24 disabled 0 25
INT3.1 disabled 0 23
INT32 disabled 0 25
INT33 disabled 0 23

Figure 6-2 vNICs Configuration panel

106 IBM BladeCenter Virtual Fabric Solutions



5. For the first vNIC (Figure 6-3), for State, select enabled. Then enter the Max
Bandwidth allocation. In this example, we enter 50. Then click Submit.

vINIC INT1.2 Configuration

enabled |v|

State
50

Max Bandwidth in increments of 1000 bps (1-100)

Figure 6-3 Enabling vNIC INT1.2

6. For the second vNIC (Figure 6-4), for State, select enabled, and then enter
the Max Bandwidth. Again, in this example, we enter 50. Then click Submit.

vINIC INT2.1 Configuration

enabled |v|

State
50

Max Bandwidth in increments of 1000 bps (1-100)

Figure 6-4 Enabling vNIC INT2.1
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7. Enable and configure the vNIC group. Expand Virtualization — VNIC, and
then select VNIC Groups (Figure 6-5).

8. In the right pane, click vNIC Group 1.

Configure Statistics Dashboard Networking OS

Apply Save Revert Diff Dump Show Log  Help  Logout

=3 1B MNetworking ©S Virtual Fabric 10Gh

-~ System VINIC Groups Configuration

{2 Switch Ports

l:l Port-Based Port Iirroring ¥NIC Group State Vlan Tl e

@3 Layer2 [L] disabled 0 disabled

=~ RMON Menu 2 disabled 0 disabled

D Layer 3 3 disabled 0 dizabled

=3 QoS H disabled 0 disabled

(3 Access Control 5 dizabled 0 disabled

[:l CEE 6 dizabled 0 dizabled

G2 FCOE I d.tsabled 0 d{sabled

: . o 8 disabled 0 disabled

a Yirtualization 5 dizabled 2 dizabled
-8 ViIC 10 disabled 0 disabled

B General 11 disabled 0 disabled

. B vnics 5 disabled 0 disabled
f 13 disabled 0 disabled
£ Virtual Machine 1 disabled 0 disabled

Figure 6-5 vNIC Groups Configuration panel
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9.

In the vNIC Group 1 Configuration pane (Figure 6-6):

a. For vNIC Group State, select enabled.
b. For vNIC Group Van, set the VLAN to 127.

c. Inthe vNICS Available area, select the two vNICs. Then click Add to move
them to the vNICs in Group area.

vINICs

vINIC

INT1.3
INTT.4
INTZ2.2
INTZ2.4

VINIC Group 1 Configuration

v NIC Group State enabled |+

NIC Group Vlan | 127

Uplink Failover State| disabled [+
Uplink Port Trunk | Mone v

Available vINICs in Group
wINIC
N2

INTZ2.1

<<Remove

Figure 6-6 vNIC Group 1 Configuration panel

6.2 Scenario 2: VNICs only with one uplink

Scenario 2 creates group VGRP 3. This group consists of vNIC ports and one
uplink port and has the following configuration:

»

VvNIC INT1.3 (blade in slot 1, vNIC 3) of the switch in I/O bay 7, setto a

maximum bandwidth of 2.5 Gbps (25% of 10 Gbps)

VNIC INT2.2 (blade 2, vNIC 2) of the switch in I/O bay 7, set to a maximum
bandwidth of 7 Gbps (70% of 10 Gbps)

One vNIC group that contains the two vNICs (VNIC Group VLAN 500)
One uplink port, EXT2
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You can use the IBM Networking OS command script in Example 6-3 to
implement this configuration.

Example 6-3 IBM Networking OS script for Scenario 2

/c/virt/vnic
on
/c/virt/vnic/port INT1/vnic 3
ena
bw 25
/c/virt/vnic/port INT2/vnic 2
ena
bw 70
/c/virt/vnic/vnicgrp 3
ena
vnicvlan 500
addvnic INT1.3
addvnic INT2.2? addport EXT2

apply

You can also use the isCLI command script in Example 6-4 to implement this
configuration.

Example 6-4 isCLI script for Scenario 2

vnic enable
vnic port INT1 index 3
enable
bandwidth 25 (default)
vnic port INT2 index 2
enable
bandwidth 70
vnic vnicgroup 3
enable
vlan 500
member 1.3
member 2.2
port EXT2
exit
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In addition, you can use the Virtual Fabric Switch BBI to implement this
configuration:

1. On the Configure tab of the BBI, to enable vNIC operations, expand
Virtualization — VNIC, and select General (Figure 6-7).

2. In the VNIC Configuration pane on the right side, for Global VNIC On/Off,
select On, and then click Submit.

3. Select Apply — Save.

Tip: After every change, click Submit, and then select Apply — Save to
ensure that the setting persists after any switch reboot.

Configure  Statistics Dashboard Net\NOrking ON)

Apply Save Revert Diff Dump Show Log Help Logout

‘23 IBIM Metworking OS5 Virtual Fabric 10Gh
~{3 System VNIC Configuration
~{ Switch Ports
l:l Port-Based Port Mirroring Global VNIC On/Off: | On [v]
SE Layer2 WNIC Uplink sharing: | Disabled [/
=1 RMON Menu VNIC egress metering| Enabled ||
- Layer 3
~{2 Qos
= Access Control
~@ CEE
~@ FCOE
“E3 Virtualization
-2 VNIC
|
; VNICs
¢ @ VNIC Groups
=3 Virtual Machine
Figure 6-7 Enabling vNIC operations on the vNIC Configuration panel
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4. Enable and configure each vNIC. Expand Virtualization — VNIC, and then
select VNICs (Figure 6-8).

Configure Statistics Dashboard Networkmg 0OS
Apply Save Revert Diff Dump Show Log Help Logout
a 1B Metworking OS Virtual Fabric 10Gh VvINICs Conﬁguration
-2 System
=[] Switch Ports 1. Search Range
(0 Port-Based Port Mirroring ¥NICs(INTLIINT14.4) From|INT1.1 To|INT14.4
: 3 Layer2 2. Search Options
;--l:l RIMON Menu State any [v]
03 Layer3 MaxBandwidth(0 =any) |0
0 Qs ¥NIC Group(0 = any) 0
g 2;:58 Control Search Cperation ar M
i @ Fcoe vNIC State vNIC Group Max Bandwidth
a Virtualization Tl dizabled 2 33
-3 VNIC INT12 disabled 0 2
. B General | s | disabled 0 25
INT14 disabled 0 25
B VNIC Groups INT2.1 disabled 0 25
“ Virtual Machine | Nias | disabled g 23

Figure 6-8 vNICs Configuration panel

5. For the first vNIC (Figure 6-9), for State, select enabled. Then enter the Max
Bandwidth allocation. In this example, we enter 25. Then click Submit.

VvINIC INT1.3 Configuration

State enabled [V]

Max Bandwidth in increments of 1000bps (1-1007| 25

Figure 6-9 vNIC INT1.3 Configuration panel
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6. For the second vNIC (Figure 6-10), for State, select enabled, and then enter
the Max Bandwidth. In this example, we enter 70. Then click Submit.

VINIC INT2.2 Configuration

State enabled v
70

Max Bandwidth in increments of 1000 bps (1-100)

Figure 6-10 vNIC INT2.2 Configuration panel

.,

7. Enable and configure the vNIC group. Expand Virtualization — VNIC, and
then select VNIC Groups (Figure 6-11).

8. In the right pane, click vNIC Group 3.

Configure Statistics Dashboard Networkmg OS
Apply Save Revert Diff Dump Show Log Help  Logout
[454. Jan 621.14:02942.17145 NOTICE link link downonpotBRSA |
=3 1BM Metworking OS Virtual Fabric 10Ghk
“{3 System vINIC Groups Configuration
-3 Switch Ports
(1 Port-Based Port Mirrering ¥NIC Group State Vlan Failorer State
S0 Layer2 1 disabled 0 disabled
“(21 RMON Menu 2 disabled 0 disabled
-3 Layer 3 disabled 0 disabled
(2 Qos 4 disabled 0 disabled
{3 Access Control 3 dizabled 0 dizabled
“E CEE ] dizabled 0 dizabled
03 FCOE I d{sabled 0 d{sabled
H ] o 8 disabled 0 disabled
a Virtualization g disabled 7 disabled
-8 Ve 0 disabled 0 disabled
. "3 General u disabled 0 disablzd
VHNICs 12 disabled 0 disabled
13 disabled 0 disabled
“{ Virtual Maching 14 disabled 0 disabled

Figure 6-11 vNIC Groups Configuration panel
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9. In the vNIC Group 3 Configuration pane (Figure 6-12):

a.
b. For vNIC Group VLAN, set the VLAN to 500.

c.

d. Inthe vNICS Available area, select the two vNICs. Then click Add to move

For vNIC Group State, select enabled.

For Uplink Port/Trunk, select EXT2.

them to the vNICs in Group area.

vNIC Group 3 Configuration

wNIC Group State enabled |+

VNIC Group Vian | 500

Uplink Failover State| disabled |+
Uplink Port/ Trunk | EXTZ2 hd

vINICs Available vINICs in Group

vNIC
INT1.2
INTT.4 VNIC

INT2.1
INT2.4 :m;?
|

Figure 6-12 vNIC Group 3 Configuration panel

6.3 Scenario 3: VNICs only with one uplink trunk

114

Scenario 3 creates group VGRP 5. This group consists of vNIC ports and one
uplink trunk and has the following configuration:

» VNIC INT1.1 (blade in slot 1, vNIC 1) of the switch in I1/0 bay 9, setto a
maximum bandwidth of 3 Gbps (30% of 10 Gbps)

» VNIC INT2.2 (blade 2, vNIC 2) of the switch in I/O bay 9, set to a maximum
bandwidth of 3.3 Gbps (33% of 10 Gbps)

» One vNIC group that contains the two vNICs (vNIC Group VLAN 925)
» One uplink trunk that consists of external ports EXT1 and EXT3
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You can use the IBM Networking OS command script in Example 6-5 to

implement this configuration.

Example 6-5 IBM Networking OS script for Scenario 3

/c/12/trunk 1
ena
add EXT1
add EXT3
/c/virt/vnic
on
/c/virt/vnic/port INT1/vnic 1
ena
bw 30
/c/virt/vnic/port INT2/vnic 2
ena
bw 33
/c/virt/vnic/vnicgrp 5
ena
vnicvlan 925
addvnic INT1.1
addvnic INT2.2
addtrnk 1

apply

You can also use the isCLI command script in Example 6-6 to implement this

configuration.

Example 6-6 isCLI script for Scenario 3

vnic enable
portchannel 1 port EXT1
portchannel 1 port EXT3
portchannel 1 enable
vnic port INT1 index 1
enable
bandwidth 30
vnic port INT2 index 2
enable
bandwidth 33
vnic vnicgroup 5
enable
vlan 925
member 1.1
member 2.2
trunk 1
exit
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In addition, you can use the Virtual Fabric Switch BBI used to implement this
configuration:

1. On the Configure tab of the BBI, to enable vNIC operations, expand

Virtualization — VNIC, and then select General (Figure 6-13).

In the VNIC Configuration pane on the right side, for Global VNIC On/Off,
select On, and then click Submit.

Select Apply — Save.

Tip: After every change, click Submit, and then select Apply — Save to
ensure that the setting persists after any switch reboot.

Statistics Dashboard

Configure

Networking OS

Apply Save Revert Diff Dump Show Log Help  Logout

3 |BM Netwarking OS Virtual Fabric 10Ghk

System

Switch Ports

Port-Based Port Mirraring
Layer 2

RIMOM Menu

Layer 3

QoS

PPEPDDD

VINIC Configuration

On v
Enabled [v|
Enabled [+|

Global VNIC On/Off:
VNIC Uplink sharing:

VMIC egress metening:

’ Submit ] ’ Reset l

“[ Access Contral
~{E CEE
~{E FCOE
“E9 Virtualization
~E3 VNIC
¢ B WNICs
£ VNIC Groups
“( Virtual Machine
Figure 6-13 Enabling vNIC operations on the vNIC Configuration panel
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4. Enable and configure each vNIC. Expand Virtualization — VNIC, and then
select VNICs (Figure 6-14).

Configure Statistics Dashboard Networking 0OS
Apply Save Revert Diff Dump Show Log Help  Logout
[10.Jan 17 0:2634 1000253 NOTICE sewver:linkdownonportNT 1L |
83 |BIM Networking OS Virtual Fabric 10Gh VvINICs Configuration
~[ System
“E Switch Pors 1. Search Range
D Port-Based Port Mirraring VNICs{INT1.1-INT14.4) From [INT1.1 To INT14.4
=3 Layer2 2_ Search Options
=1 RMON Menu State any ]
“ Layer3 Mas Bandwidth(0 =any) |0
“1 QoS ¥NIC Group(0 = any) 0

D Access Control Search Operation ar M

~E CEE

D FCOE vINIC State vNIC Group Max Bandwidth
“E3 Virtualization INTL1 disabled 0 25
@ VNIC INT12 disabled 0 25
© B General INTL3 disabled 0 25
INT14 disabled 0 25
: VNIC Groups INT2.1 disabled 0 33
“{ Virtual Machine Lo dl:“ble‘i 0 23
INT2.3 disabled [1] 25

Figure 6-14 vNICs Configuration panel

5. For the first vNIC (Figure 6-15), for State, select enabled. Then enter the Max
Bandwidth allocation. In this example, we enter 30. Then click Submit.

vINIC INT1.1 Configuration

State enabled [V]

Max Bandwidth in increments of 1000 bps (1-1007| 30

Figure 6-15 Scenario 5: vNIC INT1.1 Configuration panel
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6. For the second vNIC (Figure 6-16), for State, select enabled, and then enter
the Max Bandwidth. In this example, we enter 33. Then click Submit.

VINIC INT2.2 Configuration

State enabled [V]

Max Bandwidth in increments of 100Mbps (1-100)(33

Figure 6-16 vNIC INT2.2 Configuration panel

7. Enable the trunk group. Expand Layer 2, and select Trunk Groups.
8. In the Trunk Groups Configuration pane (Figure 6-17), click Trunk Group 1.

Configure Statistics Dashboard NetWOI'kir]gOS

Apply Save Revert Diff Dump Show Log Help  Logout

-1 Port-Based Port Mirroring s

El Layer 2 Trunk Groups Configuration
D 802 1x Trunk Group| State
. @3 FDB = :
3 vitual LANS | L] [disabled
[:I Spanning Tree Groups E e
. 3 MSTP/RSTP/PVRST 3 |disabled
. -@ uop 4 |disabled
L EFailover 5 disabled
o [EHot Links [ disabled
© i
A Trunk Hash [v] g disabled

Figure 6-17 Scenario 5: Trunk Groups Configuration panel
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9. In the Switch Trunk Group 1 Configuration pane (Figure 6-18):
a. Set Trunk State to Enabled.

b. In the Ports Available area, select EXT1 and EXT3. Then click Add to
move them to the Ports added to Trunk area.

c. Click Submit.

Switch Trunk Group 1 Configuration

Trunk State| Enabled [v||

Ports Available Ports added to Trunk
[INT14 [»] |Port

EXT2 | |EXTT

|EXT4 : |EXT3

EXTs |

EXTE [v]

Figure 6-18 Switch Trunk Group 1 Configuration pane

10.Enable and configure the vNIC group. Expand Virtualization — VNIC, and
then select VNIC Groups (Figure 6-19).

Configure Statistics Dashboard NetW'OI'king OS

Apply Save Revert Diff Dump Show Log  Help  Logout

el

g f::g:‘l;ﬂem' VvNIC Groups Configuration

~@ QoS

D Access Control vNIC Group State Vlan Failover State

“E3 CEE 1 dizabled (i1} dizabled

H 2 dizabled 0 dizabled

@ F(_:OE_ _ 3 disabled 0 disabled

a Wirtualization ) B dizabled 0 dicabled
-3 vnic i [5] disabled 0 disabled
. B General g disabled 0 disabled
VNICs 7] disabled 0 disabled
s disabled 0 disabled
~ Virtual Machine - 9 disabled 0 disabled

Figure 6-19 vNIC Groups Configuration pane
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11.In the vNIC Groups Configuration pane, click vNIC Group 5.
12.In the vNIC Group 5 Configuration pane (Figure 6-20):

a. For vNIC Group State, select enabled.

b. For vNIC Group VLAN, set the VLAN to 925.
c. For Uplink Port/Trunk, select Trunk 1.
d

. Inthe vNICS Available area, select the two VNICs. Then click Add to move
them to the vNICs in Group area.

VINIC Group 5 Configuration

wNIC Group State enabled |+

VvNIC Group Vian | 5925

Uplink Failower State| disabled v

Uplink Port Trunk | Trunk 7 %

vINICs Available vINICs in Group
wNIC

INT1.3

INT1.4 .

INT2.1 vNIC

T4 TS
|

Figure 6-20 vNIC Group 5 Configuration pane

6.4 Scenario 4: vNIC FCoE on Emulex ll, BNT, and
QLogic with IBM DS5300

This section highlights the steps for implementing the Virtual Fabric Mode for
Fibre Channel over Ethernet (FCoE) on the following adapter and modules:

» Emulex Virtual Fabric Adapter Il
» BNT Virtual Fabric 10Gb Switch Module
» QLogic Virtual Fabric Extension Module connecting to the IBM DS5300

120 IBM BladeCenter Virtual Fabric Solutions



6.4.1 Configuring the QLogic Virtual Fabric Extension Module

The QLogic Virtual Fabric Extension Module is a critical part of the IBM first
in-chassis FCoE solution. When paired with the BNT 10GE Switch Module, it
provides the Fibre Channel Forwarder (FCF) piece of the overall solution. It strips
the IP part from the Fibre Channel (FC) part in the Converged Enhanced
Ethernet (CEE) packet. It then sends the FC packet to either the SAN FC fabric
or any FC Storage to which it might be attached.

When matched with the BNT 10GE Switch Module, the QLogic Virtual Fabric
Extension Module provides IBM with its first in-chassis FCoE solution. It
eliminates the need for, and cost of, an external top-of-rack FCoE switch. The
easy-to-install module provides the key component to the full FCoE solution,
which is the FCF. Its four internal ports attach to four ports of the BNT Switch
Module to provide the BladeCenter six ports of SAN connectivity. In addition, the
BNT switch provides six ports of IP connectivity.

The QLogic Virtual Fabric Extension Module (and BNT 10GE Switch Module)
provides six external FC connections between BladeCenter servers with QLogic
2-port converged network adapter (CNA) CFFh Expansion Cards and external
SAN fabrics and FC devices.

6.4.2 Implementing the FCoE-enabled BladeCenter with Virtual
Fabric Switch and Extension Module

This section explains how to enable FCoE host access to the FC SAN-attached
DS5300 storage. This procedure uses the QLogic Virtual Fabric Extension
Module and BNT Virtual Fabric 10Gb Switch Modules installed in the
BladeCenter H chassis.

Figure 6-21 on page 122 shows the I/O topology that is internal to the

BladeCenter H chassis. Bridge bays 3 and 5 have internal connections to the
high-speed I/O bays 7 and 9.
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Figure 6-21 BladeCenter H internal connections with the QLogic Virtual Fabric Extension Modules
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The QLogic CNA installed on the blade server connects to BNT 10G Virtual Fabric
Switch Module in bays 7 and 9. The QLogic Virtual Fabric Extension Module that is
installed in bays 3 and 5 has internal connections to the BNT 10G switch modules.

The FC storage is directly connected to the external ports on the QLogic Virtual
Fabric Extension Module. Alternatively, it is connected through a basic FC switch
that is connected to the QLogic Virtual Fabric Extension Module running in
transparent mode (N_Port Virtualization (NPV)).

The QLogic Virtual Fabric Extension Module acts as an FCF. It decapsulates and
encapsulates the FCoE frames and forwards the frames to FC devices that are
attached to the external ports. Eight internal ports are on the QLogic Virtual
Fabric Extension Module, but a maximum of four ports can be active at any time.
The QLogic Virtual Fabric Extension Module can function as a full fabric switch.
This module provides basic FC functions, such as FLOGI, Name Server, and
Address assignment. It can also be configured in transparent mode to connect to
external top-of-the-rack full fabric switch. The default configuration on the QLogic
Virtual Fabric Extension Module is full fabric to allow support for direct-attach FC
storage on the external ports.
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Table 6-1 lists the supported configurations with the QLogic Virtual Fabric
Extension Module and BNT 10G switch installed in the BladeCenter H chassis.

Table 6-1 Ethernet to bridge port mapping

Configuration | Switch Switch Connects to: Ports on the BNT Virtual
bay-7 bay-9 Fabric 10Gb Switch Module

A 20/40 Gbps Bridge bay-5 only BR5A-BR5D replaces
EXT1-EXT4.

B 20/40 Gbps | Bridge bay-3 (or bay-5) | BR3D-BR3A replaces
EXT7-EXT10.

C 40 Gbps 40 Gbps Bridge bay-5 and bay-3 | BR5A-D replaces EXT1-4, and
BR3D-A replaces EXT7-10.

D 20 Gbps 20 Gbps Bridge bay-5 only BR5A replaces EXT1, and

BR5B replaces EXT2.

The maximum supported internal bandwidth between each QLogic Virtual Fabric
Extension Module and the BNT 10G switch module is 40 Gbps. It uses four
10-Gbps external ports on the high-speed switch module installed in bay 7 or 9.
The minimum supported bandwidth between each QLogic Virtual Fabric
Extension Module and the BNT 10G switch module is 20 Gbps. It uses two
10-Gbps external ports on the high-speed switch module installed in bay 7 or 9.

Tip: For configuration of option D in Table 6-1 with two BNT Virtual Fabric
10Gb Switch Modules and one QLogic Virtual Fabric Extension Module, you
can configure two bridge ports for each switch module. In making this
configuration, you achieve a total bandwidth of 40 Gbps by distributing it
across the two switch modules.

The bridge ports on the QLogic Virtual Fabric Extension Module use the same
internal path as the external ports on the 10 Gbps BNT switch module.
Therefore, enabling the bridge ports results in automatically disabling some of
the external ports on the BNT 10 Gbps switch module. If the bandwidth assigned
for the bridge ports is 40 Gbps, four external ports are disabled. If the bandwidth
assigned on the bridge ports is 20 Gbps, two external ports on the BNT 10 Gbps
switch module are disabled.

At a high level, complete the following checklist to establish end-to-end FCoE
connectivity:

» On the host, install and connect an FCoE adapter (CNA) to the BNT Virtual
Fabric 10G Switch Module switch module that is installed in bay 7 and 9.

» On the host, install the Ethernet and FC device drivers.
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» Ensure that the FCoE host has a link on the 10 Gbps CEE ports.

» Ensure that the FC device driver on the host logs in to the QLogic Virtual
Fabric Extension Module as a VN_port.

» Connect the FC storage device to the fabric.

» Ensure that the FC target devices are online as N port devices.

» Zone the FCoE host and FC target worldwide port names (WWPNSs).
» Map the FC LUN to the host.

» Ensure that the host detects the LUNs from the disk manager.

The deployment of the Virtual Fabric FCoE solution needs minimum manual
configuration.

On the BNT Virtual Fabric 10G Switch Module, to create the configuration shown
in Figure 6-21 on page 122:

1. Create the bridge interfaces:

a. Assign bandwidth.
b. Enable the bridge interfaces.
c. Reboot the switch.

Enable CEE mode.

Enable Federal Information Processing Standard (FIPS).
Enable Link Layer Discovery Protocol (LLDP).

Create an FCoE VLAN (1002).

a. Assign the FCoE VLAN to the appropriate server ports (internal interfaces).
b. Setthe FCoE VLAN as the Port VLAN ID (PVID) on the bridge interfaces.

6. Enable tagging on the bridge interfaces, and tag the PVID.
7. Disable spanning tree on the bridge interfaces.

oD

On the QLogic Virtual Fabric Extension Modules, to configure the network
connectivity across the devices:

1. Configure the FCoE VLAN if one any other than VLAN 1002 is used.
2. Configure and enable zoning, or set it to Transparent Mode.

To configure the FC storage subsystem, define host and LUN masking on the
storage system.

On the blade server, to connect to the storage disk:

1. Install the MPIO driver.
2. Discover and configure the disks.
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6.4.3 Defining the FCoE and FC fabric topology

This IBM Redbooks publication uses two QLogic Virtual Fabric Extension
Modules and two IBM Virtual Fabric Switch Modules to set up a fully redundant
topology with two separate FCoE and FC SAN fabrics. In regard to Table 6-1 on
page 123, this book uses configuration scenario D.

In this case, you can configure the Virtual Fabric Extension Module by using
either of the following options:

» A full fabric switch with its own domain ID providing Fibre Channel basic
functions, which include Name Server and Zoning

» In Transparent mode to connect to an external FC fabric (Figure 6-22)

BCH
NPV-Mode (Transparent)
VFSM
Storage Controller M ESXi
ctrLa | —=1 Feswith =——\[s|"" [
N F TFN@| 7F| @
> |bay5 / >
CTRLB [\~ Fc switeh |- Win
Blade
VFSM Server
Direct attached storage
VFSM
Storage Controller ESXi
111
CTRLA = FN & F| &
L L
> |bay5 / >
CTRL B ~—_ Win
N 2K8
Blade
FCoE el bay9 Server
Native FC

Figure 6-22 FCoE and FC fabric topology
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The full fabric provides support for direct attach FC storage on the external ports.
Transparent mode might be used to avoid concerns about interoperability or to
scale the FC fabric without adding domain IDs.

The Virtual Fabric Extension Module Transparent mode is based on NPV so that
the upstream Fibre Channel switch must support NPIV. The TF_Port
(Transparent Fabric Port, which corresponds to the NP_Port in NPV) acts similar
to an NPIV-enabled host to the upstream F_Port.

In either case, FCoE is kept internal to the BladeCenter, with Virtual N_Ports
(VN) for the end-node port of the FC and FCoE fabric and Virtual F_Ports (VF) as
the fabric ports on the switch side. The external Fibre Channel connections are
all running at 8 Gbps.

As shown in Figure 6-22 on page 125, the switch in bay 7 will connect to the
extension module in bay 5, and the switch in bay 9 will connect to the extension
module in bay 3. Each connection results in 40 Gbps of aggregated bandwidth,
which in sum, is 80 Gbps full duplex for FCoE traffic to the FC Gateway. Although
the BNT Virtual Fabric 10 Gb Switch Module has 10 external 10 Gb ports, this
configuration allows use of up to only six external ports on each Virtual Fabric
Switch Module. Four external ports of each switch module are disabled (ports
EXT1-4in bay 7 and ports EXT7-10 in bay 9). Those circuits are rerouted to each
QLogic Virtual Fabric Extension Module as bridge ports BR5A-BR5D bay 7 and
BR3D-BR3A in bay 9.

6.4.4 Configuring the BNT Virtual Fabric 10Gb Switch Modules

126

To configure the BNT Virtual Fabric 10Gb Switch Modules:

1. Connect the BNT Virtual Fabric 10Gb Switch Module to the Virtual Fabric
Extension Module (also called bridge module).

Initiate this connection from the BNT Virtual Fabric 10Gb Switch Module with
the options to choose the bandwidth (20 or 40 Gbps) and the location of the
Virtual Fabric Extension Module (bay 3 or bay 5). Example 6-7 shows the
configuration steps for a connection from the BNT Virtual Fabric 10Gb Switch
Module in bay 7 to Virtual Fabric Extension Module in bay 5 with the
maximum bandwidth of 40 Gbps.

Example 6-7 Connection configuration between Virtual Fabric Switch Module and
Virtual Fabric Extension Module

bay-7>enable

bay-7#conf t

bay-7 (config)#boot bridge-module 5 bandwidth 40

Please disable spanning tree on the bridge module 5 ports BR5A,
BR5B, BR5C and BR5D after the switch reboots.
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bay-7 (config)#boot bridge-module 5 enable

Bridge module 5 is enabled. Reboot the switch in order for the
settings to take effect.

bay-7 (config)#reload

. Reload the BNT Virtual Fabric 10Gb Switch Module as shown in Example 6-7
on page 126.

. Check the connectivity settings by entering the show bridge-module
command.

. View the active bridge ports, which are listed in place of the corresponding
external ports, by using the show interface 1ink command (Example 6-8).

Example 6-8 Verifying Virtual Fabric Extension Module connectivity

bay-7#show bridge-module

Bridge module 5 is set to 40Gbs.
Bridge module 3 is disabled.
bay-74#

bay-7#show interface Tink

Alias Port  Speed Duplex Flow Ctrl Link
------------------------ --TX--==-RX-=  ===---
[...]

BR5A 17 10000 full no no up
BR5B 18 10000 full no no up
BR5C 19 10000 full no no up
BR5D 20 10000 full no no up
EXT5 21 10000 full no no up
EXT6 22 10000 full no no up
[...]

BR3 40Gbs
bay-7+#

. Enable the Ethernet enhancements that are summarized as Data Center
Bridging (DCB) or CEE by using the cee enable command.

This cee enable command automatically enables LLDP, which is required for
the DCB Exchange protocol (DCBX). The cee enable command also disables
the previous Ethernet flow control, because priority-based flow control (PFC)
is used instead.

The settings for the bandwidth management (Enhanced Transmission
Selection (ETS)) and PFC might be left on the default values. That is, for
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FCoE, traffic has a 50% guaranteed bandwidth and priority flow control for
Ethernet class of service (COS) 3.

All these configuration parameters are transferred to the CNA by the DCBX
Protocol, so that nothing has to be configured on the CNA itself.

. Enable the FCoE part, which relies on two protocols:

— FCOoE, as the data plane protocol, carries the FC command frames and
the SCSI traffic.

— FCoE Initialization Protocol as the control plane protocol, which is used for
the following reasons:

VLAN Discovery
FCF Discovery
FLOGI/FDISC
KeepAlives

The BNT Virtual Fabric 10Gb Switch Module is passing only the FCoE
frames. However, to control FCoE traffic by dynamically creating access
control lists (ACLs), you must have knowledge about the active FCoE
session. You must also understand what is obtained by snooping with the
FCoE Initialization Protocol, which you can configure by using the fcOe fips
enable command.

The configuration of the FC Gateway is explained in 6.4.6, “Switching the
Virtual Fabric Extension Module to N-Port Virtualization mode if connected to
an existing FC fabric” on page 137.

. Configure a dedicated VLAN for FCoE, which by default is 1002, with all the

internal ports and all bridge ports as members.

The FCoE VLAN is sent tagged by the CNA, which corresponds to the default
setup of the BNT Virtual Fabric 10Gb Switch Module.

. Configure the bridge ports as tagged ports to ensure communication to the

Virtual Fabric Extension Module.

The tag-pvid command ensures that only tagged frames are transmitted.
Example 6-9 summarizes the commands for the BNT Virtual Fabric 10Gb
Switch Module in bay 7.

Example 6-9 Enabling the Ethernet enhancements

bay-7bay-7 (config)#cee enable

### bay-7(config)#11dp enable - done automatically with “cee enable”
###

bay-7(config)#fcoe fips enable

bay-7(config)#vlan 1002

bay-7(config-vlan)#member INT1-14,BR5A-BR5D
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bay-7(config-vlan)#enable
bay-7(config)#interface port BR5A-BR5D
bay-7 (config-if)#pvid 1002
bay-7(config-if)#tagging

bay-7 (config-if)#tag-pvid
bay-7(config)#exit

9. To ensure cleaner network traffic:

a. Remove all bridge ports from any other VLAN than the FCoE VLAN.
Example 6-10 shows the commands for VLAN 1.

Example 6-10 Removing bridge ports from VLAN 1

bay-7(config)#vlan 1
bay-7(config-vlan)#no member BR5A-BR5D
bay-7(config)#exit

b. Disable Spanning Tree Protocol on all bridge ports as shown in
Example 6-11.

Example 6-11 Disabling STP for all bridge ports

bay-7(config)#int port BR5A-BR5D
bay-7(config-if)#no spanning-tree stp 106 enable
bay-7(config)#exit

Tip: Check the Spanning Tree instance that is used for the FCoE VLAN
by using the show running | i stp command.

The necessary configuration tasks on the BNT Virtual Fabric 10Gb Switch
Module in 1/O bay 7 are now completed.

Repeat the same configuration process on the BNT Virtual Fabric 10Gb Switch
Module in I/O bay 9. This time, connect to Virtual Fabric Extension Module 1/0
bay 3, instead of I/0O bay 5, and VLAN 1003, instead of VLAN 1002 as FCoE
VLAN.

Example 6-12 shows the final running configuration from the BNT Virtual Fabric
10Gb Switch Module in bay 7.

Example 6-12 Configuration of BNT Virtual Fabric 10Gb Switch Module

bay-9#sh run
Current configuration:
version "6.8.0.66"
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switch-type "IBM Networking OS Virtual Fabric 10Gb Switch Module for
IBM BladeCenter"

!

snmp-server name "bay-9"
hostname "bay-9"

!

interface port INT1
pvid 99

no flowcontrol

exit

!

!

| ### repeats for interface port INT2-INT13 ###
!

!

interface port INT14
pvid 99

no flowcontrol

exit

!

interface port BR3D
tagging

tag-pvid

pvid 1003

exit

!

interface port BR3C
tagging

tag-pvid

pvid 1003

exit

!

interface port BR3B
tagging

tag-pvid

pvid 1003

exit

!

interface port BR3A
tagging

tag-pvid

pvid 1003

exit

!

vlan 1
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member INT1-INT14,EXT1-EXT6,EXT11
no member BR3D-BR3A

!

vlan 99

enable

name "VLAN 99"

member INT1-INT14

!

vlan 1003

enable

name "VLAN 1003"

member INT1-INT14,BR3D-BR3A
!

spanning-tree stp 1 vlan 1
spanning-tree stp 1 vlan 99

spanning-tree stp 107 vlan 1003

interface port BR3D

no spanning-tree stp 107 enable
exit

interface port BR3C

no spanning-tree stp 107 enable
exit

interface port BR3B

no spanning-tree stp 107 enable
exit

interface port BR3A

no spanning-tree stp 107 enable
exit

!

fcoe fips enable

cee enable

11dp enable

|

end
bay-9#

Use the show interface 1inks command to verify that the link status is UP for all

active host ports and bridge interfaces.
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6.4.5 Configuring the QLogic Virtual Extension Modules

By default, the Virtual Fabric Extension Module has the necessary Ethernet
configuration built-in. This configuration enables FCoE hosts to log in to the
name server if the FCoE configuration on the Virtual Fabric Switch Modules was
completed by using the default VLAN ID 1002 for FCoE.

All basic configurations tasks are completed. Only the nondefault FCoE VLAN ID
1003 must be configured on the Virtual Fabric Extension Module in bay 3. A
different VLAN ID to 1002 might be necessary if redundant FC fabrics with
separate VLANSs are used for the FC fabrics. A violation of the customer’s
compliance rules is another reason for choosing a nondefault VLAN ID.

To configure the Virtual Fabric Extension Module FCoE VLAN:
1. Point your browser to the IP address of the Virtual Fabric Extension Module.

Tip: Use the default login of USERID and PASSWORD, with a zero in the
word “Password” for the letter O.

2. To access the VLAN Manager, select Switch - FCoE — VLAN Manager
(Figure 6-23).

File Fabric | Switch| Port Zoning View Wizards Help

¢ D 1722 Archive ...

QL Restore ..
User Accounts ...
Set Date/Time ...
Switch Properties ...
Advanced Switch Properties ... QLogicFCoE_3
Services ... 4]

FCoE VLAN Manager
ECF Manager
(TN

Call Home
W N [ [ N o

-

-

Network Properties ...
SNMP »
Switch Diagnostics »

() Toagle Beacon
| Mickname | Details | FC Address | Switch [ Port [ Targetinitiator Vendor

Load Firmware ...

Reset Switch 3
Restore Factory Defaults
Features ...

Download Support File...

Figure 6-23 Virtual Fabric Extension Module GUI
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3. Inthe VLAN Manager window (Figure 6-24):
a. Click Add VLAN.
b. Enter 1003 as the additional VLAN ID for FCoE.

c. Back in the VLAN Manager Window, click the arrows buttons next to ports
SM 9A:10, SM 9B:11, SM 9C:12, SM 9D:13, and select VLAN 1003 for

each one.
d. Click Apply.
| NEANIMEnaTEr
File Edit
lAdd VLAN|  Remove VLAN Reset
VLANS VLAM Assignments
(Maximum of 8 VLANS)
p— Port SM 7A:6 VLAN 1002 =
VLAN 1003
Port SM 7B:7 VLAN 1002 ﬂ
Port SM 7C:8 VLAN 1002 ﬂ
Port SM 7D:9 VLAN 1002 n
Port SM 9A:10 VLAN 1003 n
Port SM 9E:11 VLAN 1003 ﬂ
Port SM 9C:12 VLAN 1003 ﬂ
Port SM 9D:13 VLAN 1003 ﬂ
| Apply || Close || Help |

Figure 6-24  Virtual Fabric Extension Module VLAN Manager

4. Select Switch - FCoE — FCF Manager.
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5. In the FCF Configuration Manager window (Figure 6-25), in the VLAN List
box, change the FCoE mapping to VLAN 1003.

FCF Configuration Manager

File Edit
Add.. Remove Edit.. Reset

FCF Configurations Selected FCF Configuration

(Maximum of 1 FCFs)

UEECO0 FC Map: OEFC00
Enforce Keep Alive Timer: Yes
Keep Alive Timer: 8
Priority: 128
VLAN List MAC Addresses
1003

[ aoo|[ciose ][ nep_|

Figure 6-25 Virtual Fabric Extension Module FCF Configuration Manager

In the FCF Configurations list box, if you select 0EFC00, and then click Edit,
you see the results in the FCF Editor as shown in Figure 6-26 on page 135.
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6. In the FCF Editor window (Figure 6-26):

a. Select VLAN ID 1002, and click Remove.
b. From the VLAN list, select VLAN 1003l.
c. Click Add, and then click OK.

_
FCF Editor - OEFCO0
FCF

FCMap Name (6 hex digits): [oEFCO0 |

Enforce Keep Alive Timer
Keep Alive Timer Range (8 - 90 seconds): |3 |

FIP Priority (0 - 255): [128 |
rVLAN / MAC Addresses
VLAN: ‘ | ‘ Add | MAC Address: | add
(Maximum of 1 VLANS) (Maximum of 14 addresses)
1003 Remove Remove

oK || Cancel || Help |

Figure 6-26 Virtual Fabric Extension Module FCF Editor

7. Back in the FCF Configuration Manager window, click Apply.
The change of the VLAN ID to 1003 is now completed.

Changing some FC default configurations, such as Domain ID or Zoning, are the
only tasks that you might need to complete on the Virtual Fabric Extension
Module. You can complete this configuration by using the GUI. However, this
procedure goes beyond the scope of this publication. Another option without a
Zoning or Domain ID configuration on the Virtual Fabric Extension Module is to
run it in Transparent mode or to use NPV. For more information about this option,
see 6.4.6, “Switching the Virtual Fabric Extension Module to N-Port Virtualization
mode if connected to an existing FC fabric” on page 137.
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Figure 6-27 shows an example of an active FCoE setup with Virtual Fabric
Extension Module in FC Switch mode.

file Fabric Switch Port

Zoning View Wizards Help

7 @ 172251013
9 QLogicFCoE_3| :

:| External Forts

QLogicFCoE_3

1213

O o I N 0§

Internal Forts

T

|l # FCoE Servers

¢ [ FCoE Server [MAC Address: 00:c0rdd:11:a9:95, Port 6, VLAN: 1003]
¢ Virtual Host [MAC Address:0e:fc:00:03:06:00, Port: 6, VLAN: 1003]
= PortlD: 198144
= PWWN: 21:00:00:c0:dd:11:a9:95
== State: HOST_STATE_LOGGED_IN
¢ [ FCoE Server [MAC Address: 00:c:dd:15:0e-6d, Port: &, VLAN: 1003]
¢ Virtual Host [MAC Address Oe-fc:00:03:08:00, Port 8, VLAN: 1003]
= PortlD: 198656
= PWWN: 21:00:00:c0:dd:15:0e:6d
== State: HOST_STATE_LOGGED_IN

Devices [ Switch [ FC Port Stats
|\ Ethernet Port Stats | Portinfo | Configured Zonesets | Active Zoneset | FCF Virtual Links

Figure 6-27 Virtual Fabric Extension Module in FC switch mode
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Verify active FCoE session by using the show fcoe fip fcf and show fcoe fip
fcoe commands as shown in Example 6-13.

Example 6-13 Verifying the active FCoE session

bay-9#sh fcoe fip fcf

FCF MAC Port Vlan
00:c0:dd:13:9b:fc BR3D 1003
00:c0:dd:13:9b:fb BR3C 1003
00:c0:dd:13:9b:fa BR3B 1003
00:c0:dd:13:9b:f9 BR3A 1003
bay-9#
bay-9#sh fcoe fips fcoe
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VN_PORT MAC FCF MAC Port Vlan
O0e:fc:00:05:0a:00 00:c0:dd:18:d7:15 INTI11 1003
O0e:fc:00:05:0b:00 00:c0:dd:18:d7:16 INT13 1003
bay-94#

6.4.6 Switching the Virtual Fabric Extension Module to N-Port
Virtualization mode if connected to an existing FC fabric

If the storage is not directly connected to the Virtual Fabric Extension Module FC
ports, use N_Port Virtualization to avoid interoperability issues and Domain ID
consumption. Additionally, NPV facilitates the setup of the Virtual Fabric
Extension Module, because no specific FC configuration needs to be done.

To switch the Virtual Fabric Extension Module into NPV mode (Transparent mode
in QLogic):

1. In the main window of the Virtual Fabric Extension Module GUI (Figure 6-28),
select Switch —» Advanced Switch Properties.

File Fabric | Switch | Port Zoning View Wizards Help
¢ @ 1722 Archive..

QL Restore...
User Accounts ...
Set Date/Time ...
Switch Properties ...
Advanced Switch Properties ... OLogicVFE_5
Services ... o
FCoE 3
Call Home
Network Properties ...
SNMP
Switch Diagnostics 3

[J Toggle Beacon
EL Nickname Details | FC Address | Switch | Port | Targetinitiator | Vendor
Load Firmware ... 050000 |QLogicvFE_ 5 [Ext1:0 [Target [IBM 1818 Fast

Reset Switch ]
Restore Factory Defaults
Features ...

Download Support File...

[ Il I [»
|._pevices | switch | FC Port Stats | Ethernet Port Stats | Portinfo | Configured Zonesets | Active Zoneset | FCF Virtual Links |

Figure 6-28 Virtual Fabric Extension Module GUI
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2. In the Advanced Switch Properties window (Figure 6-29), select Transparent
Mode, and click OK.

Advanced Switch Properties

Timeout Values
R_A_TOV (100 - 100000 msec): 10000
E_D _TOV (10 - 20000 msec): 2000

Transparent Mode

[ ] Transparent Mode

| ok H Close || Help ‘

Figure 6-29 Virtual Fabric Extension Module Advanced Switch Properties window

3. Reboot the Virtual Fabric Extension Module to complete the switch to N-Port
Virtualization.

Setting up Transparent mode by using the CLI

By default the QLogic Virtual Fabric Extension Module is configured for direct
attach storage. To change the Virtual Fabric Extension Module to Transparent
mode:

1. Use Telnet to connect to the Virtual Fabric Extension Modules IP address.
2. Enter the following commands in the order shown:

admin start
config edit
set config switch

3. Change Transparent Mode from False to True:

config save
config activate
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Figure 6-30 shows an example of an active FCoE setup with a Virtual Fabric
Extension Module in Transparent mode.

File Fabric Switch Port View Wizards Help

¢ @ 172.25.1015 | External Farts
8 QlogicVFE_5| | [&= 9]

QLogicVFE_5
®

10 l 12 13

W [ 0 [ [ [ O b

Internal Forts

[

¢ FCoE Servers
¢ [ FcoE Server [MAC Address: 00:c0:dd: 15:0e:6f, Port: 11, VLAN: 1002]
9 Virtual Host [MAC Address:0e:fc:00:01:10:02, Port 11, VLAN: 1002]
= PortlD: 69634
= PWWN: 21:00:00:c0:dd:15:0e:6f
== State: HOST_STATE_LOGGED_IN
¢ [ FcoE Server [MAC Address: 00:c0:dd:11:a9:97, Port: 10, VLAN: 1002]
9 Virtual Host [MAC Address:0e:fc:00:01:10:01, Port: 10, VLAN: 1002]
= PortlD: 69633
= PWWN: 21:00:00:c0:dd:11:29:97
== State: HOST_STATE_LOGGED_IN

| Devices | switch | FC Port Stats | Ethemet Port Stats | Portinfo | FCF Virtual Links

Figure 6-30 Virtual Fabric Extension Module in Transparent mode

6.4.7 Configuring the FCoE VLAN ID on the CNA

In general, you do not need to configure the VLAN ID that is used for FCoE traffic
on the CNA. It is part of the FCoE Initiation Protocol to automatically discover the
FCoE VLAN ID that is advertised by the FCF.

If the VLAN ID is not advertised by the FCF or is incompatible, you can manually
configure the FCoE VLAN ID by using one of the following options. The example
shown here is for the QLogic CNA (8100 series).

» Enter the VLAN ID in the HBA Parameters file by using the QLogic SANsurfer
GUI:

a. Start the SANsurfer GUI, and select the port of the FCoE VLAN ID to
change.

b. On the Utilities tab, under HBA Parameters, click Save. Enter a file name
and location to dump the HBA Parameters into a text file on your system.
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c. After you see the “File saved successfully” message, open the saved

file in a text editor, and then search for the string “Primary FCF VLAN ID”.

. Set Primary FCF VLAN ID Match = 1. In addition, set the FCoE VLAN ID,

for example: FCoE Primary FCF VLAN ID = 1003. Keep the rest of the
settings at their default values.

Example 6-14 the modified parameters, which are highlighted in bold.

Example 6-14 FCoE VLAN settings for QLogic CNA 81xx HBA parameters

[...]

e kAR KARKRARKhhhkhkhhhkkhkkkhkhkkhkhkhkhkkhkhkkhkhkkhkhkk*,x
s

;0ffset 0x080h

version [0-65535] =1
Primary FCF VLAN ID Match [0-1] =1
Primary FCF Fabric Name Match [0-1] =0
reserved [0-63] = 0
reserved [0-255] = 0
reserved [0-65535] = 0
Primary FCF VLAN ID [0-65535] = 1003
Primary FCF Fabric Name 0 [0-255] = 0O
[...]

. Return to SANsurfer, and ensure that the port is selected for the FCoE

VLAN ID to change.
On the Utilities tab, under HBA Parameters, click Update.

g. When a message window opens, click Yes.
. Open the edited file, and when prompted, enter the configuration

password. (The default is conifg.)

The process is complete when you see the message “HBA Parameters Update
Complete.” No reboot is needed.
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» Press F1 upon starting the system to access the UEFI configuration menu
(Figure 6-31). Set the Enable FCF VLAN ID to <Enabled>, and enter the

VLAN ID.
Edit Advanced Settings
..more T
Save Changes Display FCF ULAN 1D
(Decimal :0-65535)
Operation Mode {Interrupt for every

I/0 completion >
Interrupt Delay Timer (dec) [0]
Execution Throttle {dec) [65535]
Login Retry Count {(dec) a1

Port Down Retry Count [301

{dec)

Link Douwn Timeout {dec) 5]

Luns Per Target (dec) [128]

Target Reset <Enabled>

Enable FCF ULAN ID <Enabled>

FCF ULAN ID {(dec) (10031

T1=Move Highlight <Enter>=Select Entry Esc=Exit

Figure 6-31 Manual FCoE VLAN ID setting for QLogic CNA in UEFI

Important: Automatic FCoE VLAN discovery, based on the FCoE Initialization
Protocol does not work after the FCoE VLAN ID is set manually.

6.4.8 Configuring FCoE for IBM Virtual Fabric VNIC

When the Emulex CNAs Virtual Fabric Adapter | or Il are used in vNIC mode with
FCoE personality, no additional configuration for FCoE is required on the Virtual
Fabric Switch Module.

vNIC instances 1, 3, and 4 can be enabled for non-FCoE traffic, and at least one
is necessary if the operating system needs to detect an active NIC.

Example 6-15 on page 142 shows the configuration for vNIC instances 1 and 3
for the blade servers in slots 9 and 11 of the BladeCenter blade server.
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Example 6-15 Configuration of BNT Virtual Fabric 10Gb Switch Module with vNIC

bay-7#sh run

Current configuration:

version "6.8.0.1"

switch-type "BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter"
|
I ### snip standard configuration and port INT1-INT8 ###
|

!

interface port INT9
pvid 99

no flowcontrol

exit

!

interface port INT10
pvid 99

no flowcontrol

exit

!

interface port INT11
pvid 99

no flowcontrol

exit

!

! ### snip port INT12-EXTH ###
|

interface port EXT6
tagging

exit

!

interface port BR5A
tagging

tag-pvid

pvid 1002

exit

!

interface port BR5B
tagging

tag-pvid

pvid 1002

exit

!

interface port BR5C
tagging
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tag-pvid

pvid 1002

exit

!

interface port BR5D
tagging

tag-pvid

pvid 1002

exit

!

vlan 1

member INT1-INT14,EXT1-EXT6,EXT11
no member BR5A-BR5D
vlan 99

enable

name "VLAN 99"

member INT1-INT14

|

vlan 1002

enable

name "VLAN 1002"
member INT1-INT14,BR5A-BR5D
|

vnic enable

vnic port INT9 index 1
bandwidth 25

enable

exit

!

vnic port INT9 index 3
bandwidth 25

enable

exit

!

vnic port INT11l index 1
bandwidth 25

enable

exit

!

vnic port INT11 index 3
bandwidth 25

enable

exit

!

vnic vnicgroup 1
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vlan 101

enable

member INT9.1

member INT11.1

exit

!

vnic vnicgroup 3

vlan 103

enable

member INT9.3

member INT11.3

exit

!

spanning-tree stp 101 vlan 101
spanning-tree stp 103 vlan 103
spanning-tree stp 106 vlan 1002

interface port BR5A

no spanning-tree stp 106 enable
exit

!

interface port BR5B

no spanning-tree stp 106 enable
exit

!

interface port BR5C

no spanning-tree stp 106 enable
exit

!

interface port BR5D

no spanning-tree stp 106 enable
exit

!

fcoe fips enable

|

cee enable

|

11dp enable

|

end

bay-7#

VNIC instance 2 is fixed defined for FCoE traffic, and no vNIC instance or vNIC
Group must be configured for FCoE. The configuration of FCoE between pNIC
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and vNIC mode is the same. For more information about vNIC and FCoE, see
10.1.2, “Switch and adapter vNIC correlation” on page 241.

6.4.9 Summary

Implementing FCoE for the BladeCenter, with IBM Virtual Fabric components
Virtual Fabric 10G Switch and Virtual Fabric Extension Module, requires minimal
configuration effort. The solution is flexible and scalable in bandwidth. It showed
good performance, only a minor issue in regard to automatic VLAN discovery.
We did not experience any compatibility issues with the external FC fabric or
FC-attached storage.

No significant differences were detected by using Win2008R2, ESXi5.0, or Red
Hat Enterprise Linux (RHEL) 6.1 with QLogic or Emulex CNAs.

In summary, it is easy to set up an FCoE solution within a BladeCenter chassis.

6.5 Scenario 5: VNIC iSCSI on Emulex ll, BNT, and
QLogic with IBM DS5300

This section includes the steps for implementing Virtual Fabric Mode for FCoE on
the following adapters and modules:

» The Emulex Virtual Fabric Adapter I
» The BNT Virtual Fabric 10Gb Switch Module
» The QLogic Virtual Fabric Extension Module connecting to the IBM DS5300

Internet Small Computer System Interface (iSCSI), similar FCoE, is a
block-oriented storage networking technology. The file system logic is in the
client (initiator) operating system, not in the storage array. The location of this
logic is a key difference between iSCSI and network-attached storage (NAS)
protocols, such as Network File System (NFS) and Server Message Block (SMB)
or Common Internet File System (CIFS).

Our testing included the hardware iSCSI initiator function provided by the Emulex
Virtual Fabric Adapter | and Il. The Emulex card offers the following support for
iSCSI:

» In pNIC as one storage HBA and one NIC instance for each of the two ports
» In vNIC as one storage HBA and up to three NIC instances per port

We also tested iSCSI by using software initiators from Microsoft and VMware
with the QLogic CNA, which does not provide a hardware initiator.

Chapter 6. Usage scenarios 145



6.5.1 Key results

Our testing had the following key results:

» The Emulex card works successfully to constrain bandwidth on data and

iSCSI vNIC instances. This result is different from FCoE vNICs, which are not
configured with a bandwidth cap and do not appear to enforce one.

You can use CEE configuration commands to assign a lossless priority group
to iISCSI. However, you can use these commands only when using a
hardware initiator that sets the appropriate priority at the origin. Our tests
showed a behavior that is often shown about the ways in which CEE
enhances iSCSI performance:

— Without CEE, graphs of throughput showed the typical “sawtooth pattern,’
where bandwidth grows to a limit and then drops sharply.

— With CEE, throughput reached at least the guaranteed bandwidth and was
mostly steady at that value.

In our iISCSI test in which we used the software initiators from Microsoft and
VMware with the QLogic CNA, the VMware software initiator delivered
excellent performance. For more information about storage and network
convergence, and examples, see “Technology and brand comparison” in
Storage and Network Convergence Using FCoE and iSCSI, SG24-7986. You
can also use a software initiator within a guest VM under the hypervisor.

6.5.2 Configuration details for vNIC mode

Figure 6-32 shows the network topology and switch configurations used in

testing the Emulex adapter in vNIC (virtual NIC) mode.

Storage Controller

CTRL A

192.168.2.100

iSCSI Network Topology
Emulex CNA - vNIC mode

Switch BCH

VNIC 1/VLAN 99 VNIC 1 & 2 192.168.1.11 iSCSI VLAN 100
8124 VF 11 |192.168.99.11 data (bond)
192.168.1.100 VNIC 2/VLAN 10 V/Vfcl 192.168.2.11 iSCSI VLAN 200

VLAN

100 I Dve9 &3

VNIC 1/VLAN 99 <> 172.168.1.13 iSCSI VLAN 100
< .168.1.
CTRLB VLAN ] 8124 VF & 13 | 192.168.99.13 data (bond)
192.168.2.13 iSCSI VLAN 200

200 vNIC 2/VLAN 20 VvNIC 1 & 2

Blade

Notes:
-vNIC 1 is inner tagged with VLAN 99; outer tag 2011
-vNIC 2 is inner tagged with 100 or 200; outer tag 2012

Figure 6-32 iSCSI network topology in vNIC mode
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Example 6-16 shows the switch configuration for the Virtual Fabric switch in

bay 7. An identical configuration was used for the switch in bay 9, except that
iSCSI traffic in bay 7 used VLAN 100 and bay 9 used VLAN 200. Key parts of the
configuration are highlighted in bold.

Example 6-16 Configuration of BNT switch module (bay 7 only)

version "6.7.4"
switch-type "BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter"

hostname "bay-7"

access user administrator-password
"f2c4b070e004a020bfadf3b323b403d2f0fc097036e20934f12feb2686ae0b65"

interface port INT1-INT14 (edited to remove repeated typing)
pvid 99

no flowcontrol

exit

interface port EXT1
shutdown
exit

interface port EXT2
shutdown
exit

interface port EXT3
shutdown

exit

interface port EXT5
tagging

exit

interface port EXT6
tagging

exit

!

Chapter 6. Usage scenarios 147



interface port EXT7-EXT10
shutdown
exit

vlan 1
member INT1-INT4,INT7-INT14,EXT1-EXT4,EXT7-EXT11
no member INT5-INT6,EXT5-EXT6

vlan 99

enable

name "VLAN 99"

member INT1-INT5,INT7-INT14

vlan 100

enable

name "VLAN 100"

member INT1-INT4,INT6-INT14

vlan 2011
enable
name "VLAN 2011"

vlan 2012
enable
name "VLAN 2012"

vlan 4095
member INT1-INT4,INT7-MGT2
no member INT5-INT6

vnic enable

vnic port INT11l index 1
bandwidth 50

enable

exit

vnic port INT1l index 2
bandwidth 50

enable

exit

vnic port INT13 index 1

bandwidth 50
enable
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exit

vnic port INT13 index 2
bandwidth 50

enable

exit

vnic vnicgroup 1
vlan 2011

enable

member INT11.1
member INT13.1
port EXT5

exit

vnic vnicgroup 2
vlan 2012

enable

member INT11.2
member INT13.2
port EXT6

exit

spanning-tree stp 91 vlan 2011
interface port EXT5

no spanning-tree stp 91 enable
exit

spanning-tree stp 92 vlan 2012
interface port EXT6

no spanning-tree stp 92 enable
exit

spanning-tree stp 99 vlan 99

spanning-tree stp 100 vlan 100

spanning-tree stp 107 vlan 1003

snmp-server name "bay-7"
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cee enable

access-control
access-control

access-control
access-control

interface port
access-control
access-control

interface port
access-control
access-control

11dp enable

interface ip 1
ip address 192
vlan 100
enable

exit

interface ip 99
ip address 192.
vlian 99

enable

exit

end

list 1 tcp-udp destination-port 3260 Oxffff
list 1 action set-priority 3

list 2 tcp-udp source-port 3260 Oxffff
list 2 action set-priority 3

INT1-INT14 (edited to remove redundant display)
Tist 1
Tist 2

EXT1-EXT6 (edited to remove redundant display)
Tist 1
Tist 2

.168.1.254 255.255.255.0

168.99.253
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The Emulex Virtual Fabric Adapter | and 1l support vNICs, which are not the
same as VNICs that are used in hypervisor environments. Hypervisor
environments use virtualized hardware NICs or paravirtualized software NICs,
which are detected by the software-switching logic that is included in most
hypervisors. Emulex vNICs are discovered by the operating system on the server
(hypervisors and conventional OSs) by using Peripheral Component Interconnect
(PCI). Each vNIC corresponds one-to-one with a PCI function code associated
with the Emulex card.

vNICs are configured on an IBM Virtual Fabric switch and communicated to the
Emulex card by using the DCBX Protocol (Virtual Fabric Mode). Alternatively,
vNICs are configured in the UEFI of a system in Switch Independent Mode,
which works with any upstream switch. We used vNIC mode in our testing. In
either case, the configuration allows the specification of the vNIC instances that
are active and the amount of bandwidth that is allocated to each one.

iISCSI vNIC instances are configured in the same way as data instances. Storage
vNIC instances (iISCSI and FCoE) are always assigned vNIC index 2 by
convention when configuring them by using the switch. When the Emulex
adapter is set to a personality that includes storage functions, as part of the
DCBX communication with the switch, the adapter indicates the presence of the
storage function (either iISCSI or FCoE). The adapter then assigns it to vNIC
instance 2 on each port.

Treatment of VLANs in vNIC mode is unusual in that the VLANS that are carried
on the vNICs are not configured on the switch. For example, in our testing, VLAN
99 was used to carry non-iSCSI traffic, and VLAN 100 was used to carry iSCSI
traffic. In vNIC mode, both classes of traffic were carried through vNIC groups 1
and 2. A vNIC group uses 802.1 g-in-q double tagging with an outer tag VLAN
(2011 and 2012 in this test) on all traffic that it carries through the switch. The
VLANSs configured on the operating system of the server and on upstream
switches are inner-tag VLANSs, which are invisible to the switch. Double tagging is
applied on ingress to the switch and removed on egress.

The use of vNIC mode, therefore, had the following consequences in our testing:

» Configuration of VLANs 99 and 100 on the bay-7 switch had no effect. The
same result was true for VLANs 99 and 200 on the bay-9 switch (configuration
not shown). It does not matter that the external ports used in this text (EXT5
and EXT6) are not members of those VLANs because they are members of
vNIC groups 1 and 2.

» The ACL shown in bold in the configuration was ineffective partly because the
priority field is part of the same field in the header where tagging is applied.
Bandwidth management in vNIC mode is achieved by assigning bandwidth to
the individual vNIC instances.
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Part 3

Switch Independent
Mode

This part highlights the product details and implementation for the Switch
Independent Mode offering.

This part includes the following chapters:

v

Chapter 7, “Solution architecture” on page 155
Chapter 8, “Supported products” on page 165
Chapter 9, “Configuring the components” on page 195
Chapter 10, “Usage scenarios” on page 237

vyy
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Solution architecture

In Switch Independent Mode, the virtual channel separation on the shared

10 Gbps link is maintained in both the Virtual Fabric Adapter and the switch. The
adapter network interface controllers (NICs) enforce bandwidth limits for each
virtual channel. However, in Switch Independent Mode, the switches do not
enforce bandwidth limits to the servers. Instead, they rely upon link-level flow
control to throttle traffic when necessary.

This chapter includes the following sections:

» Mode comparison
» Solution overview
» Features
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7.1 Mode comparison

This section highlights the differences between IBM Virtual Fabric Mode and
Switch Independent Mode.

7.1.1 IBM Virtual Fabric Mode

IBM Virtual Fabric Mode is the same as virtual NIC (vNIC) mode on the original
Emulex 10GbE Virtual Fabric Adapter. For IBM BladeCenter, this mode works
only with the BNT Virtual Fabric 10Gb Switch Module. For IBM System x, this
mode is supported only with IBM RackSwitch G8124 and G8264.

In IBM Virtual Fabric Mode, the Emulex Virtual Fabric Adapter communicates
with the switch module to obtain vNIC parameters by using the Data Center
Bridging Exchange (DCBX). Also, a special tag within each data packet is added
and later removed by the NIC and switch for each vNIC group to maintain
separation of the virtual channels.

In vNIC mode, each physical port is divided into four virtual ports, for a total of
eight vNICs per adapter. The default bandwidth for each vNIC is 2.5 Gbps.
Bandwidth for each vNIC can be configured at the BNT switch operating system
(OS) from 1 Gbps to 10 Gbps, and up to a total of 10 Gbps per physical port. The
VvNICs can also be configured to have 0 bandwidth if you must allocate the
available bandwidth to fewer than eight vNICs.

In IBM Virtual Fabric Mode, you can change the bandwidth allocations through
the BNT switch OS user interfaces without rebooting the server.

When storage protocols are enabled on the Emulex 10GbE Virtual Fabric
Adapter Il Advanced for IBM BladeCenter, six ports are Ethernet, and two ports
can be Internet Small Computer System Interface (iSCSI) or Fibre Channel over
Ethernet (FCoE).

7.1.2 Switch Independent Mode
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In Switch Independent Mode, the Emulex Virtual Fabric Adapter works with the
following switches:

» BNT Virtual Fabric 10Gb Switch Module (for BladeCenter)
IBM RackSwitch G8124 (for System x)

IBM RackSwitch G8264 (for System x)

Cisco Nexus 40011 Switch Module

S
S
S
» 10Gb Ethernet Pass-Thru Module and a top-of-rack switch
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In IBM BladeCenter servers, these switches must be installed in I/O module bays
7 and 9 in the chassis. In addition to how the adapter communicates with the
switch, Switch Independent Mode offers similar capabilities as IBM Virtual Fabric
Mode. For example, they are similar in terms of the number of vNICs and the
bandwidth that each can have.

Switch Independent Mode extends existing customer VLANSs to the vNIC interfaces.
The IEEE 802.1Q VLAN tag is essential to the separation of the vNIC groups by the
NIC adapter or driver and the switch. The VLAN tags are added to the packet by the
applications or drivers at each end station rather than by the switch.

The full features of the BNT and Cisco switches are still available when operating
in Switch Independent Mode. In this mode, an outer VLAN tag is not required to
maintain channel separation. Instead, the mode uses the media access control
(MAC) address alone or with the IEEE 802.1Q VLAN tag to distinguish the
individual vNIC channels on each link. Therefore, you and your network
administrator must coordinate the configuration of the Virtual Fabric Adapters
and the chassis switches to match the existing VLAN structure in your network.

Figure 7-1 shows an example implementation of Switch Independent Mode and
the VLAN tagging that is employed.

Customer VLAN tags maintain Layer 2 separation within switch

[ p— 0 I
Emulex :
Or I
Brdcm
10G
I

VFA | D:l

Customer
VLAN tag 10 G Link [ —
\D: R ) I
Emulex} :
I I

I Or I
Brdcm
I

10G
VFA | I I

10 G Link

Note: VLAN tag denotes customer VLAN (required)

Figure 7-1 Overview of Switch Independent Mode
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By using Emulex 10GbE Virtual Fabric Adapter I, your network administrator can
configure one VLAN ID per virtual channel interface. Up to 31 additional VLANs
can be configured within the applications stack (such as VMware) for each virtual
channel. These VLANSs are then incorporated with the MAC address or
addresses on inbound frames to forward traffic to the correct interface.

The Broadcom 2-port 10Gb Virtual Fabric Adapter includes one MAC address
per virtual channel. You can assign up to 16 MAC addresses to each vNIC
partition, for a total of up to 64 MAC addresses per each physical port. You can
also allocate separate bandwidth allocations to each vNIC partition. The vNIC
partition bandwidth allocation allows for fine-tuning and division of available
physical port bandwidth between the vNICs.

7.2 Solution overview

Table 7-1 shows the possible configurations that support Switch Independent
Mode.

Table 7-1 Supported combinations by using Switch Independent Mode

Supported switches

BNT Virtual Cisco Nexus Brocade Converged
Fabric 10Gb 40011 Switch 10GbE Switch
Supported adapters Switch Module | Module Module

Emulex 10GbE Virtual Fabric Adapter, Not supported Not supported Not supported
49Y4235

Emulex 10GbE Virtual Fabric Adapter Not supported Not supported Not supported
Advanced, 49Y4275

Emulex 10GbE Virtual Fabric Adapter Il, | Supported Supported Supported
90Y3550
Emulex 10GbE Virtual Fabric Adapter Il Supported Supported Supported

Advanced, 90Y3566

Broadcom 2-port 10Gb Virtual Fabric Supported Supported Not supported
Adapter, 81Y3133

Figure 7-2 on page 159 provides an overview of the vNIC solution architecture.
The colors represent the virtual port groups to isolate traffic flows for services
and applications. The thickness of each link represents the amount of assigned
bandwidth for a particular traffic flow. Switch Independent Mode provides the
capability to subdivide a single 10 Gbps link into up to four virtual channels.
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Components and connectivity inside
of the IBM BladeCenter H chassis
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Figure 7-2 BladeCenter Virtual Fabric vNIC solution diagram with Cisco switch

Tip: An uplink can support multiple VLANs (not shown in Figure 7-2).

vNICs are configured in the operating system by using the Emulex or Broadcom
software in the preboot environment. The Virtual Fabric Adapter configuration
and setup are performed inside the network controller rather than in the switch.

Each physical interface of a Virtual Fabric Adapter can be divided into up to four
vNICs. Create a corresponding VLAN within the chassis switch for each vNIC
associated with a switch port. For example, a Virtual Fabric Adapter port with four
vNICs defined must correspond to four VLANs on the switch port. The switch
VLANs must correspond to the VLANS that are defined throughout your network
infrastructure. The vNIC interfaces become extensions of these network-wide

VLANS.
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You must take the following considerations into account when planning to use the
components in Switch Independent Mode:

» The Virtual Fabric Adapter must operate in Switch Independent Mode
(Emulex) or in NIC Partition mode (Broadcom).

» Up to four vNICs can be configured on each physical NIC (pNIC) on the
Virtual Fabric Adapter (a total of eight vNICs on a two-port Virtual Fabric
Adapter).

» The bandwidth for each vNIC can be assigned in a range of 100 Mb to 10 Gb
in 100 Mbps increments. The default is 2.5 Gb.

» The total bandwidth of the four vNICs per port cannot exceed 10 Gbps.
However, the Broadcom 2-port 10Gb Virtual Fabric Adapter supports
oversubscription. That is, the aggregate bandwidth can be as high as 4 times
10 Gb. This amount of bandwidth allows any of the vNICs to use as much as
10 Gb where no contention exists or a lesser amount when contention exists
(based on the weight assigned to that vNIC).

» The sum of the bandwidth allocated for all four vNICs on the same pNIC
cannot exceed 10 Gb.

» Support by BladeCenter Open Fabric Manager is planned but was not
available at the time this book was written.

Tip: All parameters for Switch Independent Mode and NIC Partition are
configured on the Virtual Fabric adapter.

For more information about supported configurations, see the BladeCenter
Interoperability Guide (BIG) at:

http://www.ibm.com/support/entry/portal/docdisplay?brand=5000020&1ndoci
d=MIGR-5073016

7.3 Features
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The Emulex 10GbE Virtual Fabric Adapter Il and Broadcom 2-port 10Gb Virtual
Fabric Adapter are both high-performance, dual-port network adapters for 10 Gbps
Ethernet (GbE) networks. They have the following general characteristics:

» Each server pNIC port is divided into up to four vNICs.

» The operating system configurations see eight unique NICs (2 ports x 4
vNICs). Figure 7-3 on page 161 shows how a configured Broadcom 2-port
10Gb Virtual Fabric Adapter is displayed to Windows Server 2008.
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Figure 7-3 NICs in network connections for Windows Server 2008

» All vNIC parameters are configured from the Virtual Fabric Adapter user
interface.

» The user enables vNICs and allocates bandwidth:
— The allowable vNIC bandwidth range is from 100 Mbps to 10 Gbps:
¢ Bandwidth increments are in 100 Mbps.
¢ The default bandwidth is 2.5 Gbps.

e For the Emulex adapter, the sum of all four vNIC bandwidths cannot
exceed 10 Gbps.

¢ For the Broadcom adapter, the sum of all four allocated vNIC
bandwidths can exceed 10 Gbps because the adapter supports
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oversubscription. The total actual used vNIC bandwidths cannot

exceed 10 Gbps.

— Server-to-Virtual Fabric Switch bandwidth metering is on a per-vNIC

basis.

Figure 7-4 shows an example of a possible configuration.

Global Bandwidth Allocation Henu

Partition 1 Relative [01 Configure maximnum
Bandwidth Weight bandwidth, Valid range
Partition 1 Maximun [25] - 1...100 percent.
Bandwidth
Partition 2 Relative [01
Bandwidth Weight
Partition 2 Maximun [25]
Bandwidth
Partition 3 Relative [01
Bandwidth Weight
Partition 3 Maximun [25]
Bandwidth
Partition 4 Relative [01
Bandwidth Weight
..more |
T1=Move Highlight <Enter>=Select Entry Esc=Exit

.

Figure 7-4 Setting bandwidth

162

» The user associates VNICs to VLAN groups within the switch by configuring
the switch independent from the Virtual Fabric Adapter. Optionally, switch
uplinks can be assigned to VLAN groups:

— VLAN groups within the switch serve to isolate virtual NIC traffic that is

flowing on the same physical port:

* Existing VLANSs within the client network are not impacted.

* No forwarding occurs between uplinks assigned to VLAN groups.

¢ An uplink (port or trunk) can belong to multiple vNIC groups.

¢ Aserver port (pNIC or vNIC) can be associated with one or more VLAN

groups.
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— The failover mechanism for Switch Independent Mode is not virtual
port-aware.

Concurrency must comply with the following key rules:
» VNIC and VMready

VMready is a unique offering that enables the switches in the network to be
virtual machine-aware. The network switches can be configured and
managed for virtual ports (vports), rather than just for physical ports.

By using Switch Independent Mode, you can enable vNIC mode on the
Emulex 10GbE Virtual Fabric Adapter Il and implement VMready in the switch
for that server at the same time. For more information, see Chapter 8,
“Supported products” on page 165.

» VvNIC and switch stacking

A switch stack is a group of BNT Virtual Fabric 10Gb Switch Modules that
work as a unified system and can be managed as a single entity.

The network views the stack as a single switch entity. The stack can be
accessed and managed as a whole by using standard switch IP interfaces.
After the stacking links are established, the number of ports available in a
stack equals the total number of remaining ports of all the switches that are
part of the stack. The number of available IP interfaces, VLANSs, trunks, trunk
links, and other switch attributes are not aggregated among the switches in a
stack. The totals for the stack as a whole are the same as for any single
switch configured in stand-alone mode.

The BNT Virtual Fabric Switch supports stacking, with either of the vNIC
modes at the same time.

» VNIC and iSCSI or vNIC and FCoE

When storage protocols are enabled on the Emulex 10GbE Virtual Fabric
Adapter Advanced Il, six ports are Ethernet, and two ports are iSCSI or
FCoE.
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Supported products

This chapter describes the products that are used in Switch Independent Mode.
This chapter includes the following sections:

Overview of Switch Independent Mode

Virtual Fabric adapters

Virtual Fabric Switch Modules

10Gb Ethernet Pass-Thru Module for IBM BladeCenter

v

vvyy
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8.1 Overview of Switch Independent Mode

Switch Independent Mode consists of the supported combinations of the
following adapters, switch modules, and chassis types:

» Virtual Fabric adapters

— Emulex 10GbE Virtual Fabric Adapter II
— Emulex 10GbE Virtual Fabric Adapter Il Advanced
— Broadcom 2-port 10Gb Virtual Fabric Adapter

Important:

» Support for Switch Independent Mode by the Emulex 10GbE Virtual
Fabric Adapter Il requires a firmware upgrade. You must have the latest
firmware installed.

» Emulex 10GbE Virtual Fabric Adapter, 49Y4235, and Emulex 10GbE
Virtual Fabric Adapter Advanced, 49Y4275, are not supported in the
Switch Independent Mode offering. Use the Emulex 10GbE Virtual

Fabric Adapter Il or I Advanced, 90Y3550 or 90Y3566.

» 10 Gbps Ethernet switch modules

— BNT Virtual Fabric 10Gb Switch Module (for BladeCenter)
— 10Gb Ethernet Pass-Thru Module and a top-of-rack switch

— Cisco Nexus 40011 Switch Module

» BladeCenter H or HT chassis

Table 8-1 lists the combinations that are supported.

Table 8-1 Supported combinations by using Switch Independent Mode

Supported switches

Adapter Il, 90Y3550

BNT Virtual Cisco Nexus | 10Gb Brocade
Fabric 10Gb 40011 Switch | Ethernet Converged
Switch Module Pass-Thru 10GbE Switch
Supported adapters Module Module Module
Emulex 10GbE Virtual Fabric Not supported | Not supported | Not supported | Not supported
Adapter, 49Y4235
Emulex 10GbE Virtual Fabric Not supported | Not supported | Not supported | Not supported
Adapter Advanced, 49Y4275
Emulex 10GbE Virtual Fabric Supported Supported Supported Supported
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Supported switches

BNT Virtual Cisco Nexus | 10Gb Brocade

Fabric 10Gb 40011 Switch | Ethernet Converged

Switch Module Pass-Thru 10GbE Switch
Supported adapters Module Module Module
Emulex 10GbE Virtual Fabric Supported Supported Supported Supported
Adapter Il Advanced, 90Y3566
Broadcom 2-port 10Gb Virtual Supported Supported Not supported | Supported
Fabric Adapter, 81Y3133

8.2 Virtual Fabric adapters

The Switch Independent Mode offering supports the use of the Emulex 10GbE
Virtual Fabric Adapter Il and the Broadcom 2-port 10Gb Virtual Fabric Adapter.
This section describes these two adapters.

8.2.1 Emulex 10GbE Virtual Fabric Adapter Il

The Emulex 10GbE Virtual Fabric Adapter Il, part number 90Y3550, is a
dual-port, 10 Gbps Ethernet card that supports 1 Gbps or 10 Gbps traffic, or up
to eight virtual network interface controller (vNIC) devices. The vNICs are
configured to meet your mix of network connectivity and throughput demands of
today’s complex server application environments. Each physical 10 Gbps port
can be divided into four virtual ports, with bandwidth allocation in 100 Mbps
increments, to a maximum of 10 Gbps per physical port. The adapter is a CFFh
expansion card. Therefore, it requires installation of switch modules in I/O

bays 7 and 9.

Emulex Virtual Fabric Adapter Il Advanced, part number 90Y3566, is a separate
adapter based on the same hardware. In addition to the features on a standard
card, it has support for Fibre Channel over Ethernet (FCoE) and Internet Small
Computer System Interface (iSCSI) hardware initiator functions.

The Emulex Virtual Fabric Adapter Advanced Upgrade, part number 49Y4265, is
also available. By using this offering, you can upgrade the Emulex 10GbE Virtual
Fabric Adapter Il to support the FCoE and iSCSI capabilities of the Advanced
adapter.
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Figure 8-1 shows the Emulex 10GbE Virtual Fabric Adapter Il.

Figure 8-1 Emulex 10GbE Virtual Fabric Adapter Il (CFFh)

Table 8-2 lists the part numbers and feature codes of the Emulex Virtual Fabric

Adapter (CFFh).

Table 8-2 Part numbers and feature codes

Description Part number | Feature code
Emulex Virtual Fabric Adapter Il 90Y3550 A1XG

Emulex Virtual Fabric Adapter Il Advanced 90Y 3566 AIXH

Emulex Virtual Fabric Adapter Advanced Upgrade 49Y4265 2436

The Emulex 10GbE Virtual Fabric Adapter Il has the following features:

» Connection to 1 Gbps or 10 Gbps data center infrastructure (1 Gbps and 10

Gbps auto-negotiation)

» Peripheral Component Interconnect Express (PCle) 2.0 x8 host interface
» IBM BladeCenter CFFh form factor, which can be combined with a CIOv

expansion card on the same blade server

» Operation as an 8-port virtual NIC or a 2-port, 1/10 Gbps Ethernet adapter:

— Virtual port bandwidth allocation in 100 Mbps increments

— Support for up to eight virtual ports
» Wake on LAN support
» Full-duplex (FDX) capability
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Bus-mastering support

Direct memory access (DMA) support

Preboot Execution Environment (PXE) support

IPv4 or IPv6 TCP, User Datagram Protocol (UDP) checksum offload

Large send offload (LSO)
Large receive offload (LRO)
Receive Side Scaling (RSS)
IPv4 TCP Chimney Offload

VLAN insertion and extraction

Jumbo frames up to 9000 bytes
Load balancing and failover support

This support includes adapter fault tolerance (AFT), switch fault tolerance
(SFT), adaptive load balancing (ALB), teaming support, and IEEE 802.3ad.

Enhanced Ethernet (draft)
— Enbanced Transmission Selection (ETS; P802.1Qaz)
— Priority-based flow control (PFC; P802.1Qbb)

— Data Center Bridging Capabilities Exchange (DCBX) Protocol, Cisco Intel
Nuova (CIN)-DCBX, and Converged Enhanced Ethernet (CEE) DCBX
(P802.1Qaz)

FCoE and iSCSI hardware initiator support
You can configure the adapter to operate as two physical iISCSI ports.
Serial over LAN function support

Support for both virtual fabric modes: IBM Virtual Fabric Mode and Switch
Independent Mode

The original Emulex 10GbE Virtual Fabric Adapter can be configured in physical
NIC (pNIC) or vNIC mode. The new Emulex 10GbE Virtual Fabric Adapter Il now
offers two vNIC modes of operation:

>

IBM Virtual Fabric Mode (also called vNIC1), which is the same as vNIC
mode on original Emulex Virtual Fabric Adapters

This mode is used when configuring the IBM Virtual Fabric Mode offering.
This mode is also called Switch Dependent Mode, because the Emulex
adapters rely on the switch module to obtain vNIC parameters (by using
DCBX). This mode works only with BNT Virtual Fabric 10Gb Switch Module.
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» Switch Independent Mode (also called vNIC?2), which does not rely on any
VNIC settings that are passed to the adapter from the switch module

In this mode, the Emulex 10GbE Virtual Fabric Adapter Il can work with the
following switches:

— BNT Virtual Fabric 10Gb Switch Module
— Cisco Nexus 40011 Switch Module

Figure 8-2 shows placement of Emulex 10GbE Virtual Fabric Adapter Il in an
HS22 blade server. Because it is a high-speed expansion card, you must install it
in the CFFh expansion slot.

Virtual Fabric Adapter

Figure 8-2 Placement of a CFFh card in the BladeCenter HS22 server
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8.2.2 Broadcom 2-port 10Gb Virtual Fabric Adapter

The Broadcom 2-port 10Gb Virtual Fabric Adapter (Figure 8-3), part number
81Y3133, is a dual-port 10Gbps high-speed expansion card that operates in
Switch Independent Mode.

Figure 8-3 Broadcom 2-port 10Gb Virtual Fabric Adapter

You can configure up to four partitions (vNICs) on each of the two 10-Gbps physical
ports. vVNIC partitioning is based on media access control (MAC) addresses. In
contrast with the Emulex 10GbE Virtual Fabric Adapter Il, the Broadcom 2-port
10Gb Virtual Fabric Adapter does not use VLAN IDs for vNIC partitioning.

You can assign up to 16 MAC addresses to each vNIC partition, for a total of up
to 64 MAC addresses per physical port. You can dynamically allocate bandwidth
to each vNIC partition. vNIC partition bandwidth allocation allows for fine-tuning
and division of available physical port bandwidth between the vNICs.

Each enabled partition is displayed as a dedicated network card to the operating
system.

The Broadcom 2-port 10Gb Virtual Fabric Adapter has the following features:

Integrated dual 10 Gbps MAC and dual 10GBASE-CX4

PCle x8 2.0, 5 GT/s compliant

IEEE 802.3ap Clause 73 compliant backplane operation

IEEE 802.3xx Clause 37 compliant auto-negotiation for 1Gbps
TCP/IP Offload Engine (TOE)

Microsoft TCP chimney compliant

Full FASTPATH TCP offload for IPv4 and IPv6

Network Controller Sideband Interface (NCSI)

YyVyVYyVYVYYVYYY
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PXE v2.1 remote boot

Wake on LAN

Virtual LANs, IEEE 802.1q VLAN tagging
IEEE 802.3x flow control

vyvyyy

The Broadcom 2-port 10Gb Virtual Fabric Adapter form factor is CFFh. Therefore,
it communicates with high-speed 1/0 modules installed in I/O bays 7 and 9. See
Figure 8-2 on page 170 for placement of the adapter in an HS22 blade.

8.3 Virtual Fabric Switch Modules

Because the Switch Independent Mode is based on the vNIC configuration
capabilities of the Virtual Fabric adapters, it does not depend on the switch
module model that is used. Currently, the following switches are supported:

» BNT Virtual Fabric 10Gb Switch Module
» Cisco Nexus 40011 Switch Module

8.3.1 BNT Virtual Fabric 10Gb Switch Module
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The BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter offers the most
bandwidth of any blade switch. It represents the perfect migration platform for
clients who are still at 1 Gb outside the chassis by seamlessly integrating into the
existing 1 Gbps infrastructure. This switch is the first 10 Gbps switch for IBM
BladeCenter that supports converged networking. That is, it can transmit CEE to
an FCoE-capable, top-of-rack switch. This feature is available with firmware
release 6.1 and later.

By using the CEE and FCoE functions, clients can transfer storage, network, Voice
over Internet Protocol (VolP), video, and other data over the common Ethernet
infrastructure. Also, by using the QLogic Virtual Fabric Extension Module, clients
can achieve FCoE gateway functions inside the BladeCenter chassis.

This book focuses on virtual fabric. The BNT switch module can be used in IBM
Virtual Fabric Mode and Switch Independent Mode offerings. In an IBM Virtual
Fabric Mode solution, all vNIC parameter configuration is performed on the BNT
Virtual Fabric 10Gb Switch Module. Therefore, the switch module is a key part of
the offering. By using this offering, clients can form eight vNICs from one pNIC
and manage them in virtual groups. The switch module can be managed by
using a command-line interface (CLI) or a web browser interface. In the future,
with BladeCenter Open Fabric Manager, the switch module will provide all the
benefits of 1/0 virtualization at 10 Gbps speeds.
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For a chassis with multiple servers, with several that operate at 1 Gbps or at

10 Gbps, and several that transmit converged packets, this switch can handle all
of these workloads. It can also connect to a 1 Gbps infrastructure, a 10 Gbps
infrastructure, or both.

Because of the extreme flexibility of the BNT switch, you can take advantage of
the technologies that they require for multiple environments. For 1 Gbps uplinks,
they can take advantage of small form-factor pluggable (SFP) transceivers. For
10 Gbps uplinks, they can use either of the following options:

» Enhanced small form-factor pluggable (SFP+) transceivers (short-range or
long-range) for longer distances

» Direct-attached copper (DAC) cables (also known as twinax active cables) for
shorter distances

DAC cables are more cost-effective, use less power, and can be up to 7
meters in length. They are ideal for connecting chassis together, connecting
to a top-of-rack switch or to an adjacent rack.

Figure 8-4 shows the switch module.

Figure 8-4 BNT Virtual Fabric 10Gb Switch Module

Table 8-3 lists the part number to use to order the module.

Table 8-3 Part number and feature code

Description Part number Feature code

BNT Virtual Fabric 10Gb Switch Module 46C7191 1639
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The part number includes the following items:

BNT user license agreement

Documentation CD

Important Notices document

One BNT Virtual Fabric 10Gb Switch Module
One filler module

vVvyYvYyvYyvYyYYyvyy

BNT Virtual Fabric 10Gb Switch Module Installation Guide

Three-meter, mini-Universal Serial Bus (USB)-to-DB9 serial console cable

Tip: SFP+ transceivers are not included. You must purchase them separately.

To communicate outside of the chassis, you must have SFP+ transceivers or
SFP+ DAC cables connected. DAC cables have SFP+ transceivers on both ends.
You have the flexibility to expand your bandwidth as desired, by using from one to

ten connections per switch.

Table 8-4 lists the part number to use to order the SFP+ transceivers, FC cables,

and DAC cables.

Table 8-4 IBM part numbers for ordering SFP+ transceivers, FC cables, and DAC cables

Description Part Feature
number code

10Gb SFP+

IBM 10GBase-SR 10GbE 850 nm Fiber SFP+ transceiver | 44W4408 4942

BNT SFP+ transceiver 46C3447 5053

1Gb SFP+

BLADE 1000BASE-T (RJ45) SFP transceiver 81Y1618 3268

BLADE 1000BASE-SX SFP transceiver 81Y1622 3269

DAC cables

0.5 m Molex DAC SFP+ cable 59Y1932 3735

1 m Molex DAC SFP+ cable 59Y1936 3736

3 m Molex DAC SFP+ cable 59Y1940 3737

7 m Molex DAC SFP+ cable 59Y1944 3738

FC cables

3 m Intel Connects optical cable 46D0153 3852

10 m Intel Connects optical cable 46D0156 3853
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Description Part Feature
number code

30 m Intel Connects optical cable 46D0159 3854

Table 8-5 lists additional transceivers and DAC cable options that are available
directly from BNT.

Table 8-5 BNT part numbers for ordering SFP-based transceivers and cables

Description Part number
BLADE 1000Base-T SFP BN-CKM-S-T
BLADE 1000Base-SX SFP BN-CKM-S-SX
BLADE 10GBase-LR SFP+ BN-CKM-SP-LR
SFP+ DAC -1 M BN-SP-CBL-1M
SFP+ DAC -3 M BN-SP-CBL-3M
SFP+ DAC -7 M BN-SP-CBL-7M

The BNT Virtual Fabric 10Gb Switch Module includes the following features and
functions:

» Form-factor
— Single-height, high-speed switch module
» Internal ports

— Fourteen internal, auto-negotiating ports of 1 Gbps or 10 Gbps to the
server blades

— Two internal full-duplex 100 Mbps ports connected to the management
module

» External ports

— Upto ten 10 Gbps SFP+ ports (also designed to support 1 Gbps SFP, if
required; flexibility of mixing 1 Gb and 10 Gb)

The oversubscription ratio (14 internal ports to 10 external ports) is low.
Therefore, the switch module is suitable for the most
performance-intensive environments.

— One 10/100/1000-Mb copper RJ45 for management or data

— An RS-232 mini-USB connector for serial port that provides an additional
means to install software and configure the switch module
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» Scalability and performance

Autosensing 1 Gbps and 10 Gbps internal and external Ethernet ports for
bandwidth optimization

Nonblocking architecture with wire-speed forwarding of traffic and full-line
rate performance of 480-Gbps full duplex

MAC address learning, which includes automatic update and support for
up to 32-Kb MAC addresses

Up to 128 IP interfaces per switch

Static, EtherChannel, and Link Aggregation Control Protocol (LACP)
(IEEE 802.3ad) link aggregation, up to 100 Gb of total bandwidth per
switch, up to 18 trunk groups, and up to eight ports per group

Support for jumbo frames (up to 12288 bytes)
Broadcast/multicast storm control

Internet Group Management Protocol (IGMP) snooping for limit flooding of
IP multicast traffic IGMP V1, V2, and V3)

Configurable traffic distribution schemes over trunk links, based on source
and destination IP addresses, MAC addresses, or both

Fast port forwarding and fast uplink convergence for rapid Spanning Tree
Protocol (STP) convergence

Stacking support for up to eight BNT Virtual Fabric 10Gb Switch Modules

» Availability and redundancy

Virtual Router Redundancy Protocol (VRRP) for Layer 3 router
redundancy

IEEE 802.1D STP for providing Layer 2 redundancy with PVRST+

IEEE 802.1s Multiple STP (MSTP) for topology optimization, up to
128 STP instances supported by single switch

IEEE 802.1w Rapid STP (RSTP), providing rapid STP convergence for
critical, delay-sensitive, traffic-like voice or video

Layer 2 trunk failover to support active and standby configurations of
network adapter teaming on blades

Interchassis redundancy (Layer 2 and Layer 3)

» VLAN support

Up to 1024 VLANSs supported per switch, VLAN numbers in the range
1 - 4095 (a dedicated VLAN for the management module connection only)

802.1Q VLAN tagging support on all ports
Protocol-based VLANs

176 IBM BladeCenter Virtual Fabric Solutions



Security

VLAN-based, MAC-based, and IP-based access control lists (ACLS)
802.1X port-based authentication

Multiple user IDs and passwords

User access control

Remote Authentication Dial In User Service (RADIUS), Terminal Access
Controller Access-Control System Plus (TACACS+), and Lightweight
Directory Access Protocol (LDAP)

Quality of service (QoS)

Up to eight queues per port

Support for IEEE 802.1p, IP type of service (ToS)/Differentiated Services
Code Point (DSCP), and ACL-based (MAC and IP source and destination
addresses, VLANS) traffic classification and processing

Traffic shaping and remarking based on defined policies

Eight Weighted Round-Robin (WRR) priority queues per port for
processing qualified traffic

Layer 3 functions

IP forwarding

IP filtering with ACLs (up to 4096 ACLs supported)
VRRP for router redundancy

Support for up to 128 static routes

Routing protocol support (Router Information Protocol (RIP) V1, RIP V2,
Open Shortest Path First protocol (OSPF) V1, V2, and V3, BGP-4), up to
1024 entries in routing table

IPv6 routing, including static routes and OSPFv3 (requires firmware V6.3
or higher)

Support for Dynamic Host Configuration Protocol (DHCP) Relay
IPv6 host management
IPv6 forwarding based on static routes

Manageability

Simple Network Management Protocol (SNMP) V1, V2, and V3
HTTP/HTTPS browser-based interface (BBI)

Industry-standard CLI (isCLI) and IBM Networking OS or AlteonOS CLI
Telnet interface for CLI
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Secure Shell (SSH) vi/v2
Serial interface for CLI
Scriptable CLI

Firmware image update (Trivial File Transfer Protocol (TFTP) and File
Transfer Protocol (FTP))

Network Time Protocol (NTP) for switch clock synchronization
BNT BLADEHarmony Manager support

» Monitoring

Switch LEDs for external port status and switch module status indication
Port mirroring to analyze network traffic that is passing through the switch
Change tracking and remote logging with syslog feature

Power-on self test (POST) diagnostic test

» Special functions

Serial over LAN

» Virtualization features

VMready
Virtual Fabric Adapter vNIC support

» Converged Enhanced Ethernet and FCoE features

Allows FC traffic to be transported over Ethernet links

FCoE Initialization Protocol snooping to enforce point-to-point links for
FCoE traffic outside the regular FC topology

PFC (IEEE 802.1Qbb)

This feature extends 802.3x standard flow control to allow the switch to
pause traffic based on the 802.1p priority value in the VLAN tag of each
packet

Enhanced Transmission Selection (ETS) (IEEE 802.1Qaz)

ETS provides a method for allocating link bandwidth based on the 802.1p
priority value in the VLAN tag of each packet.

DCBX (IEEE 802.1AB), which allows neighboring network devices to
exchange information about their capabilities

Support for the QLogic Virtual Fabric Extension Module for IBM
BladeCenter

Support provides FCoE gateway functions inside the BladeCenter
Chassis.
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VMready is a unique solution that enables the network to be virtual machine
(VM)-aware. The network can be configured and managed for virtual ports
(vports), rather than just for physical ports. With VMready, as VMs migrate across
physical hosts, their network attributes also migrate. Virtual machines can be
added, moved, and removed, but retain the same ACLs, QoS, and VLAN
attributes. VMready allows for a define-once-use-many configuration that evolves
as the server and network topologies evolve. VMready works with all
virtualization products, including VMware, Hyper-V, Xen, and KVM, without
modification of virtual machine hypervisors or guest operating systems. VMready
available as part of the 6.1 (and higher) software code.

VMready has the following compatibility with Virtual Fabric solutions:

» VMready is not supported with IBM Virtual Fabric Mode

» VMready is supported with Switch Independent Mode

The switch module supports the following Institute of Electrical and Electronics
Engineers (IEEE) standards:

» |EEE 802.1D STP with PVRST+

» |EEE 802.1s MSTP

» |EEE 802.1w RSTP

» |EEE 802.1p Tagged Packets

» |EEE 802.1Q Tagged VLAN (frame tagging on all ports when VLANSs are
enabled)

» |EEE 802.1x port-based authentication

» |EEE 802.2 Logical Link Control

» |EEE 802.3ad Link Aggregation Control Protocol

» |EEE 802.3x Full-duplex Flow Control

» |EEE 802.3ab 1000BASE-T Gigabit Ethernet

» |EEE 802.3ae 10GBASE-SR 10Gb Ethernet fiber optics short range
» |EEE 802.3ae 10GBASE-LR 10Gb Ethernet fiber optics long range
» |EEE 802.3z 1000BASE-SX Gigabit Ethernet
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The following network cables are supported for the BNT Virtual Fabric 10Gb
Switch Module:

» 10GBASE-SR for 10 Gbps ports: 850Nm wavelength, multimode fiber, 50 p or
62.5 p (300 meters maximum), with LC duplex connector

» 1000BASE-T for RJ45 port:

UTP Category 6 (100 meters maximum)

UTP Category 5e (100 meters maximum)

UTP Category 5 (100 meters maximum)
EIA/TIA-568B 100-ohm STP (100 meters maximum)

For more information, see the following publications:

» BNT Virtual Fabric 10Gb Switch ModuleBNT Virtual Fabric 10Gb Switch
Module for IBM BladeCenter, TIPS0708:

» Documents in PDF format available at:
http://www.ibm.com/support/docview.wss?uid=psgIMIGR-5080917

— Application Guide

— BBI (Browser-based Interface) Quick Guide

— BNT Virtual Fabric 10Gb Switch Module Installation Guide
— Command Reference

— User License Agreement

— Industry standard CLI Reference (isCLI Reference)

— Release Notes

8.3.2 Cisco Nexus 40011 Switch Module
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The Cisco Nexus 40011 Switch Module is a blade-switch solution for the
BladeCenter H and HT chassis. It provides the server I/O solution that is required
for high-performance, scale-out, virtualized, and non-virtualized x86 computing
architectures. It is a line rate, low-latency, non-blocking, Layer 2, 10 Gbps
Ethernet switch module that is fully compliant with FCoE and IEEE Data Center
Bridging standards.

The Cisco Nexus 40011 Switch Module enables a standards-based,
high-performance unified fabric that is running over 10 Gbps Ethernet in the
blade server environment. This unified fabric enables consolidation of the
following types of traffic over a single 10 Gbps Ethernet server network:

» LAN traffic

» Storage traffic (IP-based, such as iSCSI, network-attached storage (NAS), FC
storage area network (SAN))

» High-performance computing (HPC) traffic
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This offering works with BladeCenter Open Fabric Manager to provide all of the
benefits of 1/0 virtualization at 10 Gbps speed.

Figure 8-5 shows the switch module.

Figure 8-5 Cisco Nexus 40011 Switch Module

Table 8-6 shows the part numbers to order these modules and additional options
for them.

Table 8-6 Cisco Nexus 40011 Switch Module and related options part numbers and feature codes

Description

Part Feature
number code

Cisco part number

Cisco Nexus 40011 Switch Module for IBM BladeCenter 46M6071 | 0072

N4K-40011-XPX

Software upgrade license for the Cisco Nexus 40011 49Y9983 | 1744

Switch Module

N4K-40011-SSK9

The module part numbers include the following items:

>

>
>
>
>

Cisco Console Cable RJ45-to-DB9
Documentation CD

Important Notices document

One Cisco Nexus 4001] Switch Module
One filler panel

Software upgrade license for the Cisco Nexus 40011 Switch
Module
The Cisco Nexus 40011 Switch Module supports 10 Gbps Ethernet and FCoE.
By having the software upgrade license for the Cisco Nexus 40011 Switch
Module, part number 49Y9983, the switch can work in FCoE mode. When
connected to a converged adapter in the server, this switch can route CEE
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packets to an upstream FCoE switch, which can then route the packets to the
LAN or SAN.

SFP+ transceivers and copper cables

The Cisco Nexus 40011 Switch Module does not ship with SFP+ transceivers nor
SFP+ copper cables. These transceivers and cables can be ordered from IBM,
from Cisco Systems, or from authorized Cisco Systems resellers, as listed in
Table 8-7.

Table 8-7 SFP+ transceivers and copper cables for the Cisco Nexus 4001/ Switch Module

Description IBM part | IBM Cisco Systems
number | feature | part number
code

10Gb Ethernet SFP+ transceiver

Cisco 10GBASE-SR SFP+ (MMF, 850-nm, LC) 88Y6054 | A1A6 SFP-10G-SR(=)

Cisco 10GBASE-LR SFP+ (SMF, 1310-nm, LC) None None SFP-10G-LR(=)

DAC Cables

Cisco 1-m 10G SFP+ Twinax cable assembly, passive None None SFP-H10GB-CU1M(=)
Cisco 3-m 10G SFP+ Twinax cable assembly, passive None None SFP-H10GB-CU3M(=)
Cisco 5-m 10G SFP+ Twinax cable assembly, passive None None SFP-H10GB-CU5M(=)

Gigabit Ethernet SFP+

Cisco 1000BASE-T SFP transceiver 88Y6058 | A1A7 GLC-T(=)
(Cat. 5 copper wire, RJ-45)

Cisco 1000BASE-SX SFP transceiver 88Y6062 | A1A8 GLC-SX-MM(=)
(MMF, 850-nm, LC)

Cisco 1000BASE-LX/LH SFP transceiver None None GLC-LH-SM(=)
(MMF/SMF, 1300-nm, LC)

The Cisco Nexus 40011 Switch Module includes the following features and
functions:

» Form-factor
Single-height high-speed switch module
» External ports
— Six 10 Gbps SFP+ ports that are operating at wire speed

They support 1Gb SFP if required, with the flexibility of mixing 1 Gb and
10 Gb. Table 8-7 on page 182 lists supported transceivers and cables.
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One 10/100/1000-Mb Ethernet copper RJ45 that is used for management

An RS-232 to RJ45 connector for a serial port that provides an additional
means to configure the switch module

The console cable is supplied with the switch module.

Internal ports

Fourteen internal auto-negotiating ports of 1 Gbps or 10 Gbps to the
server blades

Two internal full-duplex 100 Mbps ports connected to the management
modules

Scalability and performance

Autosensing 1 Gbps/10 Gbps internal and external Ethernet ports for
bandwidth optimization

Non-blocking architecture with wire-speed forwarding of traffic and full-line
rate performance of 400-Gbps full duplex

Forwarding rate of 300 million packets per second (mpps)

Low, predictable, and consistent latency of 1.5 microseconds regardless of
packet size, traffic pattern, or enabled features on 10GbE interface

MAC address learning, including automatic update and support for up to
8 Kb MAC addresses

EtherChannels and LACP (IEEE 802.3ad) link aggregation, up to 60 Gbps
of total uplink bandwidth per switch, up to seven trunk groups, and up to
six ports per group

Support for jumbo frames (up to 9216 bytes)
Traffic suppression (unicast, multicast, and broadcast)
IGMP snooping to limit flooding of IP multicast traffic (IGMP V2 and V3)

Configurable traffic distribution schemes over EtherChannel links based
on source/destination IP addresses, MAC addresses, or ports

Spanning Tree edge ports (formerly PortFast) for rapid STP convergence

Availability and redundancy

Link state tracking
¢ Mirror the state of the external ports on the internal Ethernet links

* Allow the failover of the processor blade traffic to an operational
external link on a separate Cisco Ethernet switch

IEEE 802.1D STP for redundant backbone connections and loop-free
networks
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IEEE 802.1s MSTP for grouping VLANSs into a spanning-tree instance and
for multiple forwarding paths for data traffic and load balancing.

IEEE 802.1w RSTP for rapid convergence of the spanning tree by
immediately transitioning root and designated ports to the converting state

Configurable Unidirectional link detection (UDLD) for detecting and
disabling unidirectional links

This feature prevents a larger network failure if a unidirectional link is
detected, reducing downtime in these situations.

» VLAN support

Up to 512 VLANS supported per switch with VLAN numbers 1 - 4000
802.1Q VLAN tagging support on all ports
Private VLANs

» Security

VLAN-based, MAC-based, and IP-based ACLs

Role-based access control (RBAC) to restrict the authorization of the user
to perform switch management functions

TACACS+, which is a proprietary feature for managing network security
through a TACACS server

RADIUS for verifying the identity of, granting access to, and tracking
activities of remote users

» Quality of service

Support for IEEE 802.1p class of service (COS), IP ToS/DSCP, IP Real
Time Protocol, and ACL-based (MAC/IP source and destination
addresses, VLANS) traffic classification and processing

Trust boundaries on incoming interfaces to automatically classify incoming
packets into system classes based on packet COS value

Traffic shaping, guaranteeing bandwidth, or prioritizing based on defined
policies

Up to eight egress queues per interface (one queue per COS) to process
qualified traffic (support for strict priority and WRR COS policies)

» FCoE

Support for T11-compliant FCoE on all 10-Gigabit Ethernet interfaces

FCoE Initialization Protocol snooping to enable the switch to operate as a
loss-less Ethernet bridge transparently forwarding FCoE packets

802.1Q VLAN tagging for FCoE frames
PFC (IEEE 802.1Qbb)
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PFC simplifies management of multiple traffic flows over a single network
link and creates lossless behavior for Ethernet by allowing COS-based
flow control.

ETS (IEEE 802.1Qaz)

ETS enables consistent management of QoS at the network level by
providing consistent scheduling of traffic types (such as IP and storage).

DCBX Protocol (IEEE 802.1AB)

This protocol simplifies network deployment and reduces configuration
errors by providing auto-negotiation of IEEE 802.1 DCB features between
the NIC and the switch and between switches.

IPv6 host support for IPv6 unicast addressing, IPv6 traffic processing, IPv6
applications support (syslog server, RADIUS, TACACS+, NTP, Telnet, and SSH)

IPv6 traffic forwarding at Layer 3 is not supported.

Manageability

CLI

You can configure switches by using the CLI from an SSH V2 session, a
Telnet session, or the console port. SSH provides a secure connection to
the device.

XML Management Interface over SSH

You can configure switches by using the XML management interface. This
interface is a programming interface based on the NETCONF protocol that
complements the CLI functions. For more information, see the Cisco
NX-OS XML Interfaces User Guide at:

http://www.cisco.com/en/US/docs/switches/datacenter/sw/nx-os/xml/
user/guide/nxos_xml_interface.html

Cisco Data Center Manager support
SNMP V1, 2, and 3 support

Protected Mode feature to isolate switch management from the advanced
management module (AMM) for increased security of the switch

Cisco Discovery Protocol (CDP) Versions 1 and 2 to aid in troubleshooting
and reporting the misconfiguration of ports that connect to other devices
that support CDP

Monitoring

Switch LEDs for external port status and switch module status indication
Remote Network Monitoring (RMON)

Change tracking and remote logging with the syslog feature

Online diagnostic tests
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— Cisco Fabric Services
— Session Manager
— SPAN for local traffic monitoring

» Special functions

— Serial over LAN

The switch module supports the following IEEE standards:

IEEE 802.1D: Spanning Tree Protocol
IEEE 802.1p: COS Prioritization

YyVyVYyVYVYYVYYY

>

IEEE 802.1Q: VLAN Tagging

IEEE 802.1s: Multiple VLAN Instances of Spanning Tree Protocol
IEEE 802.1w: Rapid Reconfiguration of Spanning Tree Protocol
IEEE 802.3ab: 1000Base-T (10/100/1000 Ethernet over copper)
IEEE 802.3ad: Link Aggregation Control Protocol
IEEE 802.3ae 10 Gbps Ethernet over fiber optics

— 10GBASE-SR
— 10GBASE-LR

IEEE 802.3z Gigabit Ethernet over fiber optics

— 1000BASE-SX
— 1000BASE-LX

IEEE 802.3ab 1000BASE-T over copper twisted pair

The network cable has the following requirements:

» 10GBASE-SR
Table 8-8 lists the 10GBASE-SR cabling specifications.

Table 8-8 10GBASE-SR cabling specifications

Wavelength | Cable type | Core size | Modal bandwidth | Maximum
(microns) | (MHz/km) cable length
850 nm MMF 62.5 160 85 feet (26 m)
850 nm MMF 62.5 200 108 feet (33 m)
850 nm MMF 50 400 217 feet (66 m)
850 nm MMF 50 500 269 feet (82 m)
850 nm MMF 50 2000 984 feet (300 m)
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» 10GBASE-LR

Table 8-9 lists the 1T0GBASE-LR cabling specifications.
Table 8-9 10GBASE-LR cabling specifications

Wavelength | Cable type | Core size | Modal bandwidth | Maximum
(microns) | (MHz/km) cable length
1310 nm SMF G.652 Not applicable 6.2 miles (10 km)

» 1000BASE-SX

Table 8-10 lists the 1000BASE-SX cabling specifications.
Table 8-10 1000BASE-SX cabling specifications

Wavelength | Cable type | Core size | Modal bandwidth | Maximum
(microns) | (MHz/km) cable length
850 nm MMF 62.5 160 722 feet (220 m)
850 nm MMF 62.5 200 902 feet (275 m)
850 nm MMF 50 400 1640 feet (500 m)
850 nm MMF 50 500 1804 feet (550 m)

» 1000BASE-LX

Table 8-11 lists the 1000BASE-LX cabling specifications.
Table 8-11 1000BASE-LX cabling specifications

Wavelength | Cable type | Core size | Modal bandwidth | Maximum
(microns) | (MHz/km) cable length
1310 nm MMF 62.5 500 1804 feet (550 m)
1310 nm MMF 50.0 400 1804 feet (550 m)
1310 nm MMF 50.0 500 1804 feet (550 m)
1310 nm SMF G.652 Not applicable 6.2 miles (10 km)

» 1000BASE-T

— UTP Category 6 (100 meters maximum)

— UTP Category 5e (100 meters maximum)

— UTP Category 5 (100 meters maximum)

— EIA/TIA-568B 100-ohm STP (100 meters maximum)
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For more information, see the following documentation:

» Configuration Guide for the Cisco Nexus 4001! Switch Module
Hardware Installation Guide for the Cisco Nexus 4001] Switch Module
Getting Started Guide for the Cisco Nexus 40011 Switch Module
Command Reference Guide for the Cisco Nexus 4001] Switch Module

vYvyy

To download these publications, go to the Cisco Nexus 40011 Switch Module -
IBM BladeCenter page at:

http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5082494

In addition, for information about the Cisco Nexus 40011 Switch Module, see
Cisco Nexus 40011 Switch Module for IBM BladeCenter, TIPS0754.

8.3.3 Brocade Converged 10GbE Switch Module for
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IBM BladeCenter

The Brocade Converged 10GbE Switch Module and Brocade 2-Port 10Gb CNA
are part of a leading converged Ethernet solution for IBM BladeCenter. It offers
FC investment protection, maximum bandwidth and performance, and simplicity
in a converged environment. The Brocade Converged 10GbE Switch Module
also features Dynamic Ports on Demand capability through the Port Upgrade
Key. With this capability, you can enable any combination of Fibre Channel and
Ethernet ports based on your infrastructure requirements. You can also
experience converged Ethernet benefits without significant investment.

The Brocade CNAs and Brocade Converged 10GbE Switch Modules for IBM
BladeCenter are the first converged FCoE BladeCenter solution in the industry
with basic Fibre Channel and Ethernet ports built into a single switch module.
The converged switch module provides up-front reduction in SAN or LAN cost
and complexity. It requires fewer adapters, switch modules, and cabling, which
means an up-front reduction in your network investment.
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Figure 8-6 shows the Brocade Converged 10GbE Switch Module for IBM
BladeCenter.

Figure 8-6 Brocade Converged 10 GbE Switch Module for IBM BladeCenter

Benefits
The Brocade Converged 10GbE Switch Module with a supported CNA provides
the following benefits:

» Highly integrated BladeCenter switch module

The Brocade Converged 10GbE Switch Module offers one of the best
integrated 1/O solutions of the industry. The compact design incorporates
Ethernet and Fibre Channel switching. It provides a total of 30 ports, which
include eight external 10 Gbps Ethernet CEE ports for LAN connectivity, eight
external 8Gb FC ports for storage and SAN connectivity, and virtual ports.
With the high integration of this module, you can achieve all of your
networking and storage 1/0 needs with a single module.

» Unique flexible ports and server deployment

By using the Dynamic Port on Demand (DPOD) feature of the Brocade
Converged 10GbE Switch Module, you ca activate any combination of internal
or external ports. You can balance server and I/O port assignments to
accommodate the workloads of applications and satisfy business needs. With
DPOD, you can enable only 10GbE ports for networking needs, only FC ports
for storage support, or any combination of Ethernet and FC ports.

» Support for Data Center Fabric Manager

IBM System Storage® Data Center Fabric Manager (DCFM) is available for
use with the switch. DCFM is fully integrated with IBM Systems Director for
end-to-end data center management. You can download a 75-day trial version
from:

http://www.ibm.com/systems/storage/san/b-type/dcfm/
» Highest bandwidth and low latency

The total available bandwidth of 144 Gbps (80 Gbps Ethernet and 65 Gbps
FC) accessible through external ports means that the switch module can

Chapter 8. Supported products 189


http://www.ibm.com/systems/storage/san/b-type/dcfm/

support high demanding applications and storage solutions. In addition to the
high bandwidth available on external ports, the switch module supports an
additional 140 Gbps on 14 internal 10GbE ports. The switch module uses
cut-through and nonblocking to deliver high performance and low latency for
demanding virtual applications and high-speed environments.

Low total cost of ownership

The highly integrated design delivers the lowest total cost of ownership
(TCO). The Brocade Converged 10GbE Switch Module is two switches in
one, Ethernet and Fibre Channel, which reduces the cost of acquisition. The
switch module is built around a pay-as-you-go model, so that you have a
lower price entry point and can add ports as your business needs dictate.

The switch module ships with two 10GbE SFP+ transceivers to further lower
initial investments. Because it is designed for seamless integration into
existing networking and storage environments, this module protects existing
investments. Overall, with this integrated switch module, your server
infrastructure will use fewer hardware components with lower costs and
higher reliability, which further drives a lower TCO.

Features
The converged switch modules have the following features:

>

>

| 2

Eight external 10 Gb Converged Enhanced Ethernet ports
Eight external auto-negotiated FC ports (2 Gbps, 4 Gbps, or 8 Gbps)
Fourteen internal auto-negotiated 10 GbE ports (1 Gbps or 10 Gbps)

Two internal full-duplex 100 Mbps Ethernet interfaces for management
purposes

One external RS232 console port with a mini-USB interface for serial console
management

One external 10/100/1000 Mb RJ45 Ethernet copper port for management
CEE features

PFC: IEEE 802.1Qbb

ETS: IEEE 802.1Qaz

DCBX

Layer 2 features

Layer 2 VLANs: 4096

VLAN Encapsulation 802.1Q

RSTP

MSTP (802.1s): 16 instances
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LACP IEEE- 802.3ad

Brocade enhanced frame-based trunking
Advanced PortChannel hashing based on Layer 2, 3, and 4 information
Pause Frames (802.3x)

Storm Control (unicast, multicast, and broadcast)
Address Resolution Protocol (ARP) RFC 826
Layer 2 security

Ingress ACLs

Standard and extended Layer 2 ACLs
VLAN-based ACLs (VACLs)

Port-based ACLs (PACLs)

ACL statistics

Port-based Network Access Control: IEEE 802.1X
Layer 2 QoS

Eight priority levels for QoS

IEEE 802.1p COS

Eight hardware queues per port

Per-port QoS configuration

COS trust: IEEE 802.1p

Per-port virtual output queuing

COS-based egress queuing

Egress strict priority queuing

Egress port-based scheduling: WRR

Layer 3 features

Static IP routes

External FC ports that can operate as fabric ports (F_ports), fabric loop ports
(FL_ports), or expansion ports (E_ports)

FC fabric services

Simple Name Server (SNS)

Registered State Change Notification (RSCN)
Dynamic Path Selection (DPS)

Enhanced Group Management (EGM)
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» POST diagnostics and status reporting

» Optional: Advanced Performance Monitor
» Optional: ISL Trunking

» Optional: Fabric Watch

The following software features come with the switch modules:

» Brocade Web Tools
» 16-port licensing

The switch supports the following fabric management. All management
connections go through the management module, except the direct serial
connection, which goes through the mini-USB port.

v

Web interface through Web Tools

CLI through the Telnet program

A terminal emulation program connection to the mini-USB port interface
IBM System Storage DCFM application

Switch SNMP agent

vVvyyy

For more information, see the following references:
» Brocade Converged 10GbE Switch Module for IBM BladeCenter, TIPS0789
» IBM Systems Networking

http://www.ibm.com/systems/networking/index.html

8.4 10Gb Ethernet Pass-Thru Module for
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IBM BladeCenter

The 10Gb Ethernet Pass-Thru Module for IBM BladeCenter is ideal for clients
who want to enable end-to-end non-blocking 10 Gbps setup within the chassis.
This device supports both Ethernet and CEE packets, so that clients can connect
a BladeCenter chassis to an FCoE-capable top-of-rack switch.

The 14 10-Gbps Uplink ports are based on optical SFP+ technology to offer the
highest performance and maintain industry standard connectivity. This offering
also works with BladeCenter Open Fabric Manager, by providing all the benefits
of 1/0 Virtualization at 10 Gbps speeds.

This module is ideal if you want to keep the networking outside of the chassis
and use only external switches. Although this module is not as expensive as a
switch module, when you compare total price per ports of a solution, this model
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might be more expensive. However, this module can give you extra flexibility by
providing one port per blade and low maintenance.

Figure 8-7 Shows the Ethernet Pass-Thru Module for IBM BladeCenter

Figure 8-7 10 Gb Ethernet Pass-Thru Module for IBM BladeCenter

Features and specifications

The 10Gb Ethernet Pass-Thru Module includes the following features and
functions:

»

»

>

»

>

Single-wide high-speed switch module

14 internal 10 Gbps ports to the server blades (no auto-negotiation)
Up to 14 10-Gbps SFP+ uplink ports (SFP+ modules are not included)
Support for SR, LR, and DAC copper cables

Direct one-to-one mappings of external and internal ports (no configuration
required)

Simple setup and monitoring through AMM

Management-module inter-integrated Circuit (I12C) interface that provides vital
product data (VPD) and register access

Provides self-test and diagnostics capability
No Serial over LAN support

For more information, see the following references:

>

>

10Gb Ethernet Pass-Thru Module for IBM BladeCenter, TIPS0715
IBM Systems Networking
http://www.ibm.com/systems/networking/index.html
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Configuring the components

When configuring the IBM Virtual Fabric Mode solution (see Part 2, “IBM Virtual
Fabric Mode” on page 17), most of the steps are performed on the BNT Virtual
Fabric 10Gb Switch Module. The switch module transfers configuration settings
to the Emulex 10GbE Virtual Fabric Adapter by using Data Center Bridging
Exchange (DCBX). The Emulex 10GbE Virtual Fabric Adapter requires little
configuration. You need only to enable virtual network interface card (vNIC)
mode by using the Unified Extensible Firmware Interface (UEFI) utility of the
blade server.

In contrast, for Switch Independent Mode, you must set vNIC parameters for the
adapter by using the blade server UEFI utility. You also must configure the switch
module to match the virtual local area network (VLAN) ID configuration on the
VvNICs and the extended network infrastructure.

This chapter explains how to configure components in Switch Independent
Mode. It includes the following sections:

» Configuring Virtual Fabric adapters

Configuring the BNT Virtual Fabric 10Gb Switch Module

Upgrading the firmware for the Cisco Nexus 40011 Switch Module
Creating vNICs with the Broadcom 2-port 10Gb Virtual Fabric Adapter
Configuring vNIC VLANSs

vNIC and VMready

Understanding vNIC representation in an operating system

vyvyvyvYyyvyy
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9.1 Configuring Virtual Fabric adapters

This section explains the firmware upgrade and adapter configuration in UEFI for
Emulex 10GbE Virtual Fabric Adapter Il and the Broadcom 2-port 10Gb Virtual
Fabric Adapter.

9.1.1 BladeCenter Open Fabric Manager Advanced

BladeCenter Open Fabric Manager Advanced supports configuration of vNIC
parameters on Virtual Fabric Adapters. You can configure the channel bandwidth
from the Templates panel for the virtual NIC ports. The following vNIC
parameters are supported by BladeCenter Open Fabric Manager:

» MAC address of virtual NIC
» VLANID

» Minimum bandwidth

» Maximum bandwidth

» Priority

The next revision of this book will include detailed descriptions of vNIC parameter
configuration by using BladeCenter Open Fabric Manager. For more information
about BladeCenter Open Fabric Manager Advanced, see the “Using
OFM-Advanced upgrade” topic in the IBM Director Information Center at:

http://pic.dhe.ibm.com/infocenter/director/v5r2/index.jsp?topic=/bofm_1
.00/btp0_bofm _tp using_bofm advanced.htm]

9.1.2 Upgrading the firmware for Emulex 10GbE Virtual Fabric
Adapter Il

For information about upgrading Emulex 10GbE Virtual Fabric Adapter I, see
5.1.1, “Upgrading firmware” on page 52.

Important: Support for Switch Independent Mode by the Emulex 10GbE
Virtual Fabric Adapter Il requires a firmware upgrade. Make sure that you have
the latest firmware installed.

9.1.3 Configuring the Emulex 10GbE Virtual Fabric Adapter Il in UEFI

For information about configuring Emulex 10GbE Virtual Fabric Adapter Il in
UEFI, see 5.1.2, “Configuring the adapter in the UEFI” on page 54.
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9.1.4 Configuring the Broadcom 2-port 10Gb
Virtual Fabric Adapter in UEFI

To configure vNIC partitions on the physical ports of the Broadcom 2-port 10Gb
Virtual Fabric Adapter, we use the blade server UEFI to configure the vNIC
parameters. Alternatively, you can use the ROM configuration utility option of the
Broadcom Virtual Fabric Adapter. To access this option, press Ctrl+S when
prompted. For more information, see 9.4, “Creating vNICs with the Broadcom
2-port 10Gb Virtual Fabric Adapter” on page 209.

1. Power on or restart the blade.
2. When prompted during POST, press F1.

3. In the System Configuration and Boot Management panel (Figure 9-1) of the
UEFI utility, select System Settings.

System Configuration and Boot Management

Suystem Information

Sustem Settings

Date and Time

Start Options
Boot Manager

System Event Logs
User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Select this entry to
nodify the current
configuration of the
systen

Tl=Hove Highlight

<Enter>=3elect Entry

<ESC>=Exit Setup

Figure 9-1 System Configuration and Boot Management panel of the Blade server UEFI utility
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4. In the System Settings panel (Figure 9-2), select Network.

System Settings

Processors Select this option to
Memory see all the Network
Devices and I/0 Ports Device options.

Pouer

Operating Modes

Legacy Support

Integrated Management Module

System Security

Adapters and UEFI Drivers

Emulex iSCSI EFI Configuration Utility

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit

Figure 9-2 System Settings panel
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5. In the Network panel (Figure 9-3), under Network Device List, select the first
10 Gbps network port.

Notice that four Broadcom NetXtreme Il network ports are listed. Two 1-Gb
Ethernet ports belong to the onboard Broadcom network controller. The two
10-Gbps network ports belong to the Broadcom 2-port 10Gb Virtual Fabric

Adapter.
Netuork
Global Network Settings Select this option to
Network Boot Configuration see all the Network
i3CSI Configuration Device optioms.
Network Device List PCI Function Address:

Bus 21:Dev O:Func O
MAC:00:10:18:88:D5:92 Slot 2 PFA 21:0:1
MAC:5C:F3:FC:78:87:DC Onboard PFA 1

0
MAC:5C:F3:FC:78:87:DE Onboard PFA 1 1

6:0:
b:0:

Tl=Move Highlight <{Enter>=3Select Entry Esc=Exit

Figure 9-3 Network panel
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6. In the Broadcom Main Configuration panel (Figure 9-4), click Broadcom
NeXtreme Il 10 Gigabit Ethernet - 00:10:18:88:D5:90.

MAC:00:10:18:88:D5:90 Slot 2 PFA 21:0:0
roadcon NetXtreme IT 10 Gigabit Ethernet - Configure Multiple
DO:10:18:88:D5:90 Boot Agent (MBA) and
IPu4 Netuwork Comfiguration i3CSI Boot Parameters.
Tl=Move Highlight <{Enter>=3Select Entry Esc=Exit

Figure 9-4 Broadcom selection panel
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7. In the Broadcom Main Configuration Page panel (Figure 9-5), select Device
Configuration Menu to enable the NIC partition.

Broadcom Main Configuration Page

Firmware Image Menu Configure device
Device Configuration Menu specific parameters.
MBA Configuration Menu These parameters will
Chip Type BCHST112E Al affect both ports of
PCT Device ID 1663 the device.
Bus :Dev :Func 15:00:00
Link Status DOUN
Permanent MAC Address 00:10:18:88:D5:90
Virtual MAC Address 00:10:18:88:D5:90
i3CSI MAC Address 00:10:18:88:D5:91
UVirtual iSCST MAC Address 00:10:18:88:05:91
FIP MAC Address 00:10:18:88:D5:91
Uirtual FIP MAC Address 00:10:18:88:D5:91
World Wide Node Name 100000101888D591

..more |
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 9-5 Broadcom Main Configuration Page panel
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8. In the Device Configuration panel (Figure 9-6), for NIC Partition, select
Enabled. With the vNIC partitions enabled, press Esc.

Device Configuratiom

Device MAC Addresses: Enable/Disable NIC
Broadcom MetXtreme IT 10 Gigabit Ethernet - Partition Function.
00:10:18:86:D5:90 This setting
Broadcom MetXtreme IT 10 Gigabit Ethernet - enables/disahles NIC
00:10:18:868:D5:92 partitioning for the
MIC Partitiom KD i} entire device.

Disabled

|
Tl=Move Highlight <{Enter>=Complete Entry Esc=Exit Entry

Figure 9-6 Device Configuration panel to enable the NIC partition
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9. Back in the Broadcom Main Configuration Page panel (Figure 9-7), click NIC
Partitioning Configuration Menu.

Broadcom Main Configuration Page

Firnware Image Menu Configure NIC
Device Configuration Menu Partitioning
MBA Configuration Menu parameters.
IC Partitioning Configuration Menu
Chip Type BCHST?12E Al
PCI Device ID 1663
Bus :Dev :Func 15:00:00
Link Status DOUN
Permanent MAC Address 00:10:18:88:D5:90
Uirtual MAC Address 00:10:18:88:D5:90
iSCSI MAC Address 00:10:18:88:D5:91
Uirtual iSCST MAC Address 00:10:18:88:D5:91
FIP HAC Address 00:10:18:88:D5:91
Uirtual FIP MAC Address 00:10:18:88:D5:91
..more |
Tl=Hove Highlight <Enter>=3Select Entry Esc=Exit

Figure 9-7 NIC Partitioning Configuration Menu selection window
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10.In the NIC Partition Configuration panel (Figure 9-8), click Global Bandwidth
Allocation Menu.

Notice that in addition to Global Bandwidth Allocation Menu option to
configure bandwidth allocations, this panel shows four vNICs.

NIC Partition Configuration

Broadcom NetXtreme IT 10 Gigabit Ethermet - Configure Global

00:10:18:88:D5:90 Bandwidth Allocation
lobal Bandwidth Allocation Menu parameters

Flow Control <{Auto>

PF#0:Enabled L2=00101888D590 iSCSI=00101888D591

ETH

PF#2:Disabled L2=00101888D594 iSCSI=00101888D595

ETH

PF#4:Disabled L2=00101888D598 iSCSI=00101888D599

ETH

PF#6:Disabled L2=00101888D59C iSCSI=00101888D59D

ETH

Tl=Move Highlight <{Enter>=3Select Entry Esc=Exit

Figure 9-8 NIC Partition Configuration panel
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11.In the Global Bandwidth Allocation Menu panel (Figure 9-9), set the global
bandwidth for each port. The total of all four partitions must equal 0 or 100.
For our example, the relative bandwidth weight is 0, and our partition
maximum is 25.

a. Set the value for Relative Bandwidth Weight.

You can use the Relative Bandwidth Weight parameter to specify the
guaranteed bandwidth in an overload situation. For example, if the
parameter is set to 20, the NIC partition is guaranteed to transmit 2 Gbps
of bandwidth (20% of total bandwidth). The sum of all four NIC partitions
must be either 0 or 100. If it is zero, the relative bandwidth weight
mechanism is disabled, and a round-robin bandwidth allocation
mechanism is used instead.

b. Set the value for Maximum Bandwidth.

You can use this parameter to set the maximum bandwidth as a
percentage of total physical port bandwidth that the NIC partition can
transmit. You can set Maximum Bandwidth to 100 on all four partitions. In
this case, a partition can use all 10 Gbps of bandwidth when no other
partition is communicating. If this parameter is set to a value lower than
100, this maximum bandwidth is available to the NIC partition.

Global Bandwidth Allocation Menu

Partition 1 Relative [[@] Configure relative
Bandwidth Ueight bandwidth weight.
Partition 1 Maximum [25] Valid range - 0...100
Banduwidth percent. The sum total
Partition 2 Relative [o1 of all four partitions
Bandwidth Ueight mnust be equal 0 or
Partition 2 Maximun [25] 100. A total of O
Banduwidth indicates Relative
Partition 3 Relative [o1 BandWidth Weight is
Bandwidth Ueight disabled.
Partition 3 Maximun [25]
Banduwidth
Partition 4 Relative [o1
Bandwidth Ueight

..more |
Tl=Move Highlight <{Enter>=3Select Entry Esc=Exit

Figure 9-9 Global Bandwidth Allocation Menu panel
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12.After you enable the NIC partitions and set the bandwidth allocation
parameters, exit to the main menu.

13.Save your settings.

9.2 Configuring the BNT Virtual Fabric 10Gb Switch
Module

For more information about configuring the BNT Virtual Fabric 10Gb Switch
Module, see 5.2, “Configuring the BNT Virtual Fabric 10Gb Switch Module” on
page 59. The BNT Virtual Fabric 10Gb Switch Module supports Switch
Independent Mode.

9.3 Upgrading the firmware for the Cisco Nexus 4001I
Switch Module

At the time this book was written, the latest Cisco NX-OS version was
4.1.2.E1.1F for the Cisco Nexus 40011 Switch Module. The firmware update
package is available on the IBM support website at:

http://www.ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5086542

When upgrading firmware on the BNT Virtual Fabric 10Gb Switch Module, you
transfer the new code directly from the TFTP server to an image bank on the
switch module. In contrast, with Cisco, you can transfer the image from an FTP or
TFTP server to a directory in the NX-OS file system.

To upgrade the firmware by installing the new kickstart and system image files:

1. Copy the following image files from the FTP or TFTP server to the Cisco
Nexus 40011 Switch Module file system:

— n4000-bk9-kickstart.4.1.2.E1.1f.bin, which is the NX-OS kickstart
image file.
— n4000-bk9.4.1.2.E1.1f.bin, which is the NX-OS system image file.

The IP address of the FTP server in our example is 9.42.171.50. The
destination directory in the NX-OS file system is the bootflash: directory. We
specify this information as parameters in the following copy commands:

— copy ftp://9.42.171.50/n4000-bk9-kickstart.4.1.2.E1.1f.bin
bootflash: vrf chassis-management
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— copy ftp://9.42.171.50/n4000-bk9.4.1.2.E1.1f.bin bootflash: vrf
chassis-management

Figure 9-10 shows the output of these commands. At the prompt, enter the
user name and password to access the FTP server.

ibm-switch-2# copy ftp://9.42.171.50/n4000-bk9-kickstart.4.1.2.E1.1f.bin bootflash: vrf
chassis-management

Enter username: cisco

Password:

**x%% Transfer of file Completed Successfully *****

ibm-switch-2# copy ftp://9.42.171.50/n4000-bk9.4.1.2.E1.1f.bin bootflash: vrf
chassis-management

Enter username: cisco

Password:

**x%% Transfer of file Completed Successfully *****

Figure 9-10 Copying the kickstart and system image files to a directory

2. Before you install the files, verify that they are displayed in the bootflash:
directory, as shown in Figure 9-11.

ibm-switch-2# dir
49 Jul 03 03:58:50 2010 ..tmp-kickstart
39 Jul 03 03:58:55 2010 ..tmp-system
20624384 Jul 03 03:58:50 2010 .tmp-kickstart
74274426 Jul 03 03:58:55 2010 .tmp-system
49152 Jul 03 03:58:49 2010 Tost+found/
20624384 Jul 03 03:54:12 2010 n4000-bk9-kickstart.4.1.2.E1.1d.bin
20699136 May 18 13:49:36 2011 n4000-bk9-kickstart.4.1.2.E1.1f.bin
74274426 Jul 03 03:54:49 2010 n4000-bk9.4.1.2.E1.1d.bin
74281634 May 18 13:50:21 2011 n4000-bk9.4.1.2.E1.1f.bin
4096 Jul 03 03:56:30 2010 vdc_2/
4096 Jul 03 03:56:31 2010 vdc_3/
4096 Jul 03 03:56:31 2010 vdc_4/

Usage for bootflash://
333664256 bytes used
290123776 bytes free
623788032 bytes total

Figure 9-11 The bootflash directory
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3. To upgrade the NX-OS with the new files, use the install all command.
Specify the kickstart and system keywords and image files as parameters,
as in the following example:

install all kickstart bootflash:n4000-bk9-kickstart.4.1.2.E1.1f.bin
system bootflash:n4000-bk9.4.1.2.E1.1f.bin

Figure 9-12 shows an example of using the install all command with the
kickstart and system keywords and image files as parameters.

ibm-switch-2# install all kickstart bootflash:n4000-bk9-kickstart.4.1.2.E1.1f.bin system
bootflash:n4000-bk9.4.1.2.E1.1f.bin

Verifying image bootflash:/n4000-bk9-kickstart.4.1.2.E1.1f.bin for boot variable
"kickstart".
[##### #4444 ######4##] 100% -- SUCCESS

Verifying image bootflash:/n4000-bk9.4.1.2.E1.1f.bin for boot variable "system".
[####### 444444 ####4#4##] 100% -- SUCCESS

Lines deleted for clarity

Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Setting boot variables.
[## 44444444444 ######4#] 100% -- SUCCESS

Performing configuration copy.
[####### #4441 #####44#4#] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.
[######## #4444 ##4444] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.

Figure 9-12 Upgrading firmware for the Cisco Nexus 40011 Switch Module

The switch module automatically reboots when the upgrade is finished.

For more information about Cisco Nexus 40011 Switch Module CLI commands,
see the Command Reference Guide for Cisco Nexus 4001/ Switch Module at:

http://www.ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5082494
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You can configure the Cisco Nexus 40011 Switch Module by using Cisco Nexus
OS (NX-0OS) command-line interface (CLI) commands. For information about
configuring this switch module, see 10.2.4, “Configuring the Cisco Nexus 40011
Switch Module” on page 272.

9.4 Creating VNICs with the Broadcom 2-port 10Gb
Virtual Fabric Adapter

vNICs that use Switch Independent Mode are created and configured on the
Virtual Fabric adapter directly, by using the UEFI utility (Emulex and Broadcom
adapters) or a preboot environment (available with the Broadcom adapter only).

Configuration and support of the virtual NICs are carried out using a Broadcom
application, available in the pre-boot environment (Ctrl+S during boot when
prompted), or by using the UEFI utility. This section describes the preboot
method.

To configure the Broadcom 2-port 10Gb Virtual Fabric Adapter by using the
preboot utility:
1. Power on or restart the blade.

2. When prompted, press Ctrl+S.
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3. From the Device List panel (Figure 9-13), highlight the device of interest and

press Enter.

Comprehensive Configuration Management w6.2.21
Copyright (C) Z2000-2011 Broadcom Corporation
fAll rights reserved.

Device List

<10:00:00> BCHM5?095 - E4:1F:13:7A:9C:48 MBA:
<10:00:01> BCHM57093
<15:00:00> BCHM5?71Z

E4:1F:13:7A:9C:4A MBA:
10:18:00:96:CE:90 MBn:

£15:00:01> BCHM5?712 10:168:00:96:CE:92 MBa:

BIOS Built-in
BIOS Built-in
vh.2.21 CCM:vb.2.21
vh.2.21 CCM:v6.2.21

Select Device to Configure
[Enter]:Enter Mext Menu: [Till:Next Entry:

[ESC]:Quit Menu

Figure 9-13 Device List panel
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4. From the Main Menu panel (Figure 9-14), select NIC Partition
Configuration, and then press Enter.

Comprehensive Configuration Management v6.2.21 W
Copyright (C) Z2000-2011 Broadcom Corporation
All rights reserved.

Main Menu

MBA Conf iguration

MIC Partition Configuration

Configure NIC Partition Parameters
[Enter]l:Enter Next Menu: [Till:Mext Entry: [ESCl:Quit Menu
Current fidapter:Primary, Bus=15 Dewvice=00 Func=00, MAC=10:18:00:96:CE:90

Figure 9-14 Device Main Menu panel

Chapter 9. Configuring the components 211



5. In the NIC Partition Configuration panel (Figure 9-15), highlight the NIC
Partition field, and press the right arrow to change the value to Enabled.

Comprehensive Configuration Management v6.2.21 W
Copyright (C) Z2000-2011 Broadcom Corporation
All rights reserved.

—— NIC Partition Configuration

NIC Partition :

Flow Control : Auto

PF#0 LZ=10:18:00:96:CE:90(VU) Eth
PF#Z2 LZ2=10:18:00:96:CE:94(V) Eth
PF#4 LZ2=-10:18:00:96:CE:98(V) Eth
PF#6 LZ=10:18:00:96:CE:9C(VU) Eth
Reset Configuration to Default

Enable or Disable NIC Partition Function
[«i2]1[Enter][Spacel :Toggle WValue: [Till:Next Entry: [ESCI1:Quit Menu
Current Adapter:Primary, Bus=15 Device=00 Func=00, MAC=10:18:00:96:CE:90

Figure 9-15 NIC Partition Configuration panel

The four NIC partitions are displayed, with their MAC addresses:

PF#0, MAC address 10:18:00:96:CE:90
PF#2, MAC address 10:18:00:96:CE:94
PF#4, MAC address 10:18:00:96:CE:98
PF#6, MAC address 10:18:00:96:CE:9C

6. Highlight one of the partitions that you want to configure. In this example, we
selected PF#0. Then press Enter.
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7. In the PF# 0 panel (Figure 9-16), configure the bandwidth parameters:

a. Set the Bandwidth Weight to specify the guaranteed bandwidth in an
overload situation.

For example, if the parameter is set to 20, the NIC partition is guaranteed
to transmit 2 Gbps of bandwidth (20% of total bandwidth). The sum of all
four NIC partitions must be 0 or 100. If the sum is 0, the relative bandwidth
weight mechanism is disabled, and a round-robin bandwidth allocation
mechanism is used instead.

b. Set the Maximum Bandwidth as percentage of total physical port
bandwidth that the NIC partition can transmit.

You can set this parameter to 100 on all four partitions. In this case, a
partition can use all 10 Gbps of bandwidth when no other partition is

communicating. If this parameter is set to a value lower than 100, this
value indicates the maximum bandwidth available to the NIC partition.

c. After you set the bandwidth values for NIC partition PF#0, press Esc to exit
the panel.

Comprehensive Configuration Management v6.2.21
Copyright (C) Z2000-2011 Broadcom Corporation
fll rights reserved.

PFit ©
Ethernet Protocol
Bandwidth Weight H ¢
Maximum Bandwidth : 25

Network MAC fiddress : 10:18:00:96:CE:90(P)-10:18:00:96:CE:90(VU)

EnablerDisable Ethernet Protocol
[«i»]1[Enter1[Spacel :Toggle Value: [Till:Next Entry: [ESCl:Quit Menu
Current Adapter:Primary, Bus=15 Device=00 Func=00, MAC=10:18:00:96:CE:90

Figure 9-16 Partition function menu

8. Set the bandwidth parameters for the other three NIC partitions (PF#2, PF#4
and PF#6) by repeating steps 6 on page 212 and 7.
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9.5 Configuring vNIC VLANSs

Switch Independent Mode extends the existing customer VLANSs to the NIC
interfaces. Switch Independent Mode vNICs do not require an outer tag to
maintain channel separation. Instead, they use the MAC address and the /[EEE
802.1Q VLAN tag to distinguish the individual vNIC channels on each link. With
this approach, you must coordinate the configuration of the Virtual Fabric
Adapters and the chassis switches to match the VLAN structure in the network.

Conventional VLANSs are configured by an operating system on a server blade
(such as with the vconfig command in Linux) and are implemented as IEEE
802.1q VLAN tags. The VLAN configuration on upstream switches must match
the VLAN configuration on the blades (Figure 9-17).

Virtual
Fabric Switch (Bay 7)

L]
/Blade . \ VLA . || EXT5 0
40 VIAN3O [— | ExT6 [ ()
0 Gb
30
Operating System
Virtual
Fabric Switch (Bay 9)
0 GDb 0
A 0]0)

L]
: | EXTS 0
VLAN30 —] Ex16 [0

VLAN40

Figure 9-17 Diagram of Switch Independent Mode
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You also configure the switch ports by using switch configuration methods, such
as GUI, CLI, or Simple Network Management Protocol (SNMP). Presuming that
multiple internal switch ports share common VLANSs by default, you create
distinct VLAN port groups by using conventional port VLAN schemes. Therefore,
most ports are mapped to multiple VLANSs, with the ports configured as VLAN
trunks. The VLANs can then be mapped to physically separate external ports, or
two or more VLANSs can share an uplink port (for example, a VLAN trunk).

To configure the switch ports:

1. Assign internal ports to each VLAN based on vNIC-to-VLAN mapping. A
single port is mapped to multiple VLANSs.

2. Assign corresponding external ports to their corresponding VLAN. A VLAN
can be mapped to a single port or a port group. Optionally, multiple VLANs
can be mapped to a single port or a port group.

The switch normally provides basic Layer 2 forwarding among ports that share a
VLAN. Only the BNT Virtual Fabric 10Gb Switch Module can handle L3
forwarding between separate VLANs within the chassis.

9.6 vNIC and VMready

You can use VMready only with the BNT Virtual Fabric 10Gb Switch Module. For
more information, see 5.8, “vNIC and VMready” on page 101.
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9.7 Understanding vNIC representation in an operating

system

This section explains how vNICs are represented within an operating system.

9.7.1 vNICs on the Emulex 10GbE Virtual Fabric Adapter Il

As expected, eight vNICs are listed in the Network Connections window
(Figure 9-18), with four on each 10 Gbps physical port.

L=
(j;; (j;; |Q = Control Panel ~ Metwork Connections - l‘i’] I;Ef-.-:.- @J
File Edit WView Tools Advanced Help

Organize ~ = Views ¥ (7]
Mame |v| Status |v| Device Name |-| Connectivity |v| Metwork Catet

LAN or High-Speed Internet (10)

1 |

'.';' Emulex WFA IT 01 Unidentifi... Emulex OneCannect OCm11102-N-¥, NIC/TOE

'.';' Emulex WFA IT 02 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =3

'.';' Emulex WFA IT 03 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =5

'.';' Emulex VFA IT 04 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =7

'.';' Emulex WFA IT #11 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =2

'.';' Emulex VFA IT 12 Identifyin... Emulex OneCaonnect OCm11102-N-X, NIC/TOE =4

'.';' Emulex WFA IT #13 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =6

'.';' Emulex WFA IT £14 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =8

'.';' Onboard MIC 1 Metwork Broadcom BCMS57095 MetXtreme II GigE (MDIS VBD ...
'.';' Onboard MIC 2 Metwork Broadcom BCMS57095 MetXtreme II GigE (MDIS VBD ...

Arcess to Local only Public netwark

Arcess to Local only Public netwark
Arcess to Local only Public netwark
Limited connectivity Public netwark
Limited connectivity Public netwark
Limited connectivity Public netwark
Limited connectivity Public netwark
Limited connectivity Public netwark
Arcess to Local only Public netwark

Public netwark

2

Arcess to Local only

Figure 9-18 Network Connections window

For clarity, the names of the NICs were changed from the default values to the
names listed in Table 9-1. You can use the MAC addresses to match each vNIC
with the Virtual Fabric Adapter that is shown in the Network Connections window.

Table 9-1 NIC names and matching vNICs

NIC name 10Gb physical port vNIC MAC address

Emulex VFA Il #01 0 1 00:00:C9:B2:57:02
Emulex VFA Il #02 0 2 00:00:C9:B2:57:03
Emulex VFA Il #03 0 3 00:00:C9:B2:57:04
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NIC name 10Gb physical port vNIC MAC address

Emulex VFA Il #04 0 4 00:00:C9:B2:57:05
Emulex VFA Il #11 1 1 00:00:C9:B2:57:06
Emulex VFA Il #12 1 2 00:00:C9:B2:57:07
Emulex VFA Il #13 1 3 00:00:C9:B2:57:08
Emulex VFA Il #14 1 4 00:00:C9:B2:57:09

To verify parameters, such as the MAC address and link speed, right-click a NIC,
and select Status. Figure 9-19 shows the status panel for the Emulex VFA 11 #01.

X

Il Emulex VFA II #01 Status
General |
Connection
IPv4 Connectivity: Local
IPvE Connectivity: Limited
Media State: Enabled
Duration: 00:14:02
( Speed: 4.0 Gbps)
Details. .. |
Activity
Received
Packets: 0
I Properties I Disable | Diagnose |
Cloze |

Figure 9-19 Emulex VFA Il #01 Status window

Tip: Speed is reported as 4.0 Gbps, meaning that the bandwidth was set to 40
when configuring this vNIC in the UEFI utility.
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To see the MAC address of this vNIC, click Details. Figure 9-20 shows the
Network Connection Details window, which displays the MAC address in the
Physical Address field. This MAC address represents vNIC 1 on 10 Gbps
physical port 0.

x|
Metwork Connection Details:
Property | Value
Connection-specific DN...
Description Emulex OneConnect OCm11102-N-X, NIC
Physical Address 00-00-C5-B2-57-02
DHCP Enabled Mo
|Pv4 IP Address 10.10.10.11
|Pv4 Subnet Mask 255.255.255.0

|Pvd Default Gateway

IPv4 DMS Server

|Pvd WINS Server

MetBIOS over Tepip En...  Yes

4] |

Figure 9-20 Network Connection Details window

You can identify and verify MAC addresses and link speeds of the other vNICs in
the same manner.

9.7.2 vNICs on the Broadcom 2-port 10Gb Virtual Fabric Adapter

The NIC partitions on the Broadcom 2-port 10Gb Virtual Fabric Adapter are
displayed to the operating system (Windows Server 2008). This section begins
by showing the built-in networking tools for Windows and then by showing the
Broadcom Advanced Control Suite.
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Windows networking tools

Figure 9-21 shows how the NIC partitions are displayed in the Network and
Sharing Center.

=10/ x|
e - -
‘ e \_}p v~ = Control Panel ~ Metwork and Sharing Center - [‘L]J ISee--:-- [!_ﬂ]

File Edit View Tools Help

-l
Tasks -
&' Unidentified network (Public netwaork) Customize
View computers and devices
Arrcess Local only
Connect to a network
Connections Broad VEA 01
Set up a connection or network [DSGEANANE
Manage network connections View
2 Broadcom YA 02 Hewn
) . status
Diagnose and repair
e "."iE'.'".'
Broadcom YFA 03 status
e "."iE'.'".'
Broadcom YFA 04 status
e "."iE'.'".'
Broadcom WFA 11 status
e "."iE'.'".'
Broadcom YFA 12 status —
WEA 35 I'n" | 2W
See also Broadcom YFA 13 e
Internet Options View
Broadcom VFEA 14 L
Windows Firewall ' status
=

Figure 9-21 Broadcom 2-port 10Gb Virtual Fabric Adapter NIC partitions in Windows Server 2008

For clarity, we changed the NIC names from the defaults as shown in Table 9-2.
We used the MAC addresses to match each NIC with the actual NIC partition.

Table 9-2 NIC names and matching NIC partitions

NIC name 10 Gbps physical port | NIC partition | MAC address

Broadcom VFAO01 | O 1 10:18:00:96:E3:80
Broadcom VFA02 | O 2 10:18:00:96:E3:84
Broadcom VFA 03 | O 3 10:18:00:96:E3:88
Broadcom VFA 04 | O 4 10:18:00:96:E3:8C
Broadcom VFA 11 1 1 10:18:00:96:E3:82
Broadcom VFA 12 | 1 2 10:18:00:96:E3:86
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NIC name 10 Gbps physical port | NIC partition | MAC address
Broadcom VFA 13 | 1 3 10:18:00:96:E3:8A
Broadcom VFA 14 | 1 4 10:18:00:96:E3:8E

By clicking View Status (highlighted in Table 9-21 on page 219), you can verify
parameters for each of the NIC partitions, such as link speed and MAC address.
Figure 9-22 shows the parameters for NIC Broadcom VFA 01.

il Broadcom VFA 01 Status x|
General |
Connection
IPv4 Connectivity: Local
IPvE Connectivity: Limited
Media State: Enabled
Duration: LEETEEE)
( Speed: 4.0 Gbps)
Activity
Sent — L.,., ——  Received
.
i
Bytes: 1,625 | 1,304
f!-j' Properties "!-j' Dizable | Diagnose |
Cloze |

Figure 9-22 Broadcom VFA 01 Status window

In the example shown in Figure 9-22, speed is reported as 4.0 Gbps. This speed
indicates that the bandwidth was set to 40 on this NIC partition when configuring
parameters in the UEFI utility.

You can click Details to see the MAC address of this NIC partition.
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The Network Connection Details window (Figure 9-23) shows the MAC address.
This MAC address is for NIC partition 1 on 10 Gbps physical port 0.

[rctwork connection petads ]
Metwork Connection Details:
Property | Value
Connection-specific DN...
Description Broadcom BCMS7712 MetXtreme 1l 10 Git
Physical Address 10-18-00-96-E3-80
DHCP Enabled No
|Pw4 IP Address 10.10.10.17
|Pw4 Subnet Mask 255.255.255.0
|Pvd Default Gateway
IPvd DNS Server
IPwd WINS Server
MetBIOS over Tcpip En...  Yes
4] | 2+

Close

Figure 9-23 Network Connection Details window with the MAC address

You use the same method to verify the MAC addresses and speed for the other
NIC partitions on the Broadcom 2-port 10Gb Virtual Fabric Adapter.

Broadcom Advanced Control Suite

Broadcom Advanced Control Suite is a management utility that is based on
Windows. You use it to administer, configure, and diagnose Broadcom Virtual
Fabric Adapters and other Broadcom NICs.
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Figure 9-24 shows an example from Broadcom Advanced Control Suite. The left
pane shows eight NIC partitions. NIC partition 1 on physical port 0 highlighted.
The speed is 4 Gbps, which indicates a bandwidth parameter value of 40 in the
UEFI utility.

= Broadcom Advanced Control Suite 3 = B

File  View Tools Help

Explorer View b ‘L Information }/&Q Diagnostics ]/E’ Configurations ]/g Statistics ] |
Device Management B vital Signs g
™ = 3
[ By Type | By Connection MAC Address 10-13-00-36-E3-80 T
]
Em EL-1404R0-2 - Permanent MAC Address 10-18-00-96-E3-80 =
¥ _ - [57]
,__—_||3 MNetwork Adapters (NDIS driver) e (8 10 T 7 =

= Link Status Up

..... B [000&] Broadcom BCM57095

..... B [0007] Broadcom BCMS771 Py —— 000

..... m [0009] Broadcom BCM57095 Dfioad Capabilities TOE,L50,C0,R55
..... B [0016] Broadcom BCMS7712 Mf&l : 1500

..... [} [0018] Broadcom BCMS7712 E ;::;:;‘;fu:'“‘at“’“ e

..... B [0019] Broadcom BCM57712 e b0, 2ys

..... m [0020] Broadcom BCM57712 Driver Version 5.2.9.0

..... B [0021] Broadcom BCM57712 Driver Date 2/4/2011

..... B [0022] Broadcom BCM577127
..... B [0024] Broadcom BCM57712
E‘E‘\ System devices (VBD)

..... ﬂ [0033] Broadcom BCM57095

..... ﬂ [0034] Broadcom BCM57095

..... ﬂ [0038] Broadcom BCM57712 '«
4 I I » Speed (in Mbps)

..... The link speed of the adapter, in megabits per second.

i-:\ Device Management

m Team Management

M

Figure 9-24 NIC patrtition 1 in Broadcom Advanced Control Suite
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By using the Broadcom Advanced Control Suite utility, you can test the
configuration by running a basic connectivity test. You click the Diagnostics tab

(Figure 9-25), and then ping to an IP gateway or a user-specified IP address.

= Broadcom Advanced Control Suite 3

Explaorer View

File  View Tools Help

Device Management

[ By Type | By Connection

S

&R

E"'m BL-1404-R0-2

..... m [0020] Broadcom BCM57712
..... B [0021] Broadcom BCM57712

..... B [0024] Broadcom BCM57712

ﬂ [0038] Broadcom BCMSTI-:?ILI
a4 I I 3

-
Metwork Adapters (MDIS driver)
B [000&] Broadcom BCM57095

[0007] Broadcom BCMS771
L:)" [D009] Broadcom BCM57095

[0018] Broadcom BCM57712
E [0018] Broadcom BCM57712

E [0019] Broadcom BCM57712

E [0022] Broadcom BCM577127

Sy-'stem devices (VBD)
ﬂ [0033] Broadcom BCM57095
ﬂ [0034] Broadcom BCM57095

e

i-:\ Device Management

m Team Management

-

) Information )/c\ Diagnostics ]/E’ Configurations ]/g Statistics ] -

Select a test to run:

INetwc-rk Test j

B HNetwork Test

Result

Ip address to ping

Ip address to ping

Select Run to verify the driver is installed and to test connectivity to a gateway or other
specified IP address on the same subnet. If a gateway is configured, the test
automatically sends packets to that system. If a gateway is not configured or if the
gateway is unreachable, vou will be prompted for 2 destination IP address.

Run |

M3l ey (S

M

Figure 9-25 Diagnostics tab in the Broadcom Advanced Control Suite
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The Statistics tab (Figure 9-26) shows the network traffic counters. These
counters are useful when monitoring or troubleshooting NIC behavior.

= Broadcom Advanced Control Suite 3 = B

File  View Tools Help

Explorer View b J,-' Information }/&\ Diagnostics ]/E’ Configurations )/:h Statistics ] |
Device Management B General N g
[ By Type |=i: By Connection Frames Tx. OK 3670 E’
5§ BI04 R02 - Frames Rx. OK 108583 =

Yy — . o
,__—_||3 Metwork Adapters (MDIS driver) Dlrel_:tEd EEmCeSHc g =
" - . Multicast Frames Tx. 233
..... m [000&] Broadcom BCM57095 e ——— D
..... : [0007] Broadcom BCM5771 Directed Frames Rx. o
..... m [D009] Broadcom BCM57095 Multicast Frames Rx. 458
..... m [0018] Broadcom BCM57712 Broadcast Frames Rx. 108232
..... m [0018] Broadcom BCMS7712 Frames Rx. with CRC Error o
..... m [0019] Broadcom BCM57712 Bl e o —
i Frames Rx. with Alignment Errar i}
""" m (020 Ercadn B o272 Frames Tx. with one Collision a
----- m [0021] Broadcom BCM57712 Frames Tx. with more than one Collision ]
..... m [0022] Broadcom BCM577127 Frames Tx. after Deferral i} b
..... m [0024] Broadcom BCMS7712 B Custom

E‘i‘\ System devices (VBD)
..... E! [0033] Broadcom BCM57095
..... E! [0034] Broadcom BCM57095
General
----- [ [0038] Eroadcom BCMSTTILI General Statistics show the transmitted and received statistics to and from the adapter.
»

K1

m Team Management
, e |

M

Figure 9-26 Statistics tab in the Broadcom Advanced Control Suite

Frames size less than 64 bytes withbad FCS 0
MAC Rx. w/ no Pause Command i}

One of the functions of the Broadcom Advanced Control Suite utility configures
NIC teaming. You can use NIC partitions in teaming configurations the same way
you might use physical NICs. To set up NIC teaming, click Team Management in
the lower-left corner (Figure 9-26 on page 224).

For more information about NIC teaming by using the Broadcom Advanced
Control Suite, see 9.7.4, “Configuring teams with Broadcom Advanced Control
Suite” on page 229.

224 IBM BladeCenter Virtual Fabric Solutions



9.7.3 Configuring teams with Emulex OneCommand Manager

To configure NIC teaming with the Emulex 10GbE Virtual Fabric Adapter Il, you
can use the Emulex OneCommand Manager utility, which runs in Windows and
Linux. It also supports VMware ESX/ESXi and Microsoft Hyper-V hypervisors.
For more information, see the OneCommand Manager home page at:

http://www.emulex.com/products/management-software/device-management/
onecommand-manager/

To create a team with two members, Emulex VFA Il #01 and Emulex VFA Il #02:

1.

In the OC NIC Teaming and VLAN Manager window (Figure 9-27), click
Create Team.

=%=0C NIC Teaming and ¥LAN Manager !E E I

File Help

CneCommand MIC Teaming and YLAMN Manager

Tears and Available Adapters:

£ Broadcom BCMS7095 Metktreme 11 Gige (MOIS YBD Client) - Onboard MIC 1

Broadoom BCMS7095 MetXtrerme 11 GigE (MDIS WED Client) #2 - Onboard MNIC 2
eConnect OCmi110z MICITOE - Emulex YFA T #01

L Emulex OneConnect OCm11102-M-x, NIC/TOE #2 - Emulex YFA 1T #11

LY Emulex OneConnect OCml1102-M-x, MICTOE #3 - Emulex YFA I #02
Emulex OneConnect OCm11102-M-x, MICTOE #4 - Emulex YFA IT #12

EY Emulex OneConnect OCmll102-M-%, MICITOE #5 - Erulex YFA I #03

EY Emulex OneConnect OCml1102-M-¥, MIC/TOE #6 - Erulesx YFA IT #13

LY Emulex OneConnect OCml1102-M-x, MICTOE #7 - Emulex YFA IT #04

L Emulex OneConnect OCm11102-M-x, NIC/TOE #5 - Emulex YFA 1T #14

Create Team Remoye Team | WLAR | Show Config

Exit: |

Figure 9-27 Emulex OneCommand Manager utility
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2.

Create a unique Team Mame and select a Team Type, then use the controls below o add/remove adapters.,

In the Create team window (Figure 9-28), specify the team parameters:
a. Enter a team name.
b. Select a team type. In this example, we use the simplest form of teaming,

which is FailOver. Therefore, select FailOver. This setting means that the
primary member will carry all the traffic, and the secondary member will
have a standby role. Other team type options are available:

* LoadBalancing
e 802.3ad static
e LACP

From the Available Network Adapters list, select each adapter you want to
form into the team. Click Add to move it to the Team Member Adapters list.

When done you are done setting parameters and selecting the team
members, click OK.

Team Mame: I Erulex OneConnect Teamadapter #0 Team Type: IFaiIOver

Auto FailBack LoadBalancing
Load Distributed By: IDefauIt j = Enahl 502, 3ad static
LACF

— Team Member Configur ation

Available Network Adapters

Emulex OneConnect OCmi1102-M-x, NICITOE #3 - Emulex WA 1T #14 -
Emulex OneConnect QCm11102-M-x, NICITOE #7 - Emulex ¥F4 1T #04

Ernulex OneConnect OCm11102-M-¥, MICSTOE #6 - Erulex WA 1T #13

Ermulex OneConnect OCm11102-M-¥%, NICJTOE #5 - Emulex WFA 1T #03

S Ermules: OneConnect OCml1102-M-5, NICITOE #4 - Emulex YFa I #12

Emulex OneConnect OCm11102-M-%, MICITOE #2 - Emulex WFA 1T #11

2 Broadcom BCME7095 Metktreme I1 GigE (MOIS YED Client) #2 - Onboard NIC 2

Broadcom BCMS7095 Metktreme IT GigE (MDIS WBD Client) - Onboard NIC 1 LI

AT AT AT AT AT AN

Add Remowe

Team Member Adapters

Primary - Emulex OneConnect OCmi1102-M-x, MICITOE - Emules YWFa 1T #01
Secondary - Emulex OneConnect OCm11102-M-x, NICITOE #3 - Emulex YFA IT #02

[T

cned_|

Figure 9-28 Create team window in Emulex OneCommand Manager
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3. Highlight the new team and click VLAN to configure the VLAN ID for the team.
Figure 9-29 shows the newly created team.

2% 0C NIC Teaming and ¥LAN Manager [_ O] I

File Help

CneCommand MIC Teaming and YLAMN Manager

Teams and Available Adapters:

e IT GigE

Broadcom BCMS7095 Metxtreme 1T Gige (MDIS VBD Client) #2 - Onboard MIC 2
Emulex: OneConneck OCm11102-k-%, MICITOE #2 - Emulex WFA IT#11
Ermulex OneConneck OCm11102-M-%, MICITOE #4 - Emulex WA IT #12
Emulex: OneConneck OCm11102-k-%, NICITOE #5 - Emulex WFA I #03
Ermulex OneConneck OCm11102-M-%, MICITOE #6 - Emulex WA IT #13
Emulex: OneConneck OCm11102-k-x, NICITOE #7 - Emulex WFA IT #04
Ernulex OneiConnect ©Cmi1102-M-%, NICITOE #5 - Emulex WFA IT #14
Emulex OneConneck Teamadapter #0 - Local Area Connection

M Frulex OneConnect OCmi1102-M-%, MIC TOE - Emulex YEA TT 01
l_-'l' Emulex OneConnect OCml1102-h-¥, NI/ TOE #3 - Emulex YFA II #02

Create Team Remove Team | WLAT | Show Config

Exit: |

Figure 9-29 New team created in Emulex OneCommand Manager
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4. In the Add/Remove VLAN window (Figure 9-30), enter the VLAN ID and click
Add.

Adapter: Emulex OneConnect TeamAdapter #0

—Canfigure YLAN
YLAN ID: I 50 YLAN Name:! I
Add
—¥LANs Configured
YLAM Marne IPAddress

Rernove

I

Figure 9-30 Adding the VLAN in Emulex OneCommand Manager
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The VLAN is now configured as shown in Figure 9-31.
5. Click OK to return to the main window.

== 0C NIC Teaming and YLAN Manager - Add/Remove ¥YLAN

Adapter: Emulex OneConnect Teamadapter #0

—Configure YLAN

WLAMN ID: I WLAM Mame: I

—WLaNs Configured

WLAM Mame IPaddress

Remone

[ Eoea |
Ok |

Figure 9-31 Emulex OneCommand Manager showing the VLAN configured

9.7.4 Configuring teams with Broadcom Advanced Control Suite

A team (or bond in Linux terminology) of adapters functions as a single virtual
network interface and looks the same as a nonteamed adapter to other network
devices. By using Broadcom Advanced Control Suite, you can team up to eight
network adapters in a single group. This group becomes a virtual network
adapter with its own IP address.

Teaming has the following benefits:
» Virtual adapters can balance a large network load across several adapters.

» The use of teams improves system availability by providing a failover path for
critical network connections.
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The following types of teams are supported by Broadcom Advanced Control
Suite:

»

Switch-dependent

— Link Aggregation Control Protocol (LACP) or IEEE 802.3ad
— Gigabit EtherChannel (GEC) or Fast EtherChannel (FEC)

Switch-dependent NIC teaming is not related to IBM Virtual Fabric Mode. This
teaming type requires that LACP or EtherChannel is configured on an
Ethernet switch module. Modules must also be stacked to act as a single
switch.

Switch-independent

— Smart Load Balancing (SLB)
— SLB with Auto Failover Disable

Switch-independent NIC teaming is not related to Switch Independent Mode.
The name indicates that switch-independent NIC teaming does not require
any LACP or EtherChannel configuration on an Ethernet switch module.

To configure a new team in Windows by using Broadcom Advanced Control Suite
application:

1.
2.

Start the Broadcom Advanced Control Suite application.

In the main Broadcom Advanced Control Suite window (Figure 9-24 on
page 222), in the lower-left corner, click Team Management to start the
Broadcom Teaming Wizard.
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3. In the Welcome window (Figure 9-32), click Next.

Broadcom Teaming Wizard BE

Welcome to the Broadcom Teaming Wizard n

The Broadcom Teaming *Wizard will guide you through the process of creating and
modifying teams andfor VLAMz. To continue, click Next. Tao work without the wizard,
click Expert Mode,

Expert Mode |

Mate: Current wark in the Teaming ‘Wizard will Be lost when Expert Mode iz clicked.

L) To always start in Expert Maode, check the "Default to Expert Mode on next
i start” checkbox.

[ Default ta Expert Mode on nest start

Tao continue, click Mext.

Freview
LCancel < Back | MHeut > I

Figure 9-32 Welcome window in the Broadcom Teaming Wizard
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4. In the Creating/Modifying a Team: Team Name window (Figure 9-33), enter
the name for the new team. Then click Next.

Broadcom Teaming Wizard

Creating/Modifying a Team: Team Mame n
Y'ou muszt assign your team a unique name. BROADCOM

Enter the name for the team:

IE wample LACP Team

i/. A team name haz a masimum length of 39 characters. The name can uze ang
i, symbalic character except &7 ™

Click here f inf tion about configuring teaming. i
ick here for more information about configuring beamin P D
LCancel | < Back I MHeut » |

Figure 9-33 Creating/Modifying a Team: Team Name window

232 IBM BladeCenter Virtual Fabric Solutions



5. In the Team Type window (Figure 9-34), select the type of team that you want
to create, and then click Next.

Broadcom Teaming Wizard BE

Creating/Modifying a Team: Team Type n
Select the type of team you want to create.

Team tppe:
" Smart Load BalancinglTH] and Failover [SLE]

¥ 802.3ad Link Agaregation using Link Aggregation Contral Protocal [LACE)
" FEC/GEC Generic Trunking

TLCP Offload Engine [TOE] support iz supported only on a SLE team type. If a team type
ather than SLB is zelected, no TCP connections will be offloaded.

Click. here for information ta help vou decide which tepe of team to create.

LCancel < Back

Figure 9-34 Creating/Modifying a Team: Team Type window

6. When you see the verification message window (Figure 9-35), verify and
confirm that the switch is configured correctly. This message applies only to
teaming modes that require LACP or EtherChannel configuration on the
switch modules. Then click OK.

Broadcom Advanced Control Suite 3 I

werify that the network switch connected bo the team members is
! configured correctly For the keam type,

Figure 9-35 Verification message window
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7. In the Creating/Modifying a Team window (Figure 9-36), assign team
members:
a. Highlight the adapter you want to add to the team.
b. Click Add.
c. Repeat steps a and b to add the remaining team members.
d. Click Next.

Broadcom Teaming Wizard
Creating/Modifying a Team: Assigning Team Members n
Specify which adapters to include in the team. BROADCOM.
Include adapters that pou wizh to set for the standby role. —_— N~

yailable Adapters |70 [so [co  [RSS | Team. [WDIS [ mw | ]
[0019] Broadcom BCME7712 Net<treme 11 10 GigE (MDIS VBD Client] # Yes Yes Yes Yes Yes E.1 1800
[0020] Broadcom BCMEY712 Net<treme 1110 Gige (MDIS WBD Client] # “es Ve e Yes Ve E1 1800

‘Yes Yes Yes ‘es E.1 1500 =

[0021] Broadeom BCMS7712 Net<trerne 1110 GigE [MDIS WBD Client] # Yes

w4 Remove | 4t

|toE [iso [co [Rss | Team. [nDIS [ ww |
ez ez E.1 1500

Team Members

1110 GigE [NDIS YBD Cliert) # “es Wes es

= || 10 GigkE [N Clien
Team Offload Capabilties Lot
Team Miu 1500
Click here for more information about configuring bearing Presvicw |
LCancel | < Back | Mext > I

Figure 9-36 Creating/Modifying a Team: Assigning Team Members window
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8. In the Commit Changes window (Figure 9-37), if needed, select Save
changes and continue to manage more teams. In this example, we select
Commit changes to system and Exit the wizard. Then click Finish.

Broadcom Teaming Wizard

al ions! The T ing Wizard has finished collecting information.
How would you like to proceed?

Commit changes
*  Commit changes to system and E xit the wizard

" Save changes and continue to manage more teams

i,/ Applying the changes will temporarily interrupt the network. connection.
= The process may take several minutes and the connection will resume aftenwards.

Preview b |

LCancel

<Back | Frish |

Figure 9-37 Commit changes window
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The Team Management window confirms the newly added team (Figure 9-38).

= Broadcom Advanced Control Suite 3 = B
File  View Tools Teams Help
Explorer View b ‘L Information }A\ Diagnostics ]/E’ Configurations ]/ﬁ Statistics ] v ||&
Team Management B vital Signs o
=
=g == = MAC Address 10-13-00-86-E3-80 g
Eﬁﬁﬁ Example LACP Team Permanent MAC Address 10-18-00-96-E3-80 =
A . - IP Address 10.10.10.71 g
= BASP Yirtual Adapter
: - - Link Status Up
. LT"J Example LACP T Duplex Ful
E| ?’ - Primary Adapters Speed (in Mbps) 4000
w [0022] Broadcar Cffioad Capabilities TCE,LSQ,C0O,R55
(e e Mt 1500
) Em [ || heeesey E Driver Information
= [ﬁ Unassigned Adapters Driver Status Loaded
- Driver M, bxnda0s:,
[ (0008 Broadcom BCMS7095 Drfw M ,X'; ;Dx =i
= river Version 6.2.9,
[0007] Broadcom BCM5771 Driver Date 2442011

|3- [000%] Broadcom BCMS70385

m [0016] Broadcom BCM57712
[0018] Broadcom BCM57712

|:-j [0019] Broadcom BCM57712) 5

4| : | LI—I Speed (in Mbps)

----- The link speed of the adapter, in megabits per second.

Figure 9-38 Teaming established

You now completed the configuration of NIC teaming with the Broadcom
Advanced Control Suite application.
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10

Usage scenarios

This chapter shows examples of Switch Independent Mode configurations by
using the following combinations:

» Cisco Nexus 40011 Switch Module with the following adapters:

— Emulex 10GbE Virtual Fabric Adapter Il
— Broadcom 2-port 10Gb Virtual Fabric Adapter

» BNT Virtual Fabric 10Gb Switch Module with the following adapters

— Emulex 10GbE Virtual Fabric Adapter Il
— Broadcom 2-port 10Gb Virtual Fabric Adapter

» Brocade Converged Switch with
— Emulex 10GbE Virtual Fabric Adapter II

This chapter includes the following sections:

Overview of the configurations

Scenario 1: Cisco Nexus 40011 Switch Module configurations
Scenario 2: BNT Virtual Fabric 10Gb Switch Module configurations
Scenario 3: Brocade Converged Switch configuration

vVvyyy
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10.1 Overview of the configurations

238

We use the following equipment to demonstrate the four configurations:

vyVvVyVvYyVvYyYyvyy

Chassis BC4 is used to demonstrate the following configurations, shown in

Two BladeCenter H chassis (BC4 and BC5)
Two Cisco Nexus 40011 Switch Modules in chassis BC4
Two BNT Virtual Fabric 10Gb Switch Modules in chassis BC5
Two HS22 blades in each chassis
Two Emulex 10GbE Virtual Fabric Adapter Il cards
Two Broadcom 2-port 10Gb Virtual Fabric Adapter cards

Figure 10-1:
» Emulex 10GbE Virtual Fabric Adapter Il and Cisco Nexus 40011 Switch
Module
» Broadcom 2-port 10Gb Virtual Fabric Adapter and Cisco Nexus 40011 Switch
Module
Gl 5 el =12 Cisco Nexus 40011
HS22 blade 1 (switch bay 7)
Emulex LN
VFA I INT7
HS22 blade 7 INT1
l— INT7
Broadcom
VEA Cisco Nexus 40011
(switch bay 9)

BladeCenter H chassis BC5

Figure 10-1 BladeCenter H chassis BC5
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Chassis BC5 is used to demonstrate the following configurations, shown in
Figure 10-2:

» Emulex 10GbE Virtual Fabric Adapter Il and BNT Virtual Fabric 10Gb Switch
Module

» Broadcom 2-port 10Gb Virtual Fabric Adapter and BNT Virtual Fabric 10Gb
Switch Module

SUEEEIS IR A BNT Virtual Fabric
HS22 blade 4 Switch Module (bay 7)
Emulex INT4
VFA I INT8
HS22 blade 8 INT4
INT8
Broadcom - .
VFA BNT Virtual Fabric
Switch Module (bay 9)

BladeCenter H chassis BC5

Figure 10-2 BladeCenter H chassis BC5

10.1.1 VLAN definitions

We enable the following virtual local area networks (VLANS) on Virtual Fabric
Switch Modules:

» VLAN 10

Both blades use this VLAN for communication through external port 2 on the
Virtual Fabric Switch. Virtual network interface controller (vNIC) 1 on each
blade server communicates on this VLAN.

» VLAN 20

The blades use this VLAN to communicate through external port 4. vNIC 2 on
each blade server communicates on this VLAN.
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» VLAN 30

This VLAN does not use any external port on the Virtual Fabric Switch
Module. vNIC 3 on each blade server use this VLAN to communicate between
themselves.

» VLAN 40

VNIC 4 on blade server 1 in chassis BC4 communicates through external
port 2 on the Virtual Fabric Switch Module. We use VLAN 40 for this purpose.

Similarly, vNIC 4 on blade server 4 in chassis BC5 communicates through
external port 2 on the BNT 10 Gbps Virtual Fabric Switch Module.

» VLAN 50

VvNIC 4 on blade server 7 in chassis BC4 communicates through external
port 4 on the Virtual Fabric Switch Module. We use VLAN 50 for this purpose.

Similarly, vNIC 4 on blade server 8 in chassis BC5 communicates through
external port 4 on the BNT 10 Gbps Virtual Fabric Switch Module.

Table 10-1 shows the VLANs on Cisco Nexus 40011 Switch Module in chassis

BC4.
Table 10-1 VLANs on Cisco Nexus 40011 Switch Module
VLAN Internal ports External ports
10 1,7 2
20 1,7 4
30 1,7
40 1 2
50 7 4
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Table 10-2 shows the VLANs on BNT 10 Gbps Virtual Fabric Switch Module in

chassis BC5.
Table 10-2 VLANs on BNT Virtual Fabric 10Gb Switch Module
VLAN Internal ports External ports
10 4,8 2
20 4,8 4
30 4,8
40 4 2
50 8 4

Because each internal (blade-facing) port on the switch modules needs to pass
traffic in multiple VLANSs, configure these ports in trunk mode. You can configure
external ports in trunk mode when necessary (when traffic from multiple VLANs
passes through a particular external port).

10.1.2 Switch and adapter vNIC correlation

In IBM Virtual Fabric Mode (switch-dependent mode), vNICs on the Emulex
Virtual Fabric Adapter have a direct correlation with vNIC definitions on the BNT
Virtual Fabric 10Gb Switch Module. This correlation results because vNICs are
configured on the switch module, and the settings are transferred to the adapter
by using DCBX.

In Switch Independent Mode, this correlation is different. The vNICs are
configured on the adapter itself, for example, by using the Unified Extensible
Firmware Interface (UEFI) utility. No vNIC settings need to be configured on the
switch module. However, internal ports must be configured as trunk ports. Also
one or more VLANs must be associated with each vNIC channel, allowing for
multiple VLANs on each port to ensure that the traffic flows to the correct
interfaces. The intent is to extend specific VLANSs to specific vNIC interfaces
within each server blade.
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10.2 Scenario 1: Cisco Nexus 40011 Switch Module

configurations

This section shows examples that use the Cisco Nexus 40011 Switch Module. In
these examples, the modules are installed in chassis BC4. The blade in slot 1
has Emulex 10GbE Virtual Fabric Adapter I, and the blade in slot 7 has
Broadcom 2-port 10Gb Virtual Fabric Adapter. The scenario begins with the
Emulex configuration on blade 1, then shows the Broadcom configuration, and
concludes with setting up the switch module.

This section includes the following topics:

» VNICs summary

» Configuring the Emulex adapter

» Configuring the Broadcom adapter

» Configuring the Cisco Nexus 40011 Switch Module

10.2.1 vNICs summary

242

The HS22 blade server in slot 1 contains an Emulex 10GbE Virtual Fabric
Adapter II. On this adapter, we enable vNICs and set the following VLAN IDs for
them:

VLAN 10 for vNIC 1
VLAN 20 for vNIC 2
VLAN 30 for vNIC 3
VLAN 40 for vNIC 4

vyvyyy

The HS22 blade server in slot 7 contains a Broadcom 2-port 10Gb Virtual Fabric
Adapter. We enable vNICs on the adapter, but do not specify any VLAN IDs on
the Broadcom 2-port 10Gb Virtual Fabric Adapter. However, we set the following
VLANS for vNICs in the operating system:

» VLAN 10 for vNIC 1
» VLAN 20 for vNIC 2
» VLAN 30 for vNIC 3
» VLAN 50 for vNIC 4
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10.2.2 Configuring the Emulex adapter

Table 10-3 shows the configuration that we implement on the Emulex 10GbE

Virtual Fabric Adapter Il in HS22 blade 1.

Table 10-3 vNIC configuration: Emulex 10GbE Virtual Fabric Adapter Il

VNIC function Bandwidth VLAN ID MAC address

1 4 Gbps 10 00:00:C9:B2:57:02
2 3 Gbps 20 00:00:C9:B2:57:03
3 2 Gbps 30 00:00:C9:B2:57:04
4 1 Gbps 40 00:00:C9:B2:57:05

We can identify the MAC addresses for each vNIC function by using the UEFI
utility (see “vNICs in the operating system” on page 252). You must know the
MAC addresses so that you can identify each vNIC function in the operating

system.

To configure parameters on the Emulex adapter:

1. Power on or restart HS22 blade 1.

2. When prompted during POST, press F1.

Chapter 10. Usage scenarios 243




3. Inthe System Configuration and Boot Management panel (Figure 10-3) of the

UEFI utility, select System Settings.

Sustem Configuration and Boot Management

System Information
System Settings
Date and Time

This selection will
take you to the System
Settings.

Start Options
Boot Manager

Sustem Event Logs
User Securituy

Save Settings

Restore Settings

Load Default Settings
Exit Setup

T1=Move Highlight <{Enter>=Select Entry <ESC>=Exit Setup

. r

Figure 10-3 UEFI utility main menu

4. In the System Settings panel, select Network.
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5. In the Network panel (Figure 10-4), which shows two Emulex 10 Gbps ports,
select the first port on which to configure vNICs.

Network
Global Network Settings Select this option to
Network Boot Configuration see all the Network
iSCSI Configuration Device options.

PCI Function Address:

Network Device List Bus 21:Dev 0:Func 0
MAC:00:00:C9:E3:62:F0  Slot 2 PFA 21:0:0
MAC:00:00:C9:E3:62:F4  Slot 2 PFA 21:0:1
MAC:00:00:C9:E3:62:F2  Slot 2 PFA 21:0:4
MAC:00:00:C9:E3:62:F6  Slot 2 PFA 21:0:5
MAC:00:00:C9:E3:62:F3  Slot 2 PFA 21:0:6
MAC:00:00:C9:E3:62:F7  Slot 2 PFA 21:0:7
MAC:5C:F3:FC:20:78:74  Onboard PFA 16:0:0
MAC:5C:F3:FC:20:78:76  Onboard PFA 16:0:1
¥t =Move Highlight <Enter>=Select Entry <ESC>=Exit

Figure 10-4 Network configuration panel in the blade UEFI utility
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6. In the Emulex NIC Selection panel (Figure 10-5), verify the following settings:
a. Set Multichannel to Enabled.
b. In the Switch Configuration field, select Switch Independent Mode.

c. Select Multichannel Configuration to configure VLAN and bandwidth
settings for each of the four vNICs.

Emulex NIC Selection

Emulex0Cn11102-I-X iSCSI/FCoE Virtual Fabric Switch Configuration
Adapter

Firmware Version : 4.0.1061.0

Bus:Device:Function : 15:0:0

Link Speed

Advanced Mode
Multichannel
Switch Configuration

Switch Independent Mode
IBM Virtual Fabric Mode

Mode
Multichannel Configuration
Emulex Flash Update Utility
Port Identification
Erase Configuration
+* =Move Highlight <Enter>=Complete Entry <ESC>=Exit Entry

\ r

Figure 10-5 Emulex vNIC Switch Independent Mode / IBM Virtual Fabric Mode selection
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7. In the Function Configuration panel (Figure 10-6), configure each of the four
vNIC functions. To begin, select Function 0 and press Enter.

\

Function Configuratiom

Enter to configure
Function O function parameters.
Function 1 Enter SAVE to effect
Function 2 any configuration
Function 3 changes
Save
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-6 Function Configuration panel
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a. In the Multichannel Configuration panel (Figure 10-7), for the first vNIC
function, select MAC address 00:00:C9:B2:57:02, and then set
Bandwidth to 4 Gbps, for 40% of the total bandwidth. This vNIC uses

VLAN 10.
Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:57:02 RESET REQUIRED
Current MAC : 00:00:C9:B2:57:02
Logical Link Status: Link Up
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [40]
LPUID : [101
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

\ v

Figure 10-7 Bandwidth and VLAN settings for the first vNIC
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b. For the second vNIC function (Figure 10-8), select MAC address

00:00:C9:B2:57:03, and then set Bandwidth to 3 Gbps, for 30% of the

total bandwidth. This vNIC uses VLAN 20.

Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:57:03 RESET REQUIRED
Current MAC : 00:00:C9:B2:57:03
Logical Link Status: Link Up
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [301
LPUID : [201
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-8 Bandwidth and VLAN settings for the second vNIC
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c. For the third vNIC function (Figure 10-9), select MAC address
00:00:C9:B2:57:04, and then set Bandwidth to 2 Gbps, for 20% of the
total bandwidth. This vNIC uses VLAN 30.

Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:57:04 RESET REQUIRED
Current MAC : 00:00:C9:B2:57:04
Logical Link Status: Link Up
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [201
LPUID : [301
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-9 Bandwidth and VLAN settings for the third vNIC
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d. For the fourth vNIC function (Figure 10-10), select MAC address

00:00:C9:B2:57:05, and then set Bandwidth to 1 Gbps, for 10% of the

total bandwidth. This vNIC uses VLAN 40.

Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:57:05 RESET REQUIRED
Current MAC : 00:00:C9:B2:57:05
Logical Link Status: Link Up
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [101
LPUID : [40]
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-10 Bandwidth and VLAN settings for the fourth vNIC

Chapter 10. Usage scenarios

251



8. With all four vNIC functions configured, back in the Function Configuration
panel (Figure 10-11), click Save to save your changes.

Function Configuratiom

Save changes
Function O
Function 1
Function 2
Function 3

Save

T1=Move Highlight <{Enter>=Select Entry Esc=Exit

\ v

Figure 10-11 Saving the settings before exiting

9. Repeat the steps in this task to configure vNIC functions on the second
10 Gbps physical port.

10.Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings before exiting the UEFI utility.

VNICs in the operating system

HS22 blade server 1 runs Windows Server 2008. Now we check how the vNICs
are displayed to the operating system.
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The Network Connections window (Figure 10-12) lists eight vNICs, four on each

10 Gbps physical port.

inix]
(j;; (j;; |Q = Control Panel ~ Metwork Connections @J
File Edit WView Tools Advanced Help
Organize ~ = Views ¥ (7]
Mame |v| Status |v| Device Name |-| Connectivity |v| Metwork Catet

LAN or High-Speed Internet (10)

1

'.';' Emulex WFA IT 01 Unidentifi... Emulex OneCannect OCm11102-N-¥, NIC/TOE

'.';' Emulex WFA IT 02 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =3

'.';' Emulex WFA IT 03 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =5

'.';' Emulex VFA IT 04 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =7

'.';' Emulex WFA IT #11 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =2

'.';' Emulex VFA IT 12 Identifyin... Emulex OneCaonnect OCm11102-N-X, NIC/TOE =4

'.';' Emulex WFA IT #13 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =6

'.';' Emulex WFA IT £14 Unidentifi... Emulex OneCannect OCm11102-N-X, NIC/TOE =8

'.';' Onboard MIC 1 Metwork Broadcom BCMS57095 MetXtreme II GigE (MDIS VBD ...
'.';' Onboard MIC 2 Metwork Broadcom BCMS57095 MetXtreme II GigE (MDIS VBD ...

Arcess to Local only
Arcess to Local only
Arcess to Local only

Limited connectivity

Limited connectivity

Limited connectivity

Limited connectivity
Limited connectivity
Arcess to Local only
Arcess to Local only

Public netwark
Public netwark
Public netwark
Public netwark
Public netwark
Public netwark
Public netwark
Public netwark
Public netwark
Public netwark

i

Figure 10-12 Network Connections window

For clarity, we changed the names of NICs from the default values to the values
listed in Table 10-4. We used the MAC addresses to match each vNIC with the
adapter shown in the Network Connections window.

Table 10-4 NIC names and matching vNICs

NIC name 10 Gbps physical port vNIC MAC address

Emulex VFA |l #01 0 1 00:00:C9:B2:57:02
Emulex VFA Il #02 0 2 00:00:C9:B2:57:03
Emulex VFA Il #03 0 3 00:00:C9:B2:57:04
Emulex VFA 1l #04 0 4 00:00:C9:B2:57:05
Emulex VFA Il #11 1 1 00:00:C9:B2:57:06
Emulex VFA Il #12 1 2 00:00:C9:B2:57:07
Emulex VFA 1l #13 1 3 00:00:C9:B2:57:08
Emulex VFA Il #14 1 4 00:00:C9:B2:57:09

Chapter 10. Usage scenarios 253



To verify parameters, including MAC address and link speed, right-click a NIC (for
example, the Emulex VFA Il #01) and select Status (Figure 10-13).

Bl Emulex VFA IT #01 Status X|
General |
Connection
IPv4 Connectivity: Local
IPv6 Connectivity: Limited
Media State: Enabled
Duration: 00:14:02
Speed: 4,0 Gbps

Details. .. |

Activity
Sent — &-\;—‘.‘ ——  Received
=
Packets: 481 | 0

@Propertiesl @Disable | Diagnose |

Close |

Figure 10-13 Emulex VFA Il #01 status

Speed is reported as 4.0 Gbps, because we set the bandwidth to 40 for this vNIC
(see Figure 10-7 on page 248).
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To view the MAC address, click Details. The Network Connection Details window
(Figure 10-14) contains the Physical Address field, which shows the MAC
address. This MAC address belongs to vNIC 1 on 10 Gbps physical port 0.

x|
Metwork Connection Details:
Property | Value
Connection-specific DN...
Description Emulex OneConnect OCm11102-N-X, NIC
Physical Address 00-00-C5-B2-57-02
DHCP Enabled Mo
|Pv4 IP Address 10.10.10.11
|Pv4 Subnet Mask 255.255.255.0

|Pvd Default Gateway

IPv4 DMS Server

|Pvd WINS Server

MetBIOS over Tepip En...  Yes

4] |

Figure 10-14 Network Connection details

Identify and verify MAC addresses and link speeds of all other vNICs in the same
manner.

10.2.3 Configuring the Broadcom adapter

We set up the Broadcom 2-port 10Gb Virtual Fabric Adapter in a manner similar
as for the Emulex adapter, with one difference. That is, we do not specify any
VLAN ID on the Broadcom 2-port 10Gb Virtual Fabric Adapter, which uses only
MAC addresses for virtual channel traffic separation.
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Table 10-5 lists the settings for the Broadcom 2-port 10Gb Virtual Fabric Adapter.

Table 10-5 Broadcom 2-port 10Gb Virtual Fabric Adapter vNIC configuration

NIC partition Bandwidth MAC address

1 4 Gbps 10:18:00:96:E3:80
2 3 Gbps 10:18:00:96:E3:84
3 2 Gbps 10:18:00:96:E3:88
4 1 Gbps 10:18:00:96:E3:8C

We can identify the MAC addresses for each NIC partition by using the UEFI
utility (see Figure 10-7 on page 248). It is important to know the MAC addresses
so that you can identify each NIC partition in the operating system.

To configure the Broadcom 2-port 10Gb Virtual Fabric Adapter parameters in the
UEFI utility:

1.
2.
3.

Power on or restart the blade server.
When prompted during POST, press F1.

In the System Configuration and Boot Management panel of the UEFI utility
(Figure 10-3 on page 244), select System Settings.

In the System Settings panel, select Network.
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5. In the Network panel (Figure 10-15), select the first of the two 10 Gbps
physical ports to configure.

Network
iSCSI Configuration Configure Multiple
PEE Configuration Boot Agent (MBAY and
Broadcom MetXtreme IT 10 Gigabit Ethernet - i5CSI Boot Parameters.

00:10:18:96:E3:80

Broadcom MetXtreme IT 10 Gigabit Ethernet -
00:10:18:96:E3:82

Broadcom MetXtreme IT Gigabit Ethernet -
E4:1F:13:7A:90:58

Broadcom MetXtreme IT Gigabit Ethernet -
E4:1F:13:71:90:5A

T1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-15 Network configuration: Selecting the first 10 Gbps port
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6. In the Broadcom Main Configuration panel (Figure 10-16), select Device

Configuration Menu.

Broadcom Main Configuration Page

Firmware Image Menu

Device Configuration Menu

MBA Configuration Menu
Chip Tuype

PCI Device ID

Bus :Dev :Func

Link Status

Permanent MAC Address
Uirtual MAC Address
i3CSI MAC Address

BCMSTT1Z2E Al

1662

15:00:00

DOUN
00:10:18:96:E3:80
00:10:18:96:E3:80
00:10:18:96:E3:81

Uirtual iSCSI MAC Address 00:10:18:96:E3:81

FIP MAC Address

Uirtual FIP MAC Address

Uorld Wide Node Mame
..more 4

00:10:18:96:E3:81
00:10:18:96:E3:81
100000101896E381

Configure device
specific parameters.
These parameters will
affect both ports of
the device.

Tl=Hove Highlight

<Enter>=3Select Entry

Esc=Exit

\

Figure 10-16 Broadcom Main Configuration panel
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7. In the Device Configuration panel (Figure 10-17), highlight NIC Partition, and
set it to Enabled. Press Esc.

Device Configuration
Device MAC Addresses: Enable/Disahle NIC
Broadcom NetXtreme IT 10 Gigabit Ethermet - Partition Function.
00:10:18:96:E3:80 This setting
Broadcom NetXtreme IT 10 Gigabit Ethermet - enahles/disahles NIC
00:10:18:96:E3:82 partitioning for the
NIC Partition <Enabled > entire device.
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-17 Device Configuration panel with NIC Partition set to Enabled
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8. Back in the Broadcom Main Configuration panel (Figure 10-18), select NIC
Partitioning Configuration Menu option. This option was added to this
panel based on the previous settings.

.

Broadcom Main Configuration Page

Firmware Image Menu Configure NIC
Device Configuration Menu Partitioning
MBA Configuration Menu parameters.
NIC Partitioning Configuration Menu
Chip Tupe BCHS?T12E Al
PCI Device ID 1662
Bus :Dev :Func 15:00:00
Link Status DOUN
Permanent MAC Address 00:10:18:96:E3:80
Uirtual MAC Address 00:10:18:96:E3:80
iSCST MAC Address 00:10:18:96:E3:81
UVirtual iSCSI MAC Address 00:10:18:96:E3:81
FIP MAC Address 00:10:18:96:E3:81
Uirtual FIP MAC Address 00:10:18:96:E3:81

..more |
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-18 New configuration option for NIC partitioning
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In the NIC Partition Configuration panel (Figure 10-19), identify the MAC

addresses of all four NIC partitions:

— PF#0 represents the first NIC partition, L2=10180096E380, which means the

MAC address is 10:18:00:96:E3:80.

— PF#2 is the second NIC partition, L2=10180096E384, which means the
MAC address is 10:18:00:96:E3:84.

— PF#4 is the third NIC partition, L2=10180096E388, which means the MAC

address is 10:18:00:96:E3:88.

— PF#6 is the fourth NIC partition, L2=10180096E38C, which means the MAC

address is 10:18:00:96:E3:8C.

You must know these MAC addresses so that you can match the NICs that
are presented in the operating system to the NIC partitions.

Select Global Bandwidth Allocation Menu, and then press Enter.

NIC Partition Configuration

Flow Control
PF#0:Enabled
ETH
PF#2 :Enabled
ETH
PF#4 :Enabled
ETH
PF#6 :Enabled
ETH

Broadcom MetXtreme IT 10 Gigabit Ethernet -
00:10:18:96:E3:80
Global Bandwidth Allocation Menu

<Auto>
12=10180096E380 iSCSI=10180096E381

L2=10180096E384 iSCSI=10180096E385

L2=10180096E388 iSCSI=10180096E389

L2=10180096E38C iSCSI=10180096E36D

Configure Global
Bandwidth Allocation
parameters

T1=Move Highlight <Enter>=Select Entry

Esc=Exit

Figure 10-19 NIC Partition Configuration panel
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10.In the Global Bandwidth Allocation Menu panel (Figure 10-20), set the
bandwidth allocation parameters. In this example, we do not use relative
bandwidth weight, so we leave these values at zero. However, we configure
maximum bandwidth, as follows:

a. Set NIC partition 1 to 4 Gbps (40% of total bandwidth).
b. Set NIC partition 2 to 3 Gbps (30% of total bandwidth).
c. Set NIC partition 3 to 2 Gbps (20% of total bandwidth).
d. Set NIC partition 4 to 1 Gbps (10% of total bandwidth).

Global Bandwidth Allocation Menu

..more T
Partition 1 Maximum (401 Configure maximumn
Bandwidth bandwidth, Valid range
Partition 2 Relative [o1 - 1...100 percent.
Bandwidth Weight
Partition 2 Maximum [301
Bandwidth
Partition 3 Relative [o1
Bandwidth Weight
Partition 3 Maximum [201
Bandwidth
Partition 4 Relative [o1
Bandwidth Weight
Partition 4 Maximum [101
Bandwidth
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-20 Global Bandwidth Allocation Menu panel

11.Configure NIC partitions and bandwidth parameters for the second 10 Gbps
physical port, starting with Figure 10-15 on page 257.

12.Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings before exiting the UEFI utility.

VNICs in the operating system

We now verify how the vNIC partitions are displayed to the operating system.
Blade 7 runs Windows Server 2008. This section highlights the Windows built-in
networking tools and the Broadcom Advanced Control Suite.
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Windows networking tools

Figure 10-21 shows how the NIC partitions are displayed in the Network and

Sharing Center window.

55 Network and Sharing Center 1Ol =]
e, P .
‘G( };v v+ - Control Panel ~ Network and Sharing Center v & Isgg--;-- L]
File Edit View Tools Help
-l
Tasks -
&' Unidentified network (Public netwaork) Customize
View computers and devices
Arrcess Local only
Connect to a network
Connections Aroad VEA 01 View
Set up a connection or network [DSGEANANE status
Manage network connections View
2 Broadcom YA 02 Hewn
) . status
Diagnaose and repair
e "."iE'.'".'
Broadcom YFA 03 status
e "."iE'.'".'
Broadcom YFA 04 status
e "."iE'.'".'
Broadcom WFA 11 status
e "."iE'.'".'
Broadcom YFA 12 status —
e "."iE'.'".'
See also Broadcom YFA 13 e
Internet Options View
Broadcom VFEA 14 L
Windows Firewall ' status
=

Figure 10-21 Broadcom 2-port 10Gb Virtual Fabric Adapter NIC partitions in Windows Server 2008

For clarity, we changed the NIC names from the default values as shown in
Table 10-6. We used MAC addresses to match each NIC with the actual NIC

partition.

Table 10-6 NIC names and matching NIC partitions

NIC name 10 Gbps physical port | NIC partition | MAC address

Broadcom VFA 01 | 0 1 10:18:00:96:E3:80
Broadcom VFA 02 | O 2 10:18:00:96:E3:84
Broadcom VFA 03 | O 3 10:18:00:96:E3:88
Broadcom VFA 04 | 0 4 10:18:00:96:E3:8C
Broadcom VFA 11 | 1 1 10:18:00:96:E3:82
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NIC name 10 Gbps physical port | NIC partition | MAC address

Broadcom VFA 12 | 1 2 10:18:00:96:E3:86
Broadcom VFA 13 | 1 3 10:18:00:96:E3:8A
Broadcom VFA 14 | 1 4 10:18:00:96:E3:8E

To verify the parameters for each NIC partition, such as link speed and MAC
address, in the Network and Sharing Center window, click View Status.
Figure 10-22 shows the status for NIC Broadcom VFA 01.

Bl Broadcom VFA 01 Status x|
General |
Connection
IPv4 Connectivity: Local
IPv6 Connectivity: Limited
Media State: Enabled
Duration: LIEETETE
Speed: 4.0 Gbps

Activity
Sent — L\! ——  Received
i
o
Bytes: 1,626 | 1,304
e F‘rnpertiesl ¢ Disable | Diagnose |

Close |

Figure 10-22 Broadcom VFA 01 status

As you can see, speed is reported as 4.0 Gbps, because we set bandwidth to 40
on this NIC partition (see Figure 10-20 on page 262).

To view the MAC address of this NIC partition, in the Status window, click
Details.
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The Network Connection Details window (Figure 10-23) shows that this address
is the MAC address of NIC partition 1 on 10 Gbps physical port 0.

————————————————_
i
Network Connection Details:

Property | Value

Connection-specific DN...

Description Broadcom BCMS7712 MetXtreme 1l 10 Git

Physical Address 10-18-00-96-E3-80

DHCP Enabled No

IPv4 IP Address 10.10.10.17

IPw4 Subnet Mask 255.255.255.0

IPvd Default Gateway

IPwd DNS Server

IPwd WINS Server

NetBIOS over Tcpip En...  Yes

1] | 2+

Figure 10-23 Network Connection Details showing the MAC address

We can use the same method to verify MAC addresses and speed for all other
NIC partitions on the Broadcom 2-port 10Gb Virtual Fabric Adapter.
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VLAN IDs in the operating system

You can define VLAN IDs for each NIC partition in the operating system. For
example, to define VLAN ID 10 on NIC named Broadcom VFA 01:

1. In the Windows Device Manager window, open the Broadcom VFA 01
adapter.

2. In the Broadcom VFA 01 Properties window (Figure 10-24), click Configure.

i Broadcom VFA 01 Properties x|

Metworking | Sharing |

Connect using:

I CIIF' Broadcom BCMS57712 NetXtreme |1 10 GigE (NDIS VBD C

This connection uses the following items:

Client for Microsoft Networks

.@GDS Packet Scheduler

.@ File and Printer Sharing for Microsoft Netwarks

O - Intemet Protocol Version & (TCP/IPvE)

=i [mtemet Protocol Version 4 (TCP/1Pwv4)

i Link-Layer Topology Discovery Mapper /0 Driver
=& Link-Layer Topology Discovery Responder

Ingtall... Uninstall Properties
r Description
Allows your computer to access resources on a Microsoft
network.
o] Cancel

Figure 10-24 Broadcom VFA 01 properties window
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3. On the Advanced tab (Figure 10-25), configure NIC settings, such as the
VLAN ID. In this example, we set the VLAN ID to 10. Click OK to save your

changes.

_
Broadcom BCM57712 NetXtreme II 10 GigE (NDI d |

General Advanced | Driver I Detailsl Power Managemeant I

The following properties are available for this network
adapter. Click the property you want to change on the
Ll DAL |eft, and then select its value on the right.

Property: Value:
IPv4 Large Send Offload - 10 |
IPv6 Checksum Offload B ! sl

IPwE Large Send Offload
Jumbo Packet

Locally Administersed Address
Number of RSS Queues
Pause On Exhausted Host Ring
Priority & VLAN

Receive Buffers (D=Auto)
Receive Side Scaling

TCP Connection Offload {IPv4)
TCP Connection Offload {IPvE)
Transmit Buffers (D=Auta)

lvanp B

QK I Cancel |

Figure 10-25 VLAN ID configuration

4. Repeat steps 1 on page 266 through 3 to configure the VLAN ID on other NIC

partitions on 10 Gbps physical port 0, as follows:

— VLAN ID 20 for Broadcom VFA 02
— VLAN ID 30 for Broadcom VFA 03
— VLAN ID 40 for Broadcom VFA 04

5. Configure the VLAN IDs on NIC partitions on 10 Gbps physical port 1 in the

same way, starting with step 1 on page 266.
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Broadcom Advanced Control Suite

Broadcom Advanced Control Suite is a management utility that you can use to
administer, configure, and diagnose Broadcom Virtual Fabric Adapters and other
Broadcom NICs. The example in Figure 10-26 shows eight NIC partitions in the
left pane, with NIC partition 1 on physical port O highlighted. The speed is

4 Gbps, which was set previously (see Figure 10-20 on page 262).

% Broadcom Advanced Control Suite 3 e R

File  View Tools Help

Explorer View s ‘1. Information }A\ Diagnostics ]/E' Configurations ]/:_' Statistics I - |2
Device Management B vital Signs o
3
| E By Type |-—,-|"—‘ By Connection MAC Address 10-18-00-95-E3-80 E
53\ EL-1402R0-2 - Permanent MAC Address 10-13-00-95-E3-30 =
AT — m
L_—_||3 Metwork Adapters (MDIS driver) [P Address L0 HO =
. - Link Status Up
..... [3 [D008] Broadcom BCM5709S
- Duplex Full
..... m [0007] Broadcom BCM5771 P — Ve
..... m [0009] Broadcom BCM57095 Cffload Capabilities TOE,L50,C0,R55
..... m [0016] Broadcom BCMS7712 Mty 1500
..... [3 [0018] Broadcom BCMSF712 B Driver Information
- Driver Statu Loaded
..... [} [0015] Broadcom BCMS7712 TIVET St gare
-t Driver Name bxnd&0x.sys
..... m [0020] Broadcom BCMS7712 T BRER
..... m [0021] Broadcom BCM57712 Diriver Date 2/4/2011

..... m [0022] Broadcom BCM577127
..... m [0024] Broadcom BCM57712
53‘\ System devices (VBD)

..... E! [0033] Broadcom BCM57095

..... E! [0034] Broadcom BCM57095

..... E! [0038] Broadcom BCM57712 w
P | | » Speed (in Mbps)

..... The link speed of the adapter, in megabits per second.

&:‘ Device Management
m Team Management

M

Figure 10-26 NIC patrtition 1 in Broadcom Advanced Control Suite
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On the Configurations tab, you can check and set NIC parameters
(Figure 10-27). Notice that VLAN ID is highlighted and is set to 10 (as we set it in
Figure 10-25 on page 267). You can use Broadcom Advanced Control Suite to

configure the VLAN ID to a different value or to change any other parameter.

= Broadcom Advanced Control Suite 3

File  View Tools Help
Explorer View a

Device Management

[ By Type | By Connection

S

&R

=[] BL-1404-R0-2 =]

ﬂ [0038] Broadcom BCMSTI-:?ILI
a4 I I 3

Metwork Adapters (MDIS driver)
IH [000&] Broadcom BCM57095
[0007] Broadcom BCMS771
|:-j [D009] Broadcom BCM57095
m [0018] Broadcom BCM57712
m [0018] Broadcom BCM57712
m [0019] Broadcom BCM57712
[0020] Broadcom BCM57712
|3— [0021] Broadcom BCM57712
m [0022] Broadcom BCM577127
m [0024] Broadcom BCM57712
System devices (VBD)
E [0033] Broadcom BCM57095
E [0034] Broadcom BCM57095

Q Device Management

m Team Management

-

EEE
-.!,,-' Information }A\ Diagnostics )/E' Configurations ]/ﬁ Statistics ] - Q
Set properties to default Values - é’
Interrupt Moderation Enabled (Default) é"
IPvw4 Checksum Offload Tx /R enabled (Default) g
IPv4 Large Send Offload Enable (Default) 2
IPw6 Checksum Offload TR enabled (Default)
IPv6 Large Send Offload Enable (Default)
Jumbo Packet 1500 (Default)
Locally Administered Address Mot Present
Mumber of RSS Queuss Auto (Default)
Pause On Exhausted Host Ring Disable (Default)
Priority & VLAN Priority & YLAN enabled (Default)
Receive Buffers (D=Auto) 0 {Default)
Receive Side Scaling Enable (Default)
TCP Connection Offload (IPv4) Enable (Default)
TCP Connection Offload (IPwE) Enable (Default)
Transmit Buffers (0=Auto) 0 {Default)
VLAN ID 10 =
Wake Up Capabilities Both (Default) =
VLAN ID
Enables VLAN tagging and configures the VLAM ID when Priority & VLAN Enabled is
selected as the Priority & YLANM setting. The range for the YLAN ID is 1 to 4094 and must
match the VLAM tag value on the connected switch. A value of O (default) in this field
disables VLAM tagging.
Apply | Feset |

M

Figure 10-27 Configuration tab in Broadcom Advanced Control Suite
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On the Diagnostics tab (Figure 10-28), you can test configurations by running a
basic connectivity test, which is to ping to an IP gateway or to a user-specified IP
address.

= Broadcom Advanced Control Suite 3 = e

File  View Tools Help
Explorer View b \.!,,-' Information )/c‘ Diagnostics ]/ﬂ- Configurations ]/g Statistics ] hd
Device Management

Select a test to run: INetwc-rk Test ﬂ

|1 By Type | By Connection
- BL-1404R0-2 ~ B Network Test
! — Ip address to ping

,__—_||3 Ne%work Adapters (MDIS driver) —
..... B [000&] Broadcom BCM57095
[0007] Broadcom BCMS771
..... m [D009] Broadcom BCM57095
[0018] Broadcom BCM57712
E [0018] Broadcom BCM57712
m [0019] Broadcom BCM57712
..... m [0020] Broadcom BCM57712
..... B [0021] Broadcom BCM57712
..... B [0022] Broadcom BCM577127
..... B [0024] Broadcom BCM57712
E‘E‘\ System devices (VBD)
..... ﬂ [0033] Broadcom BCM57095
..... ﬂ [0034] Broadcom BCM57095 Ip address to ping
..... ﬂ [00323] Broadcom BCMSTTILI Select Run to verify the driver is installed and to test connectivity to a gateway or other
3

4 I I specified IP address on the same subnet. If a gateway is configured, the test

_____ automatically sends packets to that system. If a gateway is not configured or if the
gateway is unreachable, vou will be prompted for & destination IP address,

M3l ey (S

K-:\ Device Management

m Team Management
v Run |

M

Figure 10-28 Diagnostics tab in Broadcom Advanced Control Suite
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The Statistics tab (Figure 10-29) shows the network traffic counters. These
counters are useful when monitoring or troubleshooting NIC behavior.

= Broadcom Advanced Control Suite 3

File  View Tools Help

Explorer View a

Device Management

[ By Type | By Connection
E'"E"\ BL-_1—10—1-RD-2

,__—_||3 Metwork Adapters (MDIS driver)
..... m [000&] Broadcom BCM57095
..... [0007] Broadcom BCM5771
..... m [D009] Broadcom BCM57095
..... m [0018] Broadcom BCM57712
..... m [0018] Broadcom BCM57712
..... B [0019] Broadcom BCM57712
..... m [0020] Broadcom BCM57712
..... m [0021] Broadcom BCM57712
..... IE [0022] Broadcom BCM577127
..... m [0024] Broadcom BCM57712
E‘E‘\ System devices (VBD)
..... E [0033] Broadcom BCM57095
..... E [0034] Broadcom BCM57095

..... ﬂ [0038] Broadcom BCMSTI-:?ILI
a4 I I 3

Q Device Management
m Team Management

-

EEE
-.!,,-' Information }A\ Diagnostics ]/E’ Configurations )/5 Statistics ] - Q
E General = é’
Frames Tx. OK 3670 é"
Frames Rx. OK 108683 =
Directed Frames T, ] 2
Multicast Frames Tx. 233
Broadcast Frames Tx. 3437
Directed Frames Rx, o}
Multicast Frames Rx. 456
Broadcast Frames Rx. 108232
Frames Rx. with CRC Errar a
E IEEE 802.3
Frames Rx. with Alignment Errar i}
Frames Tx. with one Caollision i}
Frames Tx. with more than one Collision o}
Frames Tx. after Deferral o} o

E Custom

Frames size less than 64 bytes withbad FCS 0
a

MAC Rx. w/ no Pause Command

General

General Statistics show the transmitted and received statistics to and from the adapter.

Figure 10-29 Statistics tab in the Broadcom Advanced Control Suite

One of the main functions of the Broadcom Advanced Control Suite utility is to
configure NIC teaming. You can use NIC partitions in teaming configurations in
the same way you use physical NICs.
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To set up NIC teaming, click Team Management (lower-left corner) to start the
teaming wizard (Figure 10-29 on page 271). From here, you can select the NICs
(or NIC partitions) for the team, and then configure teaming parameters.

For more information about the teaming wizard, see 9.7.4, “Configuring teams
with Broadcom Advanced Control Suite” on page 229.

10.2.4 Configuring the Cisco Nexus 40011 Switch Module

272

To configure the VLANSs on the Cisco Nexus 40011 Switch Module:
1. Log in to the switch module by using Telnet and the default login credentials:

— USERID
— PASSWORD (where the number O replaces the letter O)

These same credentials are used on the advanced management module (AMM).

2. Configure the switch module by using the Cisco Nexus OS (NX-OS)
command-line interface (CLI) as shown in Figure 10-30.

Nexus 4000 Switch

ibm-switch-2 login: USERID

Password:

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (c) 2002-2010, Cisco Systems, Inc. A1l rights reserved.
The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under
license. Certain components of this software are licensed under
the GNU General Public License (GPL) version 2.0 or the GNU
Lesser General Public License (LGPL) Version 2.1. A copy of each
such Ticense is available at
http://www.opensource.org/licenses/gp1-2.0.php and
http://www.opensource.org/Ticenses/Tgpl1-2.1.php

ibm-switch-2#

Figure 10-30 Cisco NX-OS CLI

When configuring a Switch Independent Mode solution, configure the VLANs on
the Cisco Nexus 40011 Switch Module to match the existing VLAN structure in
the network.

The HS22 blade in slot 1 contains the Emulex adapter, which is configured to use
VLANSs 10, 20, 30, and 40 on vNICs. Therefore, we need to set the internal
(blade-facing) port 1 on the switch module to trunk mode and to allow VLANs 10,
20, 30, and 40 on it.
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Figure 10-31 shows the commands to perform these actions.

ibm-switch-2(config)# configure terminal

ibm-switch-2(config)# interface Ethernet 1/1
ibm-switch-2(config-if)# switchport mode trunk
ibm-switch-2(config-if)# switchport trunk allowed vlan 10, 20, 30, 40

Figure 10-31 Configuring internal port 1 on Cisco Nexus 4001] Switch Module

The HS22 blade in slot 7 contains the Broadcom adapter. No VLAN ID
configuration is in the UEFI settings for the Broadcom card, but we set VLANs
10, 20, 30, and 50 in the operating system. We now must configure internal
port 7 on the switch module to pass traffic in these VLANSs.

Figure 10-32 shows the commands.

ibm-switch-2(config-if)# configure terminal

ibm-switch-2(config)# interface Ethernet 1/7

ibm-switch-2(config-if)# switchport mode trunk
ibm-switch-2(config-if)# switchport trunk allowed vlan 10, 20, 30, 50

Figure 10-32 Configuring internal port 7 on Cisco Nexus 4001] Switch Module

We need to allow VLANSs also on external ports, so that the blade servers can
communicate with devices outside of the chassis. If any external port needs to
carry traffic from multiple VLANs, you must set trunk port mode and allow the

corresponding VLANSs on it.

In this example, two external ports are used:

» External port 2 must carry VLANs 10 and 40, as shown by the commands in
Figure 10-33.

ibm-switch-2(config-if)# configure terminal
ibm-switch-2(config)# interface Ethernet 1/16
ibm-switch-2(config-if)# switchport mode trunk
ibm-switch-2(config-if)# switchport trunk allowed vlan 10, 40

Figure 10-33 External port 2 VLANs
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» External port 4 must carry VLANs 20 and 50, as shown by the commands in
Figure 10-34.

ibm-switch-2(config-if)# configure terminal
ibm-switch-2(config)# interface Ethernet 1/18
ibm-switch-2(config-if)# switchport mode trunk
ibm-switch-2(config-if)# switchport trunk allowed vlan 20, 50

Figure 10-34 External port 4 VLANs

The configuration of VLANs on the Cisco Nexus 40011 Switch Module is now
completed.

10.3 Scenario 2: BNT Virtual Fabric 10Gb Switch Module
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configurations

This section shows examples with the BNT Virtual Fabric 10Gb Switch Module.
These modules are installed in chassis BC5 in our lab examples. The blade in
slot 4 has Emulex 10GbE Virtual Fabric Adapter Il, and the blade in slot 8 has the
Broadcom 2-port 10Gb Virtual Fabric Adapter. This scenario begins with an
Emulex configuration, shows the Broadcom configuration, and concludes with
setting up the switch module.

This section includes the following topics:

» Configuring the Emulex adapter

» Configuring the Broadcom adapter

» Configuring the BNT Virtual Fabric 10Gb Switch Module

» Configuring Switch Independent Mode for Emulex Il, BNT, QLogic, and IBM
Storwize V7000

» Configuring Switch Independent Mode: Emulex Virtual Fabric Adapter Il, BNT,
and IBM Storwize V7000 or iSCSI
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10.3.1 Configuring the Emulex adapter

Table 10-7 shows the configuration we implemented on Emulex 10GbE Virtual

Fabric Adapter Il on the HS22, blade 4.

Table 10-7 Emulex Virtual Fabric Adapter Il vNIC configuration

VvNIC function Bandwidth VLAN ID MAC address

1 4 Gbps 10 00:00:C9:B2:5B:3A
2 3 Gbps 20 00:00:C9:B2:5B:3B
3 2 Gbps 30 00:00:C9:B2:5B:3C
4 1 Gbps 40 00:00:C9:B2:5B:3D

You can identify the MAC addresses for each vNIC function by using the UEFI
utility (see Figure 10-19 on page 261). With the MAC addresses, you can then
identify each vNIC function in the operating system.

To configure the parameters on the Emulex adapter:

1. Power on or restart HS22 blade 4.

2. When prompted during POST, press F1.

3. In the System Configuration and Boot Management panel (Figure 10-3 on

page 244), select System Settings.

4. In the System Settings panel, select Network.
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5. In the Network panel, which shows two Emulex 10 Gbps ports (Figure 10-35),
select the first port to configure the vNICs, and then press Enter.

Network
Global Network Settings Select this option to
Network Boot Configuration see all the Network
iSCSI Configuration Device options.

PCI Function Address:

Network Device List Bus 21:Dev 0:Func 0

MAC:00:00:C9:E3:62:FO  STot 2 PFA 21:0:0
MAC:00:00:C9:E3:62:F4  Slot 2 PFA 21:0:1
MAC:00:00:C9:E3:62:F2  STot 2 PFA 21:0:4
MAC:00:00:C9:E3:62:F6  STot 2 PFA 21:0:5
MAC:00:00:C9:E3:62:F3  STot 2 PFA 21:0:6
MAC:00:00:C9:E3:62:F7  Slot 2 PFA 21:0:7
MAC:5C:F3:FC:20:78:74  Onboard PFA 16:0:0
MAC:5C:F3:FC:20:78:76  Onboard PFA 16:0:1

¥t =Move Highlight <Enter>=Select Entry <ESC>=Exit

. 7

Figure 10-35 Network configuration panel
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6. In the Emulex NIC Selection panel (Figure 10-36):
a. Set Multichannel to Enabled.
b. Select Switch Independent Mode.

c. Highlight Multichannel Configuration and press Enter to configure the
VLAN and bandwidth settings for each of the four vNICs.

Emulex NIC Selection

Emulex0Cn11102-I-X iSCSI/FCoE Virtual Fabric Switch Configuration
Adapter

Firmware Version : 4.0.1061.0

Bus:Device:Function : 15:0:0

Link Speed :

Advahced — Switch Independent Mode

Multichannel

. . . IBM Virtual Fabric Mode
Switch Configuration

Mode
Multichannel Configuration
Emulex Flash Update Utility
Port Identification
Erase Configuration
¥t =Move Highlight <Enter>=Complete Entry <ESC>=Exit Entry

\ r

Figure 10-36 Emulex NIC Selection panel
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7. In the Function Configuration panel (Figure 10-37), configure each of the four
vNIC functions. To begin, select Function 0, and then press Enter.

Function Configuratiom

Enter to configure
Function O function parameters.
Function 1 Enter SAVE to effect
Function 2 any configuration
Function 3 changes
Save
t1=Move Highlight <{Enter>=Select Entry Esc=Exit

Figure 10-37 Function Configuration panel
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a. In the Multichannel Configuration panel (Figure 10-38), for the first vNIC,
select MAC address 00:00:C9:B2:5B:3A, and then set Bandwidth to
4 Gbps, for 40% of the total bandwidth. This vNIC uses VLAN 10.

Multichannel Configuration
Press Enter to change
Function Type : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:5B:3A RESET REQUIRED
Current MAC : 00:00:C9:B2:5B:3A
Logical Link Status: Link Down
SRIOU : <Disahle>
Function : <Enable>
Bandwidth : [401
LPUID : 108
0-9=valid inputs <Enter>=Complete Entry Esc=Exit Entry

Figure 10-38 Bandwidth and VLAN settings for the first vNIC
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b. For the second vNIC (Figure 10-39), select MAC address
00:00:C9:B2:5B:3B, and then set Bandwidth to 3 Gbps, for 30% of the
total bandwidth. This vNIC uses VLAN 20.

Multichannel Configuration
Press Enter to change

Function Type : NIC Bandwidth: RESET
Pernanent HAC : 00:00:C9:B2:5B:38 REQUTRED
Current MAC : 00:00:C9:B2:5B:38
Logical Link Status: Link Doun
SRIOV g {Disable>
Function : <Disable>
Bandwidth : [5 1
LPUTD : [201
0-9=valid inputs <Enter>=Complete Entry Esc=Exit Entry

Figure 10-39 Bandwidth and VLAN settings for the second vNIC
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c. For the third vNIC (Figure 10-40), select MAC address
00:00:C9:B2:5B:3C, and then set Bandwidth to 2 Gbps, for 20% of the
total bandwidth. This vNIC uses VLAN 30.

Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:5B8:3C RESET REQUIRED
Current MAC : 00:00:C9:B2:5B8:3C
Logical Link Status: Link Down
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [201
LPUID : [301
Tl=Move Highlight <{Enter>=Select Entruy Esc=Exit

Figure 10-40 Bandwidth and VLAN settings for the third vNIC
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d. For the fourth vNIC (Figure 10-41), select MAC address
00:00:C9:B2:5B:3D, and then set Bandwidth to 1 Gbps, for 10% of the
total bandwidth. This vNIC uses VLAN 40.

Multichammel Configuration
Press Enter to change
Function Tupe : NIC Logical Port ULAN ID:
Permanent MAC : 00:00:C9:B2:5B8:3D RESET REQUIRED
Current MAC : 00:00:C9:B2:58:3D
Logical Link Status: Link Down
SRIOU 3 <Disable>
Function : <Enable>
Bandwidth 3 [101
LPUID : [401
T1=Move Highlight <Enter>=Select Entry Esc=Exit

Figure 10-41 Bandwidth and VLAN settings for the fourth vNIC
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8. With all four vNIC functions configured, back in the Function Configuration
panel (Figure 10-42), click Save to save your changes.

Function Configuratiom

Save changes
Function O
Function 1
Function 2
Function 3

Save

T1=Move Highlight <{Enter>=Select Entry Esc=Exit

\ v

Figure 10-42 Save settings before exiting

9. Repeat the steps in this task to configure vNIC functions on the second
10 Gbps physical port shown in Figure 10-35 on page 276.

10.Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings before exiting the UEFI utility.

VNICs in the operating system
The HS22 blade in bay 4 runs SUSE Linux Enterprise Server 11 (SLES 11). Now
you see how the VNICs are displayed to the operating system. The Network
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Settings panel (Figure 10-43) lists eight vNICs, four on each 10 Gbps physical
port.

Network Settings
Global Options Overview Hostname/DNS Routing
Mame w IPAddress

Nettreme [| BCME7095 Gigabit Ethernet 942170212
Metsireme I| BCMBT70SS Gigahbit Ethernet Mot configured

RMDIS/ICDC ETHER. Mot configured
SenverEngines Ethernet controller 1010020
SenverEngines Ethernet controller 1010030
SenverEngines Ethernet controller 10.10.0.40
SenverEngines Ethernet controller 1010050
SenverEngines Ethernet controller 10.10.0.60
SenverEngines Ethernet controller 1010070
ServerEngines Ethernet controller 10.10.0.80

ServerEngines Ethernet controller
MAC : 00:00:c2:b2:5h:33

o Device Name: eth4
« Started automatically at boot
«|F address: 10.10.0.10/24

| add || Edt || Delee |

Figure 10-43 Network Settings

Tip: At the time of writing this book, Linux and VMware both reported the Emulex
10GbE Virtual Fabric Adapter Il adapter as having a ServerEngines chip.
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For clarity, we changed the names of the NICs from the default values to those
listed in Table 10-8. We used the MAC addresses to match each vNIC with the
adapter as displayed on the Network Connections panel.

Table 10-8 NIC names and matching vNICs

NIC name 10 Gbps physical port | vNIC MAC address

eth4 0 1 00:00:C9:B2:5B:3A
eth6 0 2 00:00:C9:B2:5B:3B
eth8 0 3 00:00:C9:B2:5B:3C
eth10 0 4 00:00:C9:B2:5B:3D
eth5 1 1 00:00:C9:B2:5B:3E
eth7 1 2 00:00:C9:B2:5B:3F
eth9 1 3 00:00:C9:B2:5B:40
eth11 1 4 00:00:C9:B2:5B:41

To determine the MAC addresses, you can use OneCommand Manager, as
explained in the following section, or the ifconfig command (see “The ifconfig
command” on page 287).

Chapter 10. Usage scenarios 285



OneCommand Manager

You can use OneCommand Manager to verify parameters such as MAC
addresses and link speed. Figure 10-44 shows the status panel for NIC eth4.

OneCommand{TM) Manager

M- 00-00-C9-B2-5EB-36
M- 00-00-C9-B2-5B-3C
LM 00-00-C9-B2-5B-3D
=l Part 1

M- 00-00-Co-B2-5B-3E
M- 00-00-C9-B2-5B-2F
M- 00-00-C9-B2-5B-40
LM 00-00-C9-B2-56-41

Figure 10-44 Eth4 status

The speed is reported as 4.0 Gbps (see Figure 10-13 on page 254) because we
set the bandwidth to 40 on this vNIC in step 7 on page 278.

286 IBM BladeCenter Virtual Fabric Solutions



The ifconfig command

Another method to display the MAC addresses is to use the ifconfig command.
Figure 10-45 shows the results of the ifconfig command. The MAC addresses
are displayed in the Hwaddr field.

ethl0 Link encap:Ethernet HWaddr 00:00:C9:B2:5B:3D
inet addr:10.10.0.70 Bcast:10.10.0.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Memory:95a80000-95aa0000

ethll Link encap:Ethernet HWaddr 00:00:C9:B2:5B:41
inet addr:10.10.0.80 Bcast:10.10.0.255 Mask:255.255.255.0
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Memory:95ac0000-95ae0000

Figure 10-45 Results of the ifconfig command for viewing MAC addresses

We confirmed that this MAC address belongs to vNIC 4 on 10 Gbps physical port
0 (eth10) and vNIC 4 on 10 Gbps physical port 1 (eth11). You can identify and
verify the MAC addresses and link speeds of all other vNICs in the same manner.

10.3.2 Configuring the Broadcom adapter

The Broadcom 2-port 10Gb Virtual Fabric Adapter is set up in a similar manner
as the Emulex 10GbE Virtual Fabric Adapter Il. The difference is that you do not
specify a VLAN ID for the Broadcom adapter. The Broadcom adapter uses only
MAC addresses for virtual channel traffic separation. Table 10-9 lists the settings
for the Broadcom 2-port 10Gb Virtual Fabric Adapter.

Table 10-9 Broadcom Virtual Fabric Adapter vNIC configuration

NIC partition Bandwidth MAC address

1 4 Gbps 10:18:00:96:CE:90
2 3 Gbps 10:18:00:96:CE:94
3 2 Gbps 10:18:00:96:CE:98
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NIC partition Bandwidth MAC address

4 1 Gbps 10:18:00:96:CE:9C

You can identify the MAC addresses for each NIC partition by using the UEFI
utility (see Figure 10-19 on page 261). It is important to determine the MAC
addresses so that you can identify each NIC partition in the operating system.

To configure the Broadcom adapter parameters by using the UEFI utility:

1.
2.
3.

Power on or restart the blade server.
When prompted during POST, press F1.

In the System Configuration and Boot Management panel (Figure 10-3 on
page 244) of the UEFI utility, select System Settings.

In the System Settings panel, select Network.

5. In the Network configuration panel (Figure 10-46), select the first of the two

Broadcom NetXtreme Il 10 Gigabit Ethernet entries, and press Enter.

Comprehensive Configuration Management vb.2.21 W
Copyright (C) Z2000-2011 Broadcom Corporation
All rights reserved.

£10:00:00> BCHMS7093

£10:00:01> BCHM5?095 - E4:1F:13:?Aa:9C:4A MBA:BIOS Built-in
<15:00:00> BCHM5?7712 10:16:00:96:CE:90 MBA:vb.2.21 CCH:vb.2.21

<15:00:01> BCHMS?71Z

Device List

E4:1F:13:7A:9C:48 MBA:BIOS Built-in

10:18:00:96:CE:32 MBA:vwb.2.21 CCHM:v6.2.21

[Enter]:Enter Next Menu; [Till:Next Entry: [ESC]1:Quit Menu

Select Device to Configure

Figure 10-46 Network configuration panel
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6. In the Broadcom Main Menu panel (Figure 10-47), select NIC Partition
Configuration Menu, and press Enter.

Comprehensive Configuration Management vw6.2.21 W
Copyright (C) Z2000-2011 Broadcom Corporation
fll rights reserved.

Main Menu

MBA Conf iguration

NIC Partition Configuration

Conf igure NIC Partition Parameters
[Enter]l:Enter Next Menu: [Till:Next Entry: [ESC1:Quit Menu
Current Adapter:Primary, Bus=15 Device=00 Func=00, MAC=10:18:00:96:CE:9%0

Figure 10-47 Broadcom Main Menu panel
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7. In the NIC Partition Configuration panel (Figure 10-48), ensure that NIC
Partition is set to Enabled. Then press Esc.

Comprehensive Configuration Management v6.2.21 W
Copyright (C) Z2000-2011 Broadcom Corporation
All rights reserved.

—— NIC Partition Configuration

NIC Partition :

Flow Control : Auto

PF#0 LZ2=10:18:00:96:CE:90(VU) Eth
PF#2 LZ2=10:18:00:96:CE:94(V) Eth
PF#4 L2=-10:18:00:96:CE:98(V) Eth
PF#6 LZ=10:18:00:96:CE:9C(VU) Eth
Reset Configuration to Default

Enable or Disable NIC Partition Function
[«i=]1[Enter][Spacel :Toggle WValue: [Till:Next Entry: [ESCI1:Quit Menu
Current Adapter:Primary, Bus=15 Device=00 Func=00, MAC=10:18:00:96:CE:90

Figure 10-48 Device Configuration panel with NIC Partition set to Enabled
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8. In the configuration panel for PF# O (Figure 10-49), a new option is available
now, NIC Partitioning Configuration Menu. Highlight it and press Enter.

Comprehensive Configuration Management v6.2.21 y
Copyright (C) Z2000-2011 Broadcom Corporation
All rights reserved.

PFit ©
Ethernet Protocol
Bandwidth Weight H ¢
Maximum Bandwidth 1 25

Network MAC Address : 10:18:00:36:CE:90(P)-10:18:00:96:CE:90(V)

EnablerDisable Ethernet Protocol
[«i+1[Enter]1[Spacel:Toggle Value: [Till:Next Entry: [ESCI1:Quit Menu
Current fAdapter:Primary, Bus=15 Device=00 Func=00, MAC=10:16:00:96:CE:90

Figure 10-49 New configuration option: the NIC Partitioning Configuration Menu
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In the NIC Partition Configuration panel (Figure 10-50), identify the MAC
addresses of all four NIC partitions on this panel:

PF#0 represents the first NIC partition, L2=10180096CE90, which means the
MAC address is 10:18:00:96:CE:90.

PF#2 is the second NIC partition, L2=10180096CE94, which means the
MAC address is 10:18:00:96:CE:94.

PF#4 is the third NIC partition, L2=10180096CE98, which means the MAC
address is 10:18:00:96:CE:98.

PF#6 is the fourth NIC partition, L2=10180096CE9C, which means the MAC
address is 10:18:00:96:CE:9C.

It is important to know these MAC addresses so that you can match the NICs
presented in the operating system to NIC partitions.

Select Global Bandwidth Allocation Menu, and press Enter.

NIC Partition Configuration

Flow Control
PF#0:Enabled
ETH
PF#2 :Enabled
ETH
PF#4 :Enabled
ETH
PF#6 :Enabled
ETH

Broadcom NetHtreme IT 10 Gigabit Ethernet - Configure Global
10:18:00:96:CE:90
Global Bandwidth Allocation Menu parameters
L2=101B0096CE0 iSCST=10180096CEI1
L2=101B0096CE34 iSCST=10180096CEI5
L2=101B0096CEIB iSCST=10180096CEIT

L2=10180096CEIC iSCSI=10180096CEID

Bandwidth Allocation

<Auto>

t1=Move Highlight

<{Enter>=Select Entry Esc=Exit

Figure 10-50 NIC Partition Configuration panel
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10.In the Global Bandwidth Allocation Menu panel (Figure 10-51), set the

bandwidth allocation parameters in this panel. In this example, we use the

following configuration:

a. Because we do not use a relative bandwidth weight, leave the Relative

Bandwidth Weight fields set to 0.
b. Configure maximum bandwidth as follows:

i. Set NIC partition 1 to 4 Gbps (40% of total bandwidth).
ii. Set NIC partition 2 to 3 Gbps (30% of total bandwidth).
iii. Set NIC partition 3 to 2 Gbps (20% of total bandwidth).
iv. Set NIC partition 4 to 1 Gbps (10% of total bandwidth).

Global Bandwidth Allocation Menu

..more T
Partition 1 Maximum [40]1 Configure maximnumn
Banduwidth bandwidth, Valid range
Partition 2 Relative [o1 - 1...100 percent.
Bandwidth Ueight
Partition 2 Maximum [30]
Banduidth
Partition 3 Relative [o1
Bandwidth Ueight
Partition 3 Maximum [201
Banduidth
Partition 4 Relative [o1
Bandwidth Ueight
Partition 4 Maximum [1a]
Banduidth
Tl=Move Highlight <{Enter>=Select Entruy Esc=Exit

Figure 10-51 Global Bandwidth Allocation Menu panel

11.Repeat the steps, starting at step 6 on page 289, to configure NIC partitions

and bandwidth parameters for the second 10 Gbps physical port.

12.Back in the System Configuration and Boot Management panel (Figure 10-3

on page 244), save your settings before exiting the UEFI utility.
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NIC partitions in the operating system

You can define how the NIC partitions are displayed to the operating system.
Blade 7 runs on Windows Server 2008. This section highlights the Windows
built-in networking tools and the Broadcom Advanced Control Suite.

Windows networking tools
Figure 10-52 shows the NIC partitions in the Network and Sharing Center.

IS[=TEY

bo

e, EE
‘@(_)v v~ = Control Panel ~ Metwork and Sharing Center - m ISeal'-:h
File Edit View Tools Help
Tasks -
_&' Unidentified network (Public netwaork) Customize
View computers and devices
Arccess Local only
Connect to a network
Connections o View
Set up a connection or network Broadcom VFA 01 status
Manage network connections View
2 Broadcom YA 02 Hewn
) . status
Diagnaose and repair
o View
Broadcom YFA 03 status
o View
Broadcom YFA 04 status
o View
Broadcom WFA 11 status
o View
Broadcom YFA 12 status
o View
See also Broadcom YFA 13 e
Internet Options View
Broadcom VFEA 14 o
Windows Firewall status

Figure 10-52 Broadcom Virtual Fabric Adapter NIC partitions in Windows Server 2008
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For clarity, we changed the NIC names from the defaults as shown in Table 10-10.
We used MAC addresses to match each NIC with the actual NIC partition.

Table 10-10 NIC names and matching NIC partitions

NIC name 10 Gbps physical port | NIC partition | MAC address

Broadcom VFA 01 0 1 10:18:00:96:CE:90
Broadcom VFA 02 0 2 10:18:00:96:CE:94
Broadcom VFA 03 0 3 10:18:00:96:CE:98
Broadcom VFA 04 0 4 10:18:00:96:CE:9C
Broadcom VFA 11 1 1 10:18:00:96:CE:92
Broadcom VFA 12 1 2 10:18:00:96:CE:96
Broadcom VFA 13 1 3 10:18:00:96:CE:9A
Broadcom VFA 14 1 4 10:18:00:96:CE:9E
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In Windows, complete the following steps for each partition in Table 10-10 on

page 295 to view for correctness:

1. In the Network and Sharing Center window (Figure 10-52 on page 294), click

View Status for each partition.

2. In the Status window (Figure 10-53 on page 296), verify the parameters, such
as link speed and MAC address. Figure 10-53 shows the parameters of the
NIC Broadcom VFA 01. Speed is reported as 4.0 Gbps, because we set the
bandwidth to 40 on this NIC partition. Click Details.

Bl Broadcom VFA 01 Status x|
General |
Connection
IPv4 Connectivity: Local
IPv6 Connectivity: Limited
Media State: Enabled
Duration: LIEETETE
| Speed: 4.0 Gbps
Activity
Sent — ‘L_‘g._,., ——  Received
Afj‘-:"f
Bytes: 1,626 | 1,304
'@' Properties | '@' Disable | Diagnose |
Close |

Figure 10-53 Broadcom VFA 01 status
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3. In the Network Connection Details

window (Figure 10-54), review the MAC

address of the selected NIC partition. Then click Close.

Mebwark. Connection Details

Property | Walue

Caonnection-specific DN,

IFd Default Gateway

P4 DMS Server

P4 WwIMS Server

MetBl0S over TepipEn..  Tes

IPE Default Gateway

IPvE DMS Servers fecO:0:O:6fF: 130
fec:0: 0:6fif: 231
fecD:D:D:ffff::EmI

Kl

lF'h_l,lsicaI Address 10-18-00-36-CE-30 |‘\
DHCP Enabled Mo

P4 P Addreszes 10101010

IFw4 Subnet Mask 256,255, 256.0

Botoconfiguration [Pwd . 169.254.85170

IFw4 Subnet Mask 256,255.0.0

Link-local IPvE Address feB0:: 3530:5ab2:1947.55aa%20

Met<treme Il 10

|~ The MAC address
matches vNIC 1 on port 0
as listed in Table 10-10 on
page 295.

i

Cloze

Figure 10-54 Network Connection Details panel for a selected NIC partition

We can confirm from Figure 10-54 that this address is the MAC address of NIC
partition 1 (the Broadcom DCM57712 NeXtreme 1) on 10 Gbps physical port 0.

4. Repeat steps 1 on page 296 through 3 on page 297 to verify the MAC
address and speed for the other NIC partitions on the Broadcom Virtual

Fabric Adapter.
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Setting VLAN IDs in the operating system in Windows

You can define VLAN IDs for each NIC partition in the operating system. For

example, to define VLAN ID 10 for NIC Broadcom VFA 01:

1. In the Windows Device Manager window, open the Broadcom VFA 01
adapter.

2. In the Broadcom FVFA 01 Properties window (Figure 10-55), click Configure
to configure the vNIC.

i Broadcom VFA 01 Properties x|

Metworking | Sharing |

Connect using:
I CIIF‘ Broadcom BCME7712 Netxtreme 1 10 GigE (WDIS WVBD C

This connection uses the following items:

Client for Microsoft Networks

.@GDS Packet Scheduler

.@ File and Printer Sharing for Microsoft Netwarks

O - Intemet Protocol Version & (TCP/IPvE)

=i [mtemet Protocol Version 4 (TCP/1Pwv4)

i Link-Layer Topology Discovery Mapper /0 Driver
=& Link-Layer Topology Discovery Responder

Ingtall... Uninstall Properties
r Description
Allows your computer to access resources on a Microsoft
network.
o] Cancel

Figure 10-55 Broadcom VFA 01 properties window
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3. On the Advanced tab (Figure 10-56), in the Property box, scroll down to and
select VLAN ID. Set the VLAN ID value to 10. Click OK.

-

‘General Advanced | Drriver I Detailsl Power Management I

The following properties are available for this networl:
adapter. Click the property you want to change on the
UL Rt |5ft, and then select its value on the right.

Property: Value:
IPv4 Large Send Offload - 10 =
IPvE Checksum Offload B ! sl

|IPvE Large Send Offload
Jumbo Packet

Locally Administersd Address
Mumber of RSS Queues

Pause On Exhausted Host Ring
Priority & VLAN

Receive Buffers (D=Auto)
Receive Side Scaling

TCP Connection Offload {IPv4)
TCP Connection Offload {|PvE)
Transmit Buffers (D=Auta) —

QK I Cancel

Figure 10-56 VLAN ID configuration

4. Repeat step 1 on page 298 to step 3 to configure the remaining VLAN IDs for
the other NIC partitions on 10 Gbps physical port 0, as follows:

— Set Broadcom VFA 02 to LAN ID 20.
— Set Broadcom VFA 03 to VLAN ID 30.
— Set Broadcom VFA 04 to VLAN ID 40.

Broadcom Advanced Control Suite

By using the Broadcom Advanced Control Suite management utility, you can
administer, configure, and diagnose the Broadcom 2-port 10Gb Virtual Fabric
Adapter and other Broadcom NICs.

Chapter 10. Usage scenarios 299



Figure 10-57 shows an example of Broadcom Advanced Control Suite showing
eight NIC partitions in the left pane. NIC partition 1 on physical port 0 is
highlighted. The speed is 4 Gbps, which was set in the bandwidth parameter in

the UEFI utility.

w Broadcom Advanced Control Suite 3
File  Wiew Tools Help

Explorer Yiew i}

Device Management

E'J‘\ BL-1404-R0-4 -

EL'..‘.H Metwork Adapters (MDIS driver)
i m [0006] Broadcom BCMSFO95 Netitreme

By Connection

..... m [0021] Broadcom BCMS7712 Netktreme
..... m [0022] Broadcoom BCMS7712 Metktreme
..... m [0023] Broadoom BCMS7712 Net¥treme
..... m [0024] Broadoom BCMS7712 Netitreme
..... m [0025] Broadcoom BCMS7712 Net¥treme
..... m [0026] Broadcam BCMS7712 Metstreme ™
..... m [0027] Broadoom BCMS7712 Net¥trerme
B 3‘\ System devices (YBD)

..... B [0034] Broadcom BCMS7095 Netktreme

..... g [0035] Broadcoom BCMS7095 hetktreme

..... E! [0040] Broadcom BCMS7712 Metktreme -
1 | 3

e

J,)Infurmatiun l/“\, Diagnostics I/E’ Configurations l

El wital Signs
A Address
Permanent MAC Address

10-158-00-96-CE-90
10-15-00-96-CE-90

‘;l] Device Management

m Team Management

-

IP address 10,10,10,10
IPY6 IF Address fed0::3530:5ab2: 194 7:55a5%:20
Link Status Up
Cuplesx Full
| Speed (in Mbps) 4000
CFfload Capabilities TCOE,LSO,C0,R55
Mty 1500
Bl Driver Information
Driver Stakus Loaded
Driver Mame bxnda0x, sys
Drriver Yersion 6.2.9.0
Driver Date /412011
¥ital Signs

The ¥ital Signs section of the Infarmation tab has useful information about the

netwark adapters that are installed in your systern, such as the link status of the

adapter and general network connectivity,

Figure 10-57 NIC partition 1 in Broadcom Advanced Control Suite
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On the Configurations tab (Figure 10-58), you can check and set NIC
parameters. The VLAN ID is set to 10 as shown in Figure 10-25 on page 267.
Use the Broadcom Advanced Control Suite utility to configure the VLAN ID to a

different value or to change any other parameter.

W Broadcom Advanced Control Suite 3

File  Wiew  Tools  Teams

Explorer Yiew

Help

Team Managemenk

ﬁﬁﬁ Teams

3[3 Unassigned Adapters

Kl

i [0006] Broadoom BCMS7095 Mekstreme 11 GigE 1
m [0009] Broadcom BCMST095 Metxtreme 1T GigE 1

i [0021] Broadoom BCMS7712 Mekstreme 11 10 Gi
m [0022] Broadcom BCMS7712 Metktrene II 10 Gi
[0023] Broadcom BCMS7712 Metktreme II 10 Gi

E:; [0024] Broadcom BCMS7712 Mekktrene II 10 Gi
m [0025] Broadcon BCMS7712 Mekxtrene 11 10 Gi
[0026] Broadcon BCMS7712 Mekxtrene 11 10 Gi

m [0027] Broadcon BCMS7712 Metxtrene 11 10 Gi

-

e
J‘J Information l/\, Diagnostics )/[-'}’ Configurations l bl |
Set propetties to default VYalues - g‘
Interrupt Moderation Enabled (Default) g
IPv4 Checksum COffload Tx/Rx enabled {Default) g
IP4 Large Send Offload Enable (Default) 2
IPv6& Checksum Offload Tx/Rx enabled {Default)
IPv6 Large Send Offload Enable {Default)
Juribo Packet 1500 {Default)
Locally Administered Address Mok Present
Murmber of R3S Queues Auka (Default)
Pause On Exhausted Host Ring Disable {Default)
Priority & YLAMN Priority & VLAN enabled (Def ...
Receive Buffers (0=Auto) 0 {Default)
Receive Side Scaling Enable (Default)
TCP Connection CFflaad (IPw4) Enable {Default)
TCP Connection Cfflaad (IPve) Enable {Default)
Transmit Buffers {D=Auko) 0 {Default)
YLAN ID 10 =
Wake Up Capabilities Both {Default) =
¥YLAN ID
Enables YLAN tagaging and configures the YLAM ID when Priority & WLAMN
Enabled is selected as the Priority & VLAM setting. The range for the WLAN ID is
1 to 4094 and must match the YLAN tag walue on the connected switch, A
wvalue of 0 {default) in this field disables WLAM tagging.
Apply | Feset |

Figure 10-58 Configuration tab in Broadcom Advanced Control Suite
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On the Diagnostics tab (Figure 10-59), you can test a configuration by running a
basic connectivity test by pinging the IP gateway or a user-specified IP address.

w Broadcom Advanced Control Suite 3 "ER

Fle Wiew  Tools Teams Help

Explorer View o 1 Information )/‘ Diagnostics l/[} Configurations l = |l
Team Management i
Select a test to run: INetwork Test j g
______ ﬁﬁ‘ﬁ Teams q
ﬂm Unassigned Adapters El iNetwork Test e
1 Ip address ko ping T
______ [0006] Broadeom BCMS 7095 Metxkreme 1T GigE fesut z

esu

i [0021] Eroadcom BCMS7712 Metktreme IT 10 Gi
i [0022] Eroadcom BCMS7712 Metktreme IT 10 Gi

Eﬂ' [0023] Broadoom BCMS7712 Metktremne 1T 10 Gi
 [0024] Eroadcom BCMS7712 Metktreme IT 10 Gi
i [0025] Eroadcom BCMS7712 Metktreme IT 10 Gi

Eﬁ- [0026] Broadcom BCMS7712 Metktremne 1T 10 Gi

Eﬁ- [0027] Broadcom BCMS7712 Metktremne 1T 10 Gi

Network Test

The Metwork Test option on the Diagnostics tab lets you verify IP network

LI | _.I connectivity, This kest verifies if the driver is installed correctly and tests
connectivity to a gateway of other specified IP address on the same subnet,

The nebwork test uses TCPIP to send ICMP packets to remote svstems, then

waits For a response,

Figure 10-59 Diagnostics tab in Broadcom Advanced Control Suite
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The Statistics tab (Figure 10-60) shows the network traffic counters, which are

useful when monitoring or troubleshooting NIC behavior.

w Broadcom Advanced Control Suite 3

File  Wiew  Tools Help

Explarer Yiew I

Device Management
_ 5 By Connection
ET\ EL-1404-R0-4 s
,_:_||:3 Metwork Adapters (MDIS driver)
..... D.i [000&] Broadoom BCMS709S Metktreme

..... m [DD21] Broadcom BCMS7712 Met¥trerme
..... m [0022] Broadoom BCMS7712 Met¥treme
..... L-.‘;i [0023] Broadoom BCMS7712 Metitreme
..... L:i [0024] Broadoom BCMS7712 Metitreme
..... m [0025] Broadoom BCMS7712 Metktrerme
..... m [0026] Broadeom BCMSFF1Z Metktreme ™
..... L-.‘;i [0027] Broadoom BCMS7712 Metitreme
B 3‘; Svstem devices (VED)

..... [':! [0034] Broadcom BCMS7095 MetXtrerme

..... g [0035] Broadoom BCMS709S Metktreme

..... [':! [0040] Broadcom BCMS7712 Metktreme -
4| | 3|

ﬂ Device Management

m Team Management

-

R
/m' Configurations )/:) Statistics }/;i,-' Inforrnation ] il |
B General = o
Frames Tx., CK 1939 é"
Frames R, OK G214 =
Directed Frames Tx, 0 Z
rulticast Frames Tx. 433
Broadcast Frames Tx, 1456
Cirected Frames R, ]
MMulticast Frames Rx. 0
Broadcast Frames Rx. 8214
Frames R, with CRC Error 0
E IEEE 802.3
Frames R, with Alignment Errar 0
Frames Tx, with one Collision ]
Frames T, with more than one Collision 0
Frames Tx. after Deferral 0 _—
El Custom
Frames size less than 64 bytes with bad 0
M&C R, wf no Pause Comnand 0 =
o £, i -l
General

adapter,

General Skatistics show the transmitted and received statistics ko and From the

Fefresh |

Figure 10-60 Statistics tab in the Broadcom Advanced Control Suite

NIC Teaming by using Broadcom Advanced Control Suite
One of the main functions of the Broadcom Advanced Control Suite utility is to
configure NIC teaming. You use NIC partitions in teaming configurations in the
same way as with physical NICs.

By clicking Team Management in the left pane, you can start the Teaming

Wizard. For more information, see 9.7.4, “Configuring teams with Broadcom

Advanced Control Suite” on page 229.
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10.3.3 Configuring the BNT Virtual Fabric 10Gb Switch Module

You are now ready to configure VLANs on the BNT Virtual Fabric 10Gb Switch
Module. The HS22 blade server in slot 4 contains Emulex 10GbE Virtual Fabric
Adapter I, which is configured to use VLANs 10, 20, 30, and 40. Internal
(blade-facing) port 4 (INT4) on the BNT switch module needs to pass traffic in
each of these VLANSs. Therefore, VLAN tagging must be enabled on this port.

The HS22 blade server in slot 8 contains Broadcom Virtual Fabric Adapter,
configured to use VLANSs 10, 20, 30, and 50. Internal (blade-facing) port 8 (INT8)
on the BNT switch module needs to pass traffic in each of these VLANSs.
Therefore, VLAN tagging must be enabled on this port.

External port 2 (EXT2) must pass traffic in VLANs 10 and 40, and external port 4
(EXT4) must pass traffic in VLANs 20 and 50. Both EXT2 and EXT4 must have
tagging enabled.

By default, VLAN tagging is enabled on internal ports, but disabled on external
ports. Therefore, you must enable tagging on ports EXT2 and EXT4.

Example 10-1 shows the industry-standard command-line interface (isCLI)
commands to enable this tagging.

Example 10-1 Enabling tagging on EXT2 and EXT4

interface port EXT2
tagging

exit

interface port EXT4
tagging

exit

The VLAN structure is defined in Table 10-2 on page 241. Example 10-2 shows
the sequence of isCLI commands to configure these VLANSs.

Example 10-2 VLAN definitions on BNT Virtual Fabric Switch Module

vlan 10
enable

name "VLAN 10"
member INT4
member INT8
member EXT2

vlan 20
enable

name "VLAN 20"
member INT4
member INT8
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member EXT4

vlan 30
enable

name "VLAN 30"
member INT4
member INT8

vlan 40
enable

name "VLAN 40"
member INT4
member EXT2

vlan 50
enable

name "VLAN 50"
member INT8
member EXT4

You have now configured the BNT Virtual Fabric Switch Module.

10.3.4 Configuring Switch Independent Mode for Emulex Il, BNT,
QLogic, and IBM Storwize V7000

The Emulex Virtual Fabric Adapters Il improve the virtual fabric solutions by
providing more features and extended vNICs support for Fibre Channel over
Ethernet (FCoE) and Internet Small Computer System Interface (iISCSI). Virtual
Fabric Adapter Il has the following features:

» Support for the Emulex OneCommand Manager application

» Support for Serial over LAN (OCm11102-N-X and OCm11102-N-XI Virtual
Fabric Adapters only)

» Dual port 10 Gbps adapter supporting multiple virtual I/O functions
» VNIC

Physical ports can be divided into a maximum of eight virtual NICs per
adapter with bandwidth allocation in 100 Mbps increments. Each virtual NIC
is displayed as an individual adapter to the operating system.

» FCoE functionality

» Support for Boot from Network by using iSCSI software or hardware initiator
» Support for FCoE boot from SAN

» Support for hardware licensing
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Enabling the Virtual Fabric Adapter Switch Independent Mode
function on the UEFI utility
To enable the Virtual Fabric Adapter Switch Independent Mode function:

1.

Turn on the system.

2. When prompted, press F1 to enter UEFI setup.
3. In the System Configuration and Boot Management panel (Figure 10-3 on
page 244), click System Settings.
4. In the System Settings panel (Figure 10-61), choose Emulex Configuration
Utility Ver:5.01a8, then press Enter.
System Settings
Processors Enulex HBA
Memory Configuration Utility
Devices and I/0 Ports HELP
Pouer

Network

Operating Modes

Legacy Support

Integrated Management Module
System Security

Adapters and UEFI Drivers

Enulex Configuration Utility Uer:5.01aB

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit

Figure 10-61 System Settings panel
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5. In the Adapter Selection panel (Figure 10-62), select 001 for port one.

Adapter Selection
Enulex Adapters in this Sustem: Port Name :
10000000CIEI62F1
Exit Emulex HBA Configuration Utility Node Name :
001: 0Cm11102-1-H PCIe5.06h/s , =B 20000000CIE362F1
002: OCm11102-1-¥ PCIe5.0Gbs/s . 8 Segh: 00 Bus#: 15
Devit: 00 Funce: 02
Link: Doun
Tl=Move Highlight <{Enter>=3Select Entruy Esc=Exit

Figure 10-62 Adapter Selection panel
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6. In the Emulex Adapter Configuration Main Menu panel (Figure 10-63), for
Configure DCBX Mode, select CEE. Press Esc to exit.

Enulex Adapter Configuration Main Menu

001: OCm11102-1I-H PCIe5.0Gb/s , xB This setting will
Seg#t: 00 Bus#: 15 Dev#t: 00 Func#: 02 Link: Douwn Configure DCBK
0Cm11102-I-K Node Mame : 20000000C9E36341 (CEE/CIN) Mode

NOTE: Default is CIN
Back to Display Adapters and RECONMECT DEVICES Mode. Your selectiom
Set Boot from SAN <Disable> will be AUTO saved to
Configure DCBX Mode NURAM
Configure CEE FCF Parameters System Reset Required

Configure CIN FCF Parameters

Scan for Fibre Devices

Add Boot Device

Delete Boot Device

Change Boot Device Order
Configure HBA and Boot Parameters

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit

Figure 10-63 Emulex Adapter Configuration Main Menu panel

7. Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings before exiting the UEFI utility.

Installing the Windows 2008 drivers and

Management Emulex OCM
The following sections explain how to install the device drivers and Management
Emulex OCM.

Installing the device drivers
To install the device driver:

1. Download the device driver from Emulex website at:
http://www.emulex.com/downloads/ibm/vfa-software-kits.html

For this example, we downloaded the 1xdrvr-fc-fcoe-V3.703.397.3806
FCoE device driver file and the elxocm-windows-x86-5.1.42.4-1(32 bit)
Emulex OneCommand Manager driver file.
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2. Run the elxdrvr-fc-fcoe-V3.703.397.3806 FCoE device driver file.

Version tip: At the time of the writing of this book, we used the
elxdrvr-fc-fcoe-V3.703.397.3806 version for Emulex OneCommand
Manager. Always obtain the latest version for your configuration.

Click Next.

3. If you plan to use boot from SAN or to create a Windows Preinstallation
Environment (PE) disk image, in the Installation options display
(Figure 10-64), select the Unpack All Drivers. For this example, we did not
select Unpack All Drivers. Click Install.

=% Emulex NIC Driver kit 2.103.389.0-1 x|
Installation options
These options determine how the application will be installed.

B¢l Emulex Drivers & Applications

----- @¢] Perform Installation of Drivers

Unpacks all driver files to the current user's
Documents folder. Use this option if you need
to perform Boot from SAM or provision a
Windows PE disk image.

Mast users do not need to select this option.

Feature size: OKB
Install size: 2,509 KB
Remove size: OKB
4 | | _'I Disk space: 277,798,932 KB

Installation folder:

I C:Wsers\Administrator \Documents \Emulex Browse. .. |
Tarmat® Installer
< Back I Install I Cancel |

Figure 10-64 Installation options window

4. Click Finish.
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5. After the AutoPilot Installer starts, when you see the list of installed host bus
adapters (Figure 10-65), click Next.

=¢ AutoPilot Installer v5.5.1.5 x|

>SEMULEX

FC and FCoE Driver v5.2.41.003

AutoPilat Inztaller inztallz and configures drivers for pour Emules
Adapters by performing the following steps:

+  Driver installation
+  Ltility installation
+  Installation verification

Installed Host Bus Adapters, click on list to expand.

Adapter | Diriver | Firmware | Option ROk |:|
OCe11100 [PCl bus .. Ethemet NDIS Miniport D 3103.397.3.. 31033973 -
0Ce11100 [PCl buz ... Ethemet NDIS Miniport & 31033973, 3103.397.3.
OCe11100 [PCl bus .. Ethemet NDIS Miniport Dri.. 31033973, 31033975 LI

Click Mest to continue,

< Back Mead = Cancel |

Figure 10-65 FC and FCoE Driver window

6. Click Finish to complete the installation.
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Installing the Management Emulex OCM

To install the Emulex OCM:
1.
2.

Run the elxocm-windows-x86-5.1.42.4-1(32 bit) file.
In the first Emulex OCManager Enterprise window (Figure 10-66), click Next.

About... |

Emulex OCManager Enterprise 5.1.42.4-1

Emulex OCManager Enterprise 5.1.42.4-1

Publisher: Emulex
Web site: bt/ Aanara emulex . com
Email address: Technical Support @emulex.com

T&na Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Mext to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

< Back I Mext = I Cancel

Figure 10-66 Emulex OCManager Enterprise window
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3. Inthe Installation options display (Figure 10-67), accept the default options by
leaving them selected and clicking Install.

Emulex OCManager Enterprise 5.1.42.4-1

Installation options

Xl
These options determine how the application will be installed.

+&#] Emulex OCManager Enterprise-x86 This installs Emulex OCM
P o is installs Emulex anager
[] Emulex QCManager Enterprise-x54 Enterprise-32hit
Supporting Features
Feature size: 121,810 KB
[}3 Tnstall size: 121,810 KB
Remave size: O KB
1| |ﬂ Disk space: 277, 744,324KB

Installation folder:

I C:'\Program Files Browse. .. |
TatmatE Imstaller
< Back I Install I Cancel |

Figure 10-67 Installation options window
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4. In the OneCommand Manager Management Mode window (Figure 10-68),
select one of three modes operations:

— Strictly Local Management (only management of local adapters)

— Local Management Plus (only management of local adapters but allows
management from other hosts)

— Full Management (management of local and remote hosts and allows
management from others hosts)

In this example, we selected Full Management.
Click OK.

OneCommand™ Manager Management Mode

OneCommand ™ Manager can run in different modes on this host, Select the mode
you would like to run the application on this host and press OK to set the mode.

= Strictly Local Management

Only manage the adapters on this host, Management of adapters on
this host from other hosts is not allowed.

" Local Management Plus {remote access from other hosts)
Only manage the adapters on this host. Management of adapters on
this host from other hosts is allowed.

* Full Management
Manage the adapters on this host and other hosts that allow it.
Management of the adapters on this host from another host is
allowed,

™ Read-only operation (no sensitive operations allowed)

™ Allow users to change mangement mode from application

.

Figure 10-68 OneCommand Manager Management Mode window

Updating the Virtual Fabric Adapter firmware

Important: You must update the firmware to the latest levels.

To update the Virtual Fabric Adapter firmware:
1. Download the firmware file from Emulex support website at:

http://www.emulex.com/downloads/ibm/vfa-software-kits.html
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2. Double-click the file to open the OneCommand Manager application.
3. In the Emulex OCManager Enterprise window (Figure 10-69), click Next.

Emulex OCManager Enterprise 5.1.42.4-1 ll

Emulex OCManager Enterprise 5.1.42.4-1

Publisher: Emulex
Web site: bt/ Aanara emulex . com
Email address: Technical Support @emulex.com

T&na Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Mext to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

About... | < Back I Mext = I Cancel

Figure 10-69 Emulex OCManager Enterprise 5.1.42.4-1 window

4. After OneCommand Manager discovers the hosts and adapters, if you see
the ports on the Discover Information tab in the OneCommand Manager
window (Figure 10-70), click the adapter that you want update. For this
example, we click OneConnectOCe11100.

OneCommand(TM) Manager =10l x|

Fle View Port Discovery Batch Help

DFEE® EF | FE

iﬁ Hosts Discovery Information I
(= WIN-APG2IBVUIILT
=@ OneConnect OCe 11100 s e i
s Port 0
M- 00-00-C9-E3-62F0
M 00-00-CoE3-62F2 Number of Fabrics: 0
Mic 00-00-C9-E3-62F3
-9 Port 1 Number of Adapters: 1
Mic 00-00-Co-E3-62F4

M 00-00-C9-E3-62F6
My oo-o0-co-E3-62F7 Number of Physical Ports: 2

Figure 10-70 OneCommand Manager window
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5. From the menu bar, select Batch — Download Firmware.

6. Select the firmware file:

a. In the OneCommand Manager Batch Firmware Download window
(Figure 10-71), click Browse.

b. In the Firmware File Selection window (Figure 10-71), select the xxx.UFI
update file. For this example, we selected the 733973806 . UFI file. Click

OK.

OneCommand™ Manager Batch Firmware Download

~Firmware File Selection

Browse... |

Fe ¥ rl-hst&u.p&eledi.. |
x4

Lookin: | |, t33973806 2 oEE

File name: [T33973806.UF1

Files of type: IFn'nware Image Files (*.dwc, *.all, *.prg, *.awc, *bwc, *.fwc, *.ufi LI

i
lii

]

4 |

[
Figure 10-71 Firmware File Selection window
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c. Back in the OneCommand Manager Batch Firmware Download window
(Figure 10-72), next to the box where the adapters are selected, click Start

Download.

OneCommand™ Manager Batch Firmware Download

Firmware File Selection
Firmware File:
Supported Models:

I1ware\emu|ex\ti§9?3806\T3§9?3&06.UF[

Browse... |

|oneConnect 0Ce11100

~Host Group Selection

[~ Show Host Groups

Host Group: |All -

Select the adapters that are to be downloaded, then press 'Start Download'.

B 44 Hosts

BB s WIN-APG22BVLIUT
(- 52 A OneConnect OCe 11100

Sh’ﬂw |
Reset Display |
Save Log Fle... |

_ Gose |

X

Figure 10-72 OneCommand Manager Batch Firmware Download window

Do not restart or turn off the system until the process is finished.

7. When prompted to restart the system, click OK.

8. Check whether the update finished successfully.
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9. Again in the OneCommand Manager Batch Firmware Download window

(Figure 10-73), click Close.

OneCommand™ Manager Batch Firmware Download

Firmware File: |1ware‘(a|ﬂiex\t1ﬁ§?3‘505\Tﬁ?3805.Lﬂ Browse... |
Supported Models:  [OneConnect OCe11100

~Host Group Selection

[~ Show Host Groups Host Group: IAI v|

Select the adapters that are to be downloaded, then press "Start Download'.
(K2 £l Hosts
B/ 8 WIN-APGZ2BVUIUT

&+ B8 OneConnect OCe11100

Status

Start Download |

Reset Display

Save Log File... |

Batch operation initialization completed

Starting download of adapter 00-00-C9-E3-62-F0 on host WIN-APGZ2BVUIUT
Download of adapter 00-00-C9-E3-62-F0 on host WIN-APG22BVUIUT completed
Batch operation completed

Figure 10-73 OneCommand Manager Batch Firmware Download window

10.Restart your system.
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Configuring ports operation mode
To configure the ports in operation mode:

1. Open the OneCommand Manager application.

After OneCommand Manager discovers the hosts and adapters, the ports
might be displayed as unavailable as shown in Figure 10-74.

2. In the left pane, click the adapter.

il

File View Port Discovery Batch Help

1 [ il o] ] [ <

i‘:’:i Hosts Discovery Information |
-l WIN-BPGZZBVUILT
) |8 OneConnect OCe 11100 Pt .
E1-=3 Port 0
- LM 00-00-Co-E3-62F0
00-00-CI-E3-62F2 Number of Fabrics: 0
Mg oooocoE36IFE
B3 Port 1 Number of Adapters: 1
00-00-CS-E3-62F4
00-00-CS-E3-62F5
- Ny 00-00-coE3-62F7 Number of Physical Ports: 2

Figure 10-74 OneCommand Manager windows
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3. On the Adapter Information tab (Figure 10-75), in the Personality area,
under After Reboot, choose the disk connection type FCoE, and then click

Apply.

PT=F]

File View Port Discovery Batch Help

[ [ [l R <] -

[+ Hosts Adapter Information IFrllmae|
[+ | WIN-APGZ2BVUIUT
-1 BneCmmec k0GR Model : OneConnect OCe11100
Serial Number : 11590Y3568Y250HY 18H02A
Active Firmware Version : 3.103.357.3802

NIC 00-00-C9-E£3-62+F4
NIC 00-00-C9-E3-62F6 Firmware State: Working
NIC 00-00-C9-E3-62F7

BIOS Version : 3.103.397.3802
Boot Code Version: 2.0.20.768
HW Version: E3 A2

lity i Features:

Install Feature Licenses. .. |

Figure 10-756 OneCommand Manager window

4. When prompted to restart your system (Figure 10-76), click OK.

S x|
I/_\I The personality has been changed. A system rebootis required
HW Version: _
"' to run with the new personality.

ty
Current:  iSCSI || |

Figure 10-76 Change Adapter Personality dialog box
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Configuring the BNT switch
To configure the BNT switch:

1. Log on the BNT switch by using the advanced management module (AMM) or
by using a web browser. Enter the default user ID (admin) and password
(admin).

2. Set bridge module bandwidth:

a.
b.
C.

As shown in Figure 10-77, select Configure.
In the left navigation pane, expand System, and select Bridge Module.
In the Bridge Module Configuration pane:

i. For Bridge Module, select 3.
ii. For Bandwidth, enter 40 Gbps.
iii. For Status, select Enabled.

iv. Click Submit.

Configure Statistics Dashboard Net\NO['king OS

Apply

Save Revert Diff Dump Show Log  Help  Logout

25 |BM Networking OS Vittual Fabric 10/

3 System

{3 General

¢ [ EnDisable

© [ User Table

¢ B Radius

¢ ) Tacacs+

{3 LDAP

LRt

© 3 sFLow

Boot Schedule

: Stack

[ Bridge Module
Syslog/Trap Features
Config/lmage Control
Management Metwark
¢ [ Transceiver

¢ [ Protected Made

¢ [ Chassis

~(1 Switch Ports

Bridge Module Configuration

Bridze Module 3|v]
Bandwidth(20/40 Gbs) | 40
Status Enabled [v|

Figure 10-77 Bridge Module Configuration window
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3. Disable spanning tree on the Bridge ports:

a. Again on the Configure tab (Figure 10-78), in the left navigation pane,

b.

=4 IBM Metwarking 05 Vitual Fabric 10

=0 System
(3 Switch Ports
~(3 Port-Based Port Mirroring

“E3 Layer2

¢ -3 8021x

=03 Virtual LANS

a Spanning Tree Groups
-1 MSTP/RSTP/PVRST
~@ LLDP

Failover

Hot Links

Trunk Groups

Trunk Hash

LACP

PYST+ compatiblity

=1 RMON Menu
“(3 layer3

VLAN Auta STG Assignment
“[E] MAC Address Maotification

expand Layer 2 —» Spanning Tree Group.

In the Switch Spanning Tree Groups Configuration pane on the right side,
in the Spanning Tree Group column, select group 1.

D 3 etworking O
D D ) o 0 g0
Switch Spanning Tree Groups Configuration

1. Search Range

Spanning Trees(1-128) From| 1 To 128

2. Search Options

Bridge Priotity(0=any) |0 State| any [v|

Search Operation ar M

Spanning Tree Stat Bridge |Bridge Hello|Bridge Max Bridge Bridge
Group i Priority Time Age Forward Delay | Aging Time
| 1] on | 61441 2 20 13 300

2 on 61442 2 20 15 300
5 of1 61443 2 20 13 300
E ot 61444 2 20 13 300
3 of 61445 2 20 13 300
6 of 61446 2 20 13 300
i on G1447 2 20 135 300
8 on 61448 2 20 135 300
g on 61449 2 20 15 300
10 of1 61430 2 20 13 300
1 ot 61451 2 20 13 300

Figure 10-78 Switch Spanning Tree Groups Configuration window
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4. When you see the external ports, disable external ports 1 - 4, and then click
Submit (Figure 10-79).

Figure 10-79 External ports

5. Click Submit.
6. At the top of the page, click Apply.
7. Reboot the switch.
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8. On the Dashboard page (Figure 10-80), in the left navigation pane, select
Switch ports to check the ports status and speed.

Dashboard

Apply f levert Diff Dump
313. Jan 620:33:3194217145INFO  mgmt: fetl none

3 |BM Networking OS Virtual Fabric 10Gh
-0 System

-3 Switch Ports

~{1] Port-Based Port Mirraring
-3 Layer 2

-3 802.1x

(3 Virtual LANs

~{Z] Spanning Tree Groups
~[11 MSTR/RSTP/PVRST
- LLDP

[E] Failover

2] Hot Links

3 Trunk Groups

[E] Trunk Hash

B LACP

~[2] PVST+ compatiblity

B VLAM Auto STG Assignment
B MAC Address Notification
-2 RMON Menu

-0 Layer 3

~@ QoS

~{Z] Access Control

- CEE

-3 FCOE

-1 Virtualization

Jé! i |
Figure 10-80 IBM Networking OS Dashboard page
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9. Enable CEE global ports (Figure 10-81):
a. Select Configure.
b. In the left navigation pane, expand CEE, and select General.

c. Inthe CEE Configuration pane on the right side, for Global CEE On/Off,
select On. Click Submit.

Configure Networ klng OS

|EED. Jan 7 4:46:.029.42 17145 NOTICE mgmt: r\-1anagement via all ports ENABLED thru [2C Control Reglster

&3 1B Metworking OS Virtual Fabric 10Gk

Apply Sav Diff Dump Help  Logout

-1 System

53 Switch Ports

~{1] Port-Based Part Mirraring
-3 Layer2

-3 RMON Menu

-3 Layer 3

-3 QoS

-1 Access Contral

% CEE

“BPFC

@ General
- FCOE
-1 Virtualization

On [

Figure 10-81 CEE Configuration pane
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10.Turn on the FCoE Federal Information Processing Standard (FIPS) protocol
(Figure 10-82):

a. On the Configure page, in the left navigation pane, expand FCoE, and
then select FIP Snooping.

b. In the FIP Snooping Configuration pane on the right side, for Global FIPS
State, select Enabled.

Click Submit.
d. Click Apply.

Configure Statistics Dashboard Net\NOI'king OS

Apply Save Revert Diff Dump Show Log Help  Logout

33 1BM Networking O3S Virtual Fabric 10Gh

~[3 System FIP Snooping Configuration

3 Switch Ports

- Port-Based Port Mirroring Bl TS SiE Enabled |v|
@ Layer2 Remove expired FCE< and ECOE ACL=:| Enabled ||
D RMON Menu Automatically create FCOE wlans: Enabled [V]
D Layer 3

= Access Control
) CEE

3 DCBX

. '8 General Port |FIPS State[FCF Mode
Control State Machine Status INT1 | enabled | Auto
[2) Feature State Machine Status
-[3 ETS State Machine Status
~[3 PFC State Machine Status INE |enabled | Auto

e Application Protocol State Mach INT4 | enabled | Auto
ETS INTS | enabled | Auto

INTZ | enabled | Auto

. PFC INT6 | enabled | Auto
“[3 General INT7 | enabled | Auto
“£3 FCOE INTS |enabled | Auto
@ FIP Snooping INTQ | enabled | Auto
[ Virtualization INT10[ enabled | Anto

Figure 10-82 FTP Snooping Configuration pane

11.Save the configuration.
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12.Create a VLAN 1002 and add INT1-14 ports and external port 4 on this VLAN
(Figure 10-83):

a. In the left navigation pane, expand Layer 2 — Virtual LANs, and select
Add VLAN.

b. Inthe VLAN “New” Configuration pane on the right side:

i. For VLAN ID, enter 1002.

ii. For VLAN Name, enter VLAN 1002.

iii. For VLAN State, select Enabled.

iv. For Management VLAN State, select Disabled.

v. Under Ports Available, select ports INT1 - INT14 and EXT4, and click
Add to move them to the Ports in VLAN list.

Configure Statistics Dashboard Net\NOrking OS

Apply Save Revert Diff Dump Show Log Help  Logout

3 |BM MNetworking OS Virtual Fabric 1011

“E2 System VLAN "New'" Configuration
: Y
-3 Switch Ports
[:l Pornt-Based Port Mirroring VLANID (1-4053) 1002
-3 Layer 2 VLAN Name WLAN 1002
D 802.1x VLAN State enabled ||
D £DB Management Vlan State disabled[\']
o 43 Virtual LANS
PAda
P achise Ports Awvailable Ports in Vlan
. (3 Spanning Tree Groups
¢ [0 MSTP/RSTP/PVRET
© @ LLDP INT10 [a
. INT11
. [3 Failover INT12 =
[ . E it
¢ [3] Hot Links EXT1 “
. Adds> INT13

Trunk Groups Eig INT14
: Trunk Hash EXT6 |= S
| BLac E§§ EXT4
PVST+ campatiblity EXTY [v
¢ ] VLAM Auto STG Assignment

“[B MAC Address Natification : )
Private VLAN

~[2 RMON Menu

“E Layer 3

[:l QoS Tyvpe (Map | Status

=3 Access Control None |0 |disabled

~{3 CEE
Figure 10-83 VLAN “New” Configuration pane
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13.Enable tags and PVID on bridge ports (Figure 10-84):
a. On the Configure page, in the left navigation pane, select Switch Ports.
b. Select EXT3.
c. Inthe Switch Port EXT3 Configuration pane:

i. For VLAN Tagging, select Enabled.
ii. Scroll down, and click Submit.

iii. Click Apply.

iv. For PVID Tagging, select Enabled.
v. Scroll down, and click Submit.

vi. Click Apply.

d. Repeat steps b and c for EXT4.

Configure Statistics Dashboard NetWOI'king OS

Apply Save Revart Diff Dump Show Log Help Logout

1 IBM Metworking OS Virtual Fabric 10Gh

~@ System Switch Port EXT3 Configuration
-1 Switch Ports

~(1 Port-Based Port Mirroring Switch Port State Enabled |v]|
29 Layer 2 RMON Instrumentation Disabled [v|
© o3 8021k VLAN Tagzing Enabled [v|
. (1 FDB PVID Tazzing Enabled [v|
. {3 Virtual LANs STP Lintk Type Auto  [v]
- Scroll down and select submit

Figure 10-84 Switch Port Configuration pane

14.Remove the external ports from the other VLANSs. In the VLAN “New”
Configuration pane (Figure 10-83 on page 326):

a. For VLAN ID, enter 1002.

For VLAN Name, enter VLAN 1002.

For VLAN State, select Enabled.

For Management VLAN State, select Disabled.

In the Ports in VLAN list, select ports EXT3 and EXT4, and then click
Remove to move them to the Ports Available list.

f. Click Submit.
15.At the top of page, click Apply, and then click Save.

® oo o

Chapter 10. Usage scenarios 327



328

BNT switch configuration: The BNT switch on bay 7 accesses the bridge
module on bay 5 (internal ports BR5A, BR5B, BR5C, and BR5D). The BNT
switch on bay 9 accesses the bridge on bay 3 (internal ports BR3A, BR3B,
BR3C, and BR3D). Ensure that you have the correct association of BNT
switches to internal ports.

Configuring the QLogic Virtual Fabric Extension Module

To configure the QLogic Virtual Fabric Extension Module, see 6.4.5, “Configuring
the QLogic Virtual Extension Modules” on page 132.

Configuring IBM Storwize V7000

Now you create a logical driver and map a LUN on the IBM Storwize V7000
midrange storage. To perform the physical installation, configure the IP of the
management console, create a cluster, and define the IP of cluster management,
see the IBM Storwize® V7000 Product Manuals at:

https://www.ibm.com/support/docview.wss?uid=ssg157003318

After you configure the adapters and create a zone group, add the worldwide
name (WWN) storage port on the same zone to guarantee LUN access.
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To configure IBM Storwize V7000:
1. Log on to the cluster management IP.

2. On the left side of the IBM Storwize V7000 window (Figure 10-85), click the
Volumes icon (circled in the figure).

IBM Storwize Y7000 - Welcome, superuser Legal | Logout | Help

ITSO_w7000 > Home > Manage Device ¥

- @ 1I=0 vrooo ITSO_%7000
= & Enclosure 1

@ Drive Slots
+ Em Canisters

& ’ Power Supply Units

¢eme@had

System ID 00000Z00A0603973
Software ¥Yersion 6.2.0.4 {build 36.7.1111040000)
| Connectivity ] | ‘ I [0% T ] | | @ 0 Running Tasks =l

Figure 10-85 IBM Storwize V7000 window
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3. Select All Volumes — New Volume (Figure 10-86).

IBM Storwize V7000

‘Welcome, superuser Legal Logout Help

ITSO_v7000 > Volumes > All Volumes v

$3 New volume  i= Actions ¥ | |

Name Status Capacity Storage Pool i]1e] Host Mappings

Blade13 Online (@ 50.0GB mdiskgrpd 60050768028180E5CCO00D0000000000  Yes FE

Ceonehad

‘Showing 1 volume | Selecting 0 volumes

Figure 10-86 IBM Storwize V7000 window
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4.

In the New Volume pane (Figure 10-87), select the preset type. In this

example, we selected Thin Provision (the best choice). Then, select a pool.

In this example, we selected mdiskgrp0. The pane refreshes.

New Volume

Select a Preset

4 4 31 41

Generic Thin Provision Mirror Thin Mirror
Select a Pool
‘Name | Status 'Free Capacity | Capacity
mdiskgrpd Online (@ 9.5TB 95TE
Advanced... ﬁ Create PE Create and Map to Host Cancel |

Figure 10-87 Selecting the preset type in the New Volume pane

Chapter 10. Usage scenarios

331



5. In the Select Names and Sizes area (Figure 10-88), enter the name and size
of the volume. In this example, for Volume Name, we enter bladel4, and for

Size, we enter 100 GB. Then click Create.

New Volume

Select a Preset

4 1 4

Generic Thin Provision Mirror Thin Mirror
Select a Pool
Primary Pool: mdiskgrp0 | Edit |

Select Names and Sizes

Volume Mame Size
blade14 100 GB | - <p

Summary: 1 thin-provisioned volume, 100.0 GB virtual capacity, 2.0 GB real capacity, 9.5 TB
free in pool

|h Create | |DL|' Create and Map to Host | | Cancel |

|. Advanced... |

Figure 10-88 Entering the name and size in the New Volume pane

6. Click the Hosts icon ( ;IJE ).

7. From the Hosts menu, select all hosts, and then click New host.
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8. In the Create Host pane (Figure 10-89), select Fibre Channel Host for
FC/FCoE. The pane refreshes.

Create Host

Choose the Host Type

Fibre Channel Host ISCSI Host
Create a host object with WWPN ports. Create a host object with iSCSI ports.

H‘ﬂ Create Host Cancel

Figure 10-89 Create Host pane
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9. In the expanded Create Host pane (Figure 10-90):

a. Enter the name of host. In this example, we entered blade 14.

b. Click Rescan.
c. Choose the WWN.
d. Click Create Host.

Create Host

=2
A QT.
Fibre Channel Ports

10:00:00:00:c9:22:fc:01

Port Definitions

Advanced Settings

Host Name (optional):

blade 14

l::;l Add Port to List Rescan

I/0 Group Port Mask
| io_grp0 4 Port 1
7| io_grpl .4 Port 2
| io_grp2 4 Port 3
4 io_grp3 | Port 4
| v Advanced |

You have not added any WWFPNs yet.

Host Type
) Generic (default)
HP/UX
OpenVMS
TPGS

4 Create Host | | Cancel

Figure 10-90 Create Host pane

IBM BladeCenter Virtual Fabric Solutions




10.In the Volumes panel, select the volume that you created, which in this case is
Blade13. Then select Actions — Map to Host (Figure 10-91).

1BM Storwize ¥7000

ITSO_v7000 > Yolumes > All Volumes ¥

?3 Mew Volume = Actions ¥
il Map ta Hast I-‘-.‘._. e ———— .\--.-

U Al Hast: -

Bladets | @1Ynmep AR (3 500 GA mdiskarpo 00507680281 S0ESCCO0000000000000 e M
°9{—_'.'| View Mapped Hosts =

blade14 (3 100.0 GB maliskgrp0 600507660261 G0ESCCO0000000000001 s M)
17 Rename = -

BLADE14_1SC © (3 200 GA mdiskgrp0 600507650281 S0ESCCO0000000000002 e M
|5 Shrink
9 Expand

=¥ Migrate to Another Pool
@Expnrt to Irage Mode
# Delete

|3 volume Copy Actions

Properties

Figure 10-91 Selecting the Map to Host action

cechad

11.Select a host, and then click map volume.

Now that the operating system has access to the disk, you can create the
partitions and format the new driver.

Firmware for this configuration

For this configuration, use the following firmware versions:

» For AMM, use BPET62C.

» For BNT Virtual Fabric 10Gb Switch Module, use version 6.7.5.0 (BOOT and
0S).

» For HS22, choose from the following versions:

- BIOS 1.15
- IMM 1.30
— Virtual Fabric Adapter V3.703.397.3806
» For IBM Storwize V7000, use firmware version 6.2.0.4 of the IBM Storwize
V7000 Code.

Network device driver settings
Depending on your application, the device driver and system UEFI settings in the
following sections can enhance your application performance.
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Windows environment

Important: Complete the following steps on each Universal Converged

Network Adapters (UCNA) interface in the system. You must modify the

advanced driver properties for each Emulex UCNA interface listed in the
Device Manager.

In a Windows environment, configure the following settings:

1. Disable the TCP/IP offload engine (TOE) on all pNIC or vNIC interface
instances.

2. Disable receive-side scaling (RSS) on all pNIC or vNIC interface instances.

3. In the device manager, for each UCNA interface, right-click and select
Properties. On the Advanced tab:

a. Select the Interrupt Moderation option.

b. Enter the value 6 (for the lowest number of interrupts per second).
c. Select the RSS option, and then choose Disable.
d

. In the Protocol Offloads section, expand the IPv4 section, select TCP
Connection Offload, and then select Disable.

Linux environment

In Red Hat Enterprise Linux 6 (RHEL6) and SLES 11, disable RSS on all UCNA
interfaces by using the multi_rxq option during driver loading:

# modprobe -r be2net && modprobe beZnet multi_rxq=0
Tip: You can automate this step each time you boot by adding the following
line to the /etc/modprobe. conf file:

options be2net multi_rxq=0

In all supported Linux releases, adjust the interrupt moderation value on all
UCNA interfaces by using the ethtool command:

# ethtool -C interface_name adaptive-rx off rx-usecs 96

Where interface_name matches with the ethX name that is assigned by the OS
(such as eth2, eth3, and eth4).

Tip: Repeat this ethtool command for each UCNA interface in the system.
You can automate running this command during each boot by adding the
ethtool command to the /etc/rc.d/rc.local file. This script runs after all
other init scripts are run as part of the system boot process.
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UEFI settings

From the main UEFI menu, set Operating Mode to Max Performance. By
selecting this mode, you ensure that memory and QPI are set to use the full
performance capability of the installed processors and memory.

References
For more information, see the following references:

»

Brocade FCoE Switch Module for IBM BladeCenter Installation and User’s
Guide

http://download2.boulder.ibm.com/sar/CMA/XSA/015bu/0/
Brocade CEE_Switch_Module_for_IBM_BladeCenter_Installation_and_Users

_Guide_60Y1582.pdf

Emulex OneConnect Virtual Fabric Adapters (CFFh) for IBM BladeCenter
Release Notes for OneConnect SW Version 5.1.42

http://www.emulex.com/fileadmin/files/downloads/hardware/ocel0102/
ibm/oneconnect_release_notes.pdf

10.3.5 Configuring Switch Independent Mode: Emulex Virtual Fabric
Adapter Il, BNT, and IBM Storwize V7000 or iSCSI

This section explains how to configure Switch Independent Mode for iSCSI
storage by using Emulex Virtual Fabric Adapter II, the BNT Virtual Fabric 10Gb
Switch Module, and IBM Storwize V7000.

Disabling Virtual Fabric Adapter vNIC Il on the UEFI utility
To disable Virtual Fabric Adapter vNIC Il

1.
2.
3.

Turn on the system.
When prompted, press F1 to enter the UEFI setup.

In the System Configuration and Boot Management panel (Figure 10-3 on
page 244), select System Settings.
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4. In the System Settings panel (Figure 10-92), select Network.

System Settings

Processors Select this option to
Memory see all the Network
Devices and I/0 Ports Device options.

Pouer

Operating Modes

Legacy Support

Integrated Management Module

System Security

Adapters and UEFI Drivers

Emulex iSCSI EFI Configuration Utility

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit

Figure 10-92 System Settings panel
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5. In the Network panel (Figure 10-93), select a port on the Emulex adapter.

Netuork
Global Network Settings Select this option to
Network Boot Configuration see all the Network
iSC3I Configuration Device options.
Network Device List PCI Function Address:

MAC:00:00:C9:E3:62:F0 Slot 2 PFA 21:0:0 Bus 21:Dev O:Func 5
MAC:00:00:C9:E3:62:F4 Slot 2 PFA 21:0:1
MAC:5C:F3:FC:20:78:74 Onboard PFA 1
MAC:5C:F3:FC:20:78:76 Onboard PFA 1

6:0:0
6:0:1

Tl=Hove Highlight <Enter>=3elect Entry Esc=Exit

Figure 10-93 Network panel
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6. Enable the port (Figure 10-94).

MAC:00:00:C9:E3:62:F0 Slot 2 PFA 21:0:0

Emulex 106 MIC: Port O Function 0 -
00:00:C9:E3:62:F0
TPv4 Network Configuration

Enter to Configure
Enulex NICs

ck inside: center of viewable video to control the blade's mouse and send keystrokes |

T1=Hove Highlight <Enter>=Select Entry Esc=Exit

Figure 10-94 Emulex 10G NIC port
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7. In the Emulex NIC Selection panel (Figure 10-95), for Mode, select Switch
Independent Mode.
Emulex NIC Selection

Emulex0Cn11102-I-X iSCSI/FCoE Virtual Fabric Switch Configuration
Adapter
Firmware Version : 4.0.1061.0
Bus:Device:Function : 15:0:0
Link Speed
Advanced Mode .
Multichannel Switch Independent Mode

Switch Configuration

IBM Virtual Fabric Mode

Mode
Multichannel Configuration
Emulex Flash Update Utility
Port Identification
Erase Configuration
+* =Move Highlight <Enter>=Complete Entry <ESC>=Exit Entry

Figure 10-95 Emulex NIC Selection panel

8.

Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings, and then exit the UEFI utility.

After the installation is complete, add the device drivers as explained in the
following section.

Installing the Windows 2008 drivers and management software
Next, you install the device drivers and management software.

Installing the device drivers
To install the device drivers:

1.

Download the device driver from the Emulex website at:
http://www.emulex.com/downloads/ibm/vfa-software-kits.html

Download the NIC drivers for network and ISCSI device drivers and for
Emulex OneCommand Manager.
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In this example, we downloaded the following NIC and iSCSI device drivers:

— elxdrvr-nic-2.103.389.0-1
— elxdrvr-nic-teaming-2.0.3-4
— elxdrvr-iscsi-2.103.386.0-1

In addition, we downloaded Emulex OneCommand Manager driver
elxocm-windows-x86-5.1.42.4-1 (32-bit).

. Run the elxdrvr-nic-2.103.389.0-1 NIC device driver. Then click Next.

Latest version: At the time this book was written, we used Emulex
OneCommand Manager versions elxdrvr-iscsi-2.103.386.0-1 and
elxdrvr-fc-fcoe-V3.703.397.3806. Always obtain the latest version for
your configuration.

. If you are planning to use boot from SAN or to create a Windows PE disk
image, select Unpack All Drivers (Figure 10-96). For our example, we did
not select Unpack All Drivers. Then click Install.

=¢* Emulex NIC Driver kit 2.103.389.0-1 X|
Installation options
These options determine how the application will be installed.

Bl Emulex Drivers & Applications

----- ] Perform Installation of Drivers £

Unpacks all driver files to the current user's
Documents folder. Use this option if yvou need
to perform Boot from SAM or provision &
Windows PE disk image.

Most users do not need to select this option.

Feature size: OKB
Install size: 2,505 KB
Remove size: OKB
1| | _'I Disk space: 277,798,932KB

Installation folder:

I C:\Users\Administrator \Documents \Emulex Browse. ., |
Tarma® Installer
< Back I Install I Cancel |

Figure 10-96 Installation options window

4. Click Finish. The AutoPilot Installer starts.
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5. In the Emulex iSCSI Driver kit window (Figure 10-97), click Next.

Emulex iSCSI Driver kit 2.102.386.0-1

Publisher: Emulex
Web site: hittp -/ Emulesc.com
Email address: tech support @Emulex com

Tarma Installer will install or upgrade Emulex iSCSI Driver kit
2.103.386.0-1 on your computer.

Click Mext to continue.,

Copyright & 2003-2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

Bac i Next = i [ Cancel

Figure 10-97 FC and FCoE Driver window

6. Click Finish to complete the installation.

If you are using the iSCSI driver elxdrvr-iscsi-2.103.386.0-1 file, repeat step 2
on page 342 through step 6. For redundant network purposes, also install the
teaming driver e1xdrvr-nic-teaming-2.0.3-4 file.
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Installing the Emulex OneCommand Manager
To install the Emulex OneCommand Manager:

1. Run the elxocm-windows-x86-5.1.42.4-1 (32 bit) file.
2. In the Emulex OCManager Enterprise window (Figure 10-98), click Next.

Emulex OCManager Enterprise 5.1.42.4-1 x|

Emulex OCManager Enterprise 5.1.42.4-1

Publisher: Emulex
Web site: bt/ Aanara emulex . com
Email address: Technical Support @emulex.com

T&na Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Mext to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

About... | < Back I Mext = I Cancel

Figure 10-98 Emulex OCManager Enterprise window
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3.

In the Installation options window (Figure 10-99), click Install to accept the

default options.

Emulex OCManager Enterprise 5.1.42.4-1

Installation options

These options determine how the application will be installed.

x|
0.
X

+&#] Emulex OCManager Enterprise-x86
[ Emulex OCManager Enterprise-x54
Supporting Features

l ]

This installs Emulex OCManager
Enterprise-32bit

Feature size: 121,810 KB
Install size: 121,810 KB
Remave size: O KB
Disk space: 277,744,324 KB

Installation folder:

I C:'\Program Files

Brawise. .. |

TatmatE Imstaller

< Back I Install I

Cancel |

Figure 10-99 Installation options window
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4. In the OneCommand Manager Management Mode window (Figure 10-100),
select one of the following modes of operation:

— Strictly Local Management (only management of the local adapters)

— Local Management Plus (only management of the local adapters but
allows management from other hosts)

— Full Management (management of local and remote hosts and allows
management from other hosts)

In this example, we selected Full Management.
Click OK.

OneCommand™ Manager Management Mode

OneCommand ™ Manager can run in different modes on this host, Select the mode
you would like to run the application on this host and press OK to set the mode.

= Strictly Local Management
Only manage the adapters on this host, Management of adapters on
this host from other hosts is not allowed.

" Local Management Plus {remote access from other hosts)
Only manage the adapters on this host. Management of adapters on
this host from other hosts is allowed.

* Full Management
Manage the adapters on this host and other hosts that allow it.
Management of the adapters on this host from another host is
allowed,

™ Read-only operation (no sensitive operations allowed)

™ Allow users to change mangement mode from application

.

Updating the Virtual Fabric Adapter firmware

Figure 10-100 OneCommand Manager window

Important: You must update the firmware to its latest release level.

To update the Virtual Fabric Adapter firmware:
1. Download Virtual Fabric Adapter file from the Emulex website at:
http://www.emulex.com/downloads/ibm/vfa-software-kits.html

2. Open the OneCommand Manager application.
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3. In the Emulex OCManager Enterprise window (Figure 10-101), click Next.

Emulex OCManager Enterprise 5.1.42.4-1 x|

Emulex OCManager Enterprise 5.1.42.4-1

Publisher: Emulex
Web site: bt/ Aanara emulex . com
Email address: Technical Support @emulex.com

T&na Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Mext to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

About... | < Back I Mext = I Cancel

Figure 10-101 Emulex OCManager Enterprise 5.1.42.4-1 window

4. After OneCommand Manager discovers the hosts and adapters, if you see
the ports on the Discover Information tab in the OneCommand Manager
window (Figure 10-102), click the adapter that you want update. For this
example, we click OneConnectOCe11100.

OneCommand(TM) Manager =10] x|
File View Port Discovery Batch Help

2 [ [le]em] |

222 Hosts Discovery Information |
El-hd WIN-APG22BVUIUT
=} OneConnect OCe11100 Numiber of Hosts: 1
El-23 Port 0
M 00-00-C9-E3-62-F0
M 00-00-Co-E3-62F2 Number of Fabrics: 0
M 00-00-C3E362F3
Cl: i Poct 1 Number of Adapters: 1

NIC 00-00-C9-E3-62F4
M 00-00-Co-E3-62-F6
i NIC 00-00-Co-E3-62F7 Number of Physical Ports: 2

Figure 10-102 OneCommand Manager window

5. From the menu bar, select Batch — Download Firmware.
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6. Select the firmware file:

a. In the OneCommand Manager Batch Firmware Download window
(Figure 10-71), click Browse.

b. Inthe Firmware File Selection window (Figure 10-103), select the xxx.UFI

update file. For this example, we selected the 733973806 . UFI file. Click
OK.

Fi File Selection

Firmware File: | Browse... |

File v

anstGmdeecﬁm |

 Frmare resectn =
Lookin: | | t33373806 x| 2 oE

File name: {T33873806.UFT oK |

Files of type: IFrmware Image Files (*.dwc, *.al, *.prg, *.awc, *.bwc, *.fuc, *.ufi LI Cancel |

Figure 10-103 Firmware File Selection window
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c. Back in the OneCommand Manager Batch Firmware Download window
(Figure 10-104), next to the box where the adapters are selected, click
Start Download.

OneCommand™ Manager Batch Firmware Download

Firmware File Selection

Firmware File: Imare\emulex\tﬂgmﬂﬁ\mmﬁ.uﬂ Browse... |
Supported Models:  |OneConnect OCe11100

—Host Group Selection

[~ show Host Groups Host Group: |All A

Select the adapters that are to be downloaded, then press 'Start Download'.
B 4 Hosts
E-E & WIN-8PG2ZBVUILT

(-EA F8 OneConnect OCe11100

Sh’ﬂw |
Reset Display |
Save Log File... |

_ owe |

Figure 10-104 OneCommand Manager Batch Firmware Download window

Do not restart or turn off the system until the process is finished.
7. When prompted to restart the system, click OK.
8. Check whether the update finished successfully.

Chapter 10. Usage scenarios 349



350

9. Again in the OneCommand Manager Batch Firmware Download window

(Figure 10-105), click Close.

OneCommand™ Manager Batch Firmware Download

Firmware File: |1ware‘(a|ﬂiex\t1ﬁ§?3‘505\Tﬁ?3805.Lﬂ Browse... |
Supported Models:  [OneConnect OCe11100

~Host Group Selection

[~ Show Host Groups Host Group: IAI v|

Select the adapters that are to be downloaded, then press "Start Download'.
(K2 £l Hosts
B/ 8 WIN-APGZ2BVUIUT

&+ B8 OneConnect OCe11100

Status

Start Download |

Reset Display

Save Log File... |

Batch operation initialization completed

Starting download of adapter 00-00-C9-E3-62-F0 on host WIN-APGZ2BVUIUT
Download of adapter 00-00-C9-E3-62-F0 on host WIN-APG22BVUIUT completed
Batch operation completed

Figure 10-105 OneCommand Manager Batch Firmware Download window

10.Restart your system.
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Configuring ports operation mode
To install the device driver:

1. Open the OneCommand Manager application.

After OneCommand Manager discovers the hosts and adapters, the ports
might be displayed as unavailable as shown in Figure 10-106.

2. In the left pane, click the adapter.

[ OneCommanei(1) iamser 5 E— il

File View Port Discovery Batch Help

1 [ Ml o] ] [ <]

+'1 Hosts Discovery Information |
-l WIN-APGZZBVUILT
=) [# OneConnect OCe 11100 e e 3
-2 Port D
- LM 00-00-Co-E3-62F0
M- 00-00-Co-E3-62F2 Number of Fabrics: 0
M 00-00-C9E3-62F3
oL Number of Adapters: 1
M 00-00-Co-E3-62F4
M- 00-00-C3-E3-62F6
+Ni 00-00-coE3-62F7 Number of Physical Ports: 2

Figure 10-106 OneCommand Manager windows
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3. On the Adapter Information tab (Figure 10-107), in the Personality area,
under After Reboot, choose the disk connection type iSCSI, and then click

Apply.

File View Port Discovery Batch Help

[ [ (=[] fE ] <]

i3 Hosts
=] ! WIN-APGZ2BVUIUT
[} | OCm11102-1X
(-3 Port 0
| B 00-00-CIE3-62FL

-2 Port 1
+-M 00-00-C9-E3-62F4

-4 00-00-CO-E3-62F5

0 ign. 1990-07.com.emule:

H- S ign. 1990-07.com.emule;

Adapter Information |F.-.....,e|

Model : OCm11102-1-X
Serial Number : 11590Y3568Y250HY 18HO2A
Active Firmware Version : 4.0.1061.0
Firmware State: Working
BIOS Version : 4.0.1061.0
Boot Code Version: 2.0.25.768
HW Version: E4A2
¥ Features
Install Feature Licenses...
Apply

Figure 10-107 OneCommand Manager

4. When prompted to restart your system (Figure 10-108), click OK.

352

HW Version:

ity
Current:

Boot Code Version: Change Adapter Personality 5'

I/_\I The personality has been changed. A system reboot is required
¥ to run with the new personality.

iSCSI

Figure 10-108 Change Adapter Personality dialog box
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5. Back in the OneCommand Manager window (Figure 10-109):

a. Select the port to configure.
b. Select iSCSI Initiator.

c. On the iSCSI Port Info tab, click Modify.
d

. In the Modify TCP/IP Configuration window (inset in Figure 10-109), enter
the VLAN and IP address configuration. Click OK.

L,'i Hosts
- WIN-EQ924IXNLZY
[} OCm111024-X
(-2 Port 0
M 00-00-co-E3-63-40
. B8y 00-00-CI-E3-63-41
‘.8 ign.2011-11.emulex.ibm
= Port 1
M 00-00-Co-E3-63-44

=i 00-00-C9-E3-63-45
- FH ign.2011-11.emulex.ibm

4 | B

ISCSI Port Info | iSCSI PCI Registers | iSCST SNS |

Driver Name: beJiscsi.sys LDTO: 20
Driver Version: 2.103.386.0 Max MTU: 8342
MAC Address: 00-00-CS-E3-63-45 Default ETO: S0
Perm MAC Address: 00-00-CS-E3-63-45 Max CDE Length: 16
Device ID: 712 SubSys Device ID: e750
Vendor ID: 19a2 SubSys Vendor ID: 10df
PCI Function: 3
~TCP/IP Info

ll No

4 Modify TCP/IP Configuration

rNe
L' b addn
P [~ DHCP Enabled
IP Address: IlU.U.U.G
— Subnet Mask: IZEE.U.U.U
Gateway Address: |10.0.0.1

Figure 10-109 Modify TCP/IP Configuration window
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e. In left pane, select the iISCSI port (Figure 10-110).

f.  On the iSCSI Initiator Login Options tab, enter the initiator name and
alias. Then click Apply Changes.

t,'i Hosts
- WIN-EQ924IXNLZY

[} OCm111024-X
-3 Port 0
My 00-00-C9-E3-63-40
. B8y 00-00-CI-E3-63-41
‘.78 ign.2011-11.emulex.ibm
= Port 1

My 00-00-Co-E3-63-44

=45 00-00-C9-E3-63-45

.20 [gn.2011-11.emulex.ibm

iSCSI Statistics i5CS] Initiator Login Options | i5CSI Target Discovery

-i5CSI Names (apply to all ports on this adapter)

Initiator iSCSI Name: qun.Zﬂll—ll.emuIex.ibm.com

Initiator Alias: |blade 14

~Initiator Login Options

ImmediateData: IYes - I

DataDigest:

None

None

Authentication Method: INone - I

Target CHAP Name: |

Target Secret: I

Initiator CHAP Name: I

Initiator Secret: |

View Default Login Options... |

Apply Changes

Figure 10-110 iSCSI Initiator Login Options window
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g. On iSCSI Target Discovery tab (Figure 10-111), click Add Portal.

h. Inthe Add Target Portal window (inset in Figure 10-111), enter the IP

address of the storage iSCSI. Leave the default port as 3260. Click OK.

t,'i Hosts
-l WIN-EO924IXNLZV
(=% OCm11102-1-X
-2 Port 0
M 00-00-C9-E3-63-490
i 00-00-C9-E3-63-41
: ‘. 0 ign.2011-11.emulex.ibm
[l Port 1
My 00-00-Co-E363-44
-8 00-00-C3-E3-63-45
‘.. E8 ign.2011-11.emulex.ibm

ISCS1 Statistics | iSCSI Initiator Login Options 1SCSI Target Discovery |

Target Portals

IP Address I Port Number
Add Portal... | Remove Portzl |
Add Target Portal x|
Enter the IP Address and TCP port number below and didk "OK” to add.
Server Address: J10.0.0.10 Port: [3260
Target Sessions. .. Remove Target |

Figure 10-111 Add Target Portal window

6. Inthe window that shows the message, “Success adding send target portal
appear,” click OK.
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The Targets section of the iISCSI Target Discovery tab now shows the iSCSI
target (Figure 10-112).

7. Click Target Login.

iSCSI Slalislic;l iSCSI Initiator Login Options  iSCSI Target Discovery

~Target Portals
IP Address Part Number
10.0.0.10 3260
Add Portal... Remove Portzl
~Targets:

iSCSI Name Alias Status

Unconnected

Target Login... | Manually Add Target... | Refresh Targets

Target Sessions... | Remove Target |

Figure 10-112 iSCSI Target Discovery window
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8.

In the Target Login window (Figure 10-113), in the Target Name field, confirm
that the name is the same name for iISCSI storage IBM Storwize V7000. Click

OK.

Target Login

Target Name: Im.JSG&-OS.mm.ixn:2145.itsov?000.v?00

Warning: Multiple logins to the same iSCSI target from a host machine result
in multiple devices presented to the 0S5. In such cases, multi-pathing software
should be installed to avoid device contention problems.

AdvancedLogin Options... |

Figure 10-113 Target Login window

The target is displayed with status Connected (Figure 10-114).

Targets

iSCSI Name Alias Status

ign. 1986-03.com.ibm: 2145.itsow7000. w700 w7000_a

Manually Add Target... | Refresh Targets

Target Sessions... | Remove Target |

Figure 10-114 Targets window
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Configuring the BNT switch
To configure the BNT switch module:

1. Log on the BNT switch by using AMM or use a web browser. Enter the default
user ID (admin) and password (admin).

2. Enable CEE global ports (Figure 10-115):

a. Select Configure.

b. In the left navigation pane, expand CEE, and select General.
c. Inthe CEE Configuration pane, set Global CEE On/Off to On.
d. Click Submit.

Configure  Statistics Dashboard Net\NorkingOS

Apply Save Revert Diff Dump Show Log Help  Logout

&3 1BM Metworking OS Virtual Fabric 10Gb

~[ System CEE Configuration
=3 Switch Ports
~[3 Port-Based Port Mirroring |G1°balmm'f0&:| On [v”
l:l Layer 2

~[2 RMON Menu
l:l Layer 3

~[0 QoS

~[3 Access Control
~E3 CEE

. [ DCBX

~ "BIETS

- "B PFC

C B General
~{ FCOE

“1 Virtualization

’ Submit ] ’ Reset ]

Figure 10-115 CEE Configuration pane

3. Click Apply, and then click Save.
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4. Create a VLAN, and add INT1 - 14 ports and any external ports to which you
plan to connect storage (Figure 10-116):

a. In the left navigation pane, expand Layer 2 — Virtual LANs, and select
Add VLAN.

b. Inthe VLAN “New” Configuration pane on the right side:

i. For VLAN ID, enter 1002.

ii. For VLAN Name, enter VLAN 1002.

iii. For VLAN State, select enabled.

iv. For Management VLAN State, select disabled.

v. Under Ports Available, select ports INT1 - INT14 and EXT4, and click
Add to move them to the Ports in VLAN list.

Configure Statistics Dashboard Net\NOrking OS

Apply Save Revert Diff Dump Show Log Help  Logout

3 |BM MNetworking OS Virtual Fabric 1011

-2 System i ew" Configuration
_ y VLAN "New'" Configurat
-3 Switch Ports
(11 Port-Based Port Wirroring VLANID (1 - 4093) 1002
-3 Layer 2 VLAN Name WLAN 1002
D 802.1x VLAN State enabled ||
D (] Management Vlan State disabled[\']
o 43 Virtual LANS
L baada
. Add VLAN Ports Awvailable Ports in Vlan
. (3 Spanning Tree Groups
¢ [0 MSTP/RSTP/PVRET
© @ LLDP INT10 [a
n INT11
. [3 Failover INT12 =
[ . E it
. [ Hot Links EXT1 °
P Addz> INT13

Trunk Groups Eig INT 14
: Trunk Hash EXT6 |= EKT’S
 Buace E§§ EXT4
PVST+ campatiblity EXTY [v
¢ ] VLAM Auto STG Assignment

B MAC Address Motification : )
Private VLAN

~[2 RMON Menu

“E Layer 3

[:l QoS Tyvpe (Map | Status

=3 Access Control None |0 |disabled

~{3 CEE
Figure 10-116 VLAN “New” Configuration pane
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5. Disable the tags and PVID on the external ports:
a. On the Configure page, in the left navigation pane, select Switch Ports.
b. Select the external ports (EXT1 - 11).
c. Inthe Switch Port EXT3 Configuration pane:

i. For VLAN Tagging, select Disabled.
ii. For PVID Tagging, select Disabled.
iii. Scroll down, and click Submit.

iv. Click Apply.

6. Click Save at the top of window.

Port TAGs: In this configuration, Port TAGs are supported according to the
network topology only to direct connections between the network switch and
the IBM Storwize V7000. However, storage does not work with TAGS.

Configuring IBM Storwize V7000 for iSCSI

Now you create a logical driver and map a LUN on IBM Storwize V7000
midrange storage.

Now you create a logical driver and map a LUN on the IBM Storwize V7000
midrange storage. To perform the physical installation, configure the IP of the
management console, create a cluster, and define the IP of cluster management,
see the IBM Storwize V7000 Product Manuals at:

https://www.ibm.com/support/docview.wss?uid=ssg157003318

After you configure the adapters and create a zone group, add the WWN storage
port on the same zone to guarantee LUN access.
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To configure IBM Storwize V7000 for iSCSI:
1. Log on to the cluster management IP.

2. From the Configuration menu, select Network — iSCSI (Figure 10-117).

IBM Storwize ¥7000 = Welcome, superuser Legal | Logout | Help

ITSO_v7000 > Configuration > MNetwork ¥

RAC
'{ j Management IP Ethernet Ports
- Addresses Click on each port to add iISCSI configuration,

o

Service IP Addresses

- iSGSI

had
G

]

7
»al;-.. Fibre Channel
iSCSI Aaliases {optional)

Mode Canister Name iSCSI Alias iSCSI Name (IQN)

ign. 1986-
03 .com. ibm:2145. it=so0v7000. nodel

an b= £

nodel w7000_a

ign. 1986-

[lode? RI000ED 03 .com. ibm:2145, itsov?000. node2

'r‘é‘ }4,

Figure 10-117 Ethernet Ports window
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3. Under Ethernet Ports, choose the ports that you want to use for iISCSI
connections:

a. For each port, enter the IP address, subnet mask, and gateway
(Figure 10-118). Then click OK.

i

Management IP Ethernet Ports

Addresses Click on each port to add iSCSI configuration,

Service IP Addresses

iSCSI

(6 @@

Node 1 (nodel), Port 2

-a!‘_.. Fibre Channel

IP Address 10.0.0.10

Subnet Mask 255.0.0.0 5 iSCSI Name {IQN)
Gateway 10.0.0.1 ign.1956-
03.com. ibm:2145. itsov?000. node 1
Show IPvE B4 o ign.1956-
03.com. ibm:2145. itsov7000. nodez
T

Figure 10-118 Node 1

b. Define the Canister Names and iSCSI Alias (see Figure 10-117 on
page 361).

c. Copy the iSCSI qualified name (IQN) for future configurations.
d. Apply the changes.

4. From the Volumes menu, select All Volumes — New Volume
(Figure 10-119).

'LegaE ] Luqaut lHelp

ITSO_v7000 > Volumes > All Volumes ¥

I $3 New Volume  i= Actions = 2,

Status

Blade13 Oniine (@ 50.0GB mdiskgrpd 180E5CC Yes )

Figure 10-119 IBM Storwize V7000 window
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5. In the New Volume panel (Figure 10-120), select Thin Provision as the
preset type, and then select a pool. For this example, the pool is mdiskgrp0.
The panel refreshes to show more detail.

New Volume

Select a Preset

4 4 31 41

Generic Thin Provision Mirror Thin Mirror
Select a Pool
a
Name Status Free Capacity | Capacity
maiskgrpo Oniline [@ 95TB 9578

Advanced... ﬁ Create FE Create and Map to Host

Figure 10-120 New Volume panel
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6. Enter the name and size of the volume. For this example, Volume Name is
bladel4, and the size is 100 GB. Then click Create (Figure 10-121).

New Volume

Select a Preset

4|4 41

Generic Thin Provision Mirror Thin Mirror

Select a Pool
Primary Pool: mdiskgrp0 | Edit |

Select Names and Sizes
Valume Name Size

blade14 100 GB | « <p

Summary: 1 thin-provisioned volume, 100.0 GB virtual capacity, 2.0 GB real capacity, 9.5 TB
free in pool

|. Advanced... | |h Create | |DL|' Create and Map to Host | | Cancel |

Figure 10-121 Selecting the names and sizes in the New Volume panel

From the Hosts menu, select All Hosts, and then click New Host.

In the Create Host panel (Figure 10-122), select ISCSI Host as the
connection. The panel refreshes to show more information.

Create Host

Choose the Host Type

T~

Fibre Channel Host ISCSI Host
Create a host object with WWPN ports. Create a host object with iSC5I ports.

{ﬂ Create Host | Cancel

Figure 10-122 Choosing the host type in the Create Host panel
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9.

In the Host name field, enter the IQN that you defined on the host
configuration. For this example, we used BLADE14 ISCSI (Figure 10-123).
Click Create Host.

Create Host

Host Name {optional): BLADE14_ISCSI

iSCSI Ports

[ | @ Add Port ta List

Port Definitions
ign.2001-11.erulex.ibri.com ®

Use CHAP authentication {all ports)

Advanced Settings

1f0 Group Port Mask Host Type
.4 io_qgrp0 o Portd Generic (defaut)
4 io_grpl . Port 2 HP/U
| a_grpz | Port 3 OpenyMs
.4 io_grp3 = Port 4 TPGS

 Advanced 94| Create Host || Cancel

Figure 10-123 Create Host window
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10.From the Volumes menu (Figure 10-124), select the volume that you created,
and click Actions — Map to Host.

1BM Storwize Y7000

ITSO_v7000 > Volumes > All Yolumes =

?3 New Volume (= Actions ¥
.l
e ] Map to Host - = T —— o

U Al Host =
“H unmap 95 (@) 500 GA mdiskerpd £O0S076E0281 B0ESCCONO00N00000000 e M

Blade13
2 Wiew Mapped Hosts _ )
* bladet4 @ 1000 GB meiskgrpl BO0507E50281 B0ESCCO0000000000001 Yes m
T Rename =
BLADE14 15C [ 20038 maiskgrpo BO0307650281 80ESCCO0000000000002  Yes Dn
L‘.! [ g5 Shrink
‘9 Expand
@ 5S¢ Migrate to Another Pool

@ Export to Image Mode

i‘%] # Delete

[E Wolume Copy Actions  »

£ Properties

Figure 10-124 Map to Host window

11.Select a host on drop box. For this example, we select BLADE14_ISCSI.
Then click Map Volume.

Your operating system now has access to the disk.

Firmware for this configuration
For this configuration, use the following firmware versions:

» For AMM, use BPET62C.

» For BNT Virtual Fabric 10Gb Switch Module, use version 6.7.5.0 (BOOT and
0S).
» For HS22, choose from the following versions:

— BIOS 1.15
- IMM 1.30
— Virtual Fabric Adapter V3.703.397.3806

» For IBM Storwize V7000, use firmware version 6.2.0.4 of the IBM Storwize
V7000 Code.

» For Emulex, see OneConnect Virtual Fabric Adapters (CFFh) for IBM
BladeCenter Release Notes for OneConnect SW Version 5.1.42 at:

http://www.emulex.com/fileadmin/files/downloads/hardware/ocel0102/
ibm/oneconnect_release notes.pdf
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10.4 Scenario 3: Brocade Converged Switch
configuration

This section explains how to configure Switch Independent Mode by using
Emulex Virtual Fabric Adapter Il, Brocade Converged Switch Module, and the
IBM Storwize V7000.

10.4.1 Enabling the Virtual Fabric Adapter Switch Independent Mode
function on UEFI

To enable the Virtual Fabric Adapter for Switch Independent Mode:
1. Turn on the system.
2. When prompted, press F1 to enter the UEFI setup.

3. In the System Configuration and Boot Management panel (Figure 10-3 on
page 244) of the UEFI utility, select System Settings.

4. In the System Settings panel, select Network.

5. In the Network panel, select a port on the Emulex adapter on which the vNIC
will be enabled.

6. Change to Switch Independent Mode.
7. Select Save and press Enter.

8. Back in the System Configuration and Boot Management panel (Figure 10-3
on page 244), save your settings before exiting the UEFI utility.

9. Restart your system.

10.4.2 Installing the Windows 2008 drivers

To install the device drivers:
1. Download device driver from Emulex website at:
http://www.emulex.com/downloads/ibm/vfa-software-kits.html

2. Download NIC drivers for network and ISCSI/FCoE device drivers, in addition
to Emulex OneCommand Manager.

3. Run the elxdrvr-nic-X.XXX. XXX file.
4. In the window that opens, click Next.

5. If you plan to use boot from SAN or to create a Windows PE disk image,
select Unpack All Drivers. Click Install.
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6. Click Finish. The AutoPilot Installer starts.

7. Click Next.

8. Click Finish to complete the installation.

Now repeat step 3 on page 367 through step 8 for the next driver. For iSCSI, use

the elxdrvr-iscsi-X.XXX. XXX file. For FcoE, use the
elxdrvr-fc-fcoe-X. XXX. XXX file.

For network redundancy, also install the teaming driver
elxdrvr-nic-teaming-X.XXX. XXX file.

10.4.3 Installing Emulex OneCommand Manager

To install the Emulex OneCommand Manager:
1. Download and run the eTxocm-windows-x86-X.X. XX. X-X file.
2. In the Emulex OCManager Enterprise window (Figure 10-125), click Next.

Emulex OCManager Enterprise 5.1.42.4-1 x|

Publisher: Emulex
Web site:
Email address: Technical Support @emulex.com

T&na Installer will install or upgrade Emulex OCManager
Enterprise on your computer.

Click Mext to continue.

Copyright & 2007 - 2010 Emulex. All rights reserved.

This program is protected by copyright law and international
treaties. Unauthorized reproduction or distribution of this
program, or any portion of it, is a violation of applicable laws.

About... | < Back I Mext = I Cancel

Figure 10-125 Emulex OCManager Enterprise 5.1.42.4-1 window
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3.

In the Installation options window (Figure 10-126), to Install to accept the

default options.

Emulex OCManager Enterprise 5.1.42.4-1

Installation options

These options determine how the application will be installed.

x|
0.
X

+&#] Emulex OCManager Enterprise-x86
[ Emulex OCManager Enterprise-x54
Supporting Features

l ]

This installs Emulex OCManager
Enterprise-32bit

Feature size: 121,810 KB
Install size: 121,810 KB
Remave size: O KB
Disk space: 277,744,324 KB

Installation folder:

I C:'\Program Files

Brawise. .. |

TatmatE Imstaller

< Back I Install I

Cancel |

Figure 10-126 Installation options window
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4. When prompted, select one of the following modes operations (see
Figure 10-127):

— Strictly Local Management (only management of local adapters)

— Local Management Plus (only management of local adapters but allows
management from other hosts)

— Full management (management of local and remote hosts; allows
management from others hosts)

In this example, we select Full management. Then click OK.

OneCommand ™ Manager can run in different modes on this host, Select the mode
you would like to run the application on this host and press OK to set the mode.

= Strictly Local Management

Only manage the adapters on this host, Management of adapters on
this host from other hosts is not allowed.

" Local Management Plus {remote access from other hosts)
Only manage the adapters on this host. Management of adapters on
this host from other hosts is allowed.

* Full Management
Manage the adapters on this host and other hosts that allow it.
Management of the adapters on this host from another host is
allowed,

™ Read-only operation (no sensitive operations allowed)

™ Allow users to change mangement mode from application

.

Figure 10-127 OneCommand Manager

10.4.4 Updating the Virtual Fabric Adapter firmware

To download and configure the Virtual Fabric Adapter firmware:

1. Download the file from the Emulex support site at:
http://www.emulex.com/downloads/ibm/vfa-software-kits.html

2. Open the OneCommand Manager application.

After OneCommand Manager discovers the hosts and adapters, the ports
might be displayed.
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3. Click the adapter that you want update (Figure 10-128).

|_onecommand(r)Hanager i ~1ol]

Fle View Port Discovery Batch Help

[ [ [Sle[em] fB] ] =]

44 Hosts Discovery Information I
-l WIN-APG22BVUIUT
=)@ OneConnect 0Ce 11100 el s 0
El =) Port 0
M oo-00-caE36ZFO
M oo-00-coE362F2 Number of Fabrics: 0
M o0-00-coE3-62F3
Pt ¢ Number of Adapters: 1
M o0-00-CoE3-62F4
- M 00-00-C3-E362-F6
.M 00-00-Co-E3-62-F7 Number of Physical Ports: =

Figure 10-128 OneCommand Manager - Discovery Information

4. Select Batch —» Download Firmware.
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5. Select the firmware file:

a. In the OneCommand Manager Batch Firmware Download window
(Figure 10-129), click Browse.

b. Inthe Firmware File Selection window (Figure 10-129), select the xxx.UFI
update file. For this example, we selected the 733973806 . UFI file. Click

OK.

OneCommand™ Manager Batch Firmware Download []
Browse... |

File Vv |—Hnst{}mp;xi:uiuu | |
x

Lookin: | | 33973806 I 2 EE

File name: |T33973806.UFT oK | e

Files of type: Ianware Image Files (*.dwc, *.al, *.prg, *.awc, *bwc, *.fnc, *.ufi j Cancel |

jse F o |
itall Feature Licenses... |

'<| | i

|
Figure 10-129 Firmware File Section window
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c. Back in the OneCommand Manager Batch Firmware Download window
(Figure 10-130), next to the box where the adapters are selected, click
Start Download.

OneCommand™ Manager Batch Firmware Download

Firmware File Selection

Firmware File: Imare\emulex\tﬂgmﬂﬁ\mmﬁ.uﬂ Browse... |
Supported Models:  |OneConnect OCe11100

—Host Group Selection

[~ show Host Groups Host Group: |All A

Select the adapters that are to be downloaded, then press 'Start Download'.
B 4 Hosts
E-E & WIN-8PG2ZBVUILT

(-EA F8 OneConnect OCe11100

Sh’ﬂw |
Reset Display |
Save Log File... |

_ owe |

Figure 10-130 OneCommand Manager Batch Firmware Download window

Do not restart or turn off the system until the process is finished.
6. When prompted to restart the system, click OK.
7. Check whether the update finished successfully.
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8. Again in the OneCommand Manager Batch Firmware Download window

(Figure 10-131), click Close.

OneCommand™ Manager Batch Firmware Download

Firmware File: |1ware‘(a|ﬂiex\t1ﬁ§?3‘505\Tﬁ?3805.Lﬂ Browse... |
Supported Models:  [OneConnect OCe11100

~Host Group Selection

[~ Show Host Groups Host Group: IAI v|

Select the adapters that are to be downloaded, then press "Start Download'.
(K2 £l Hosts
B/ 8 WIN-APGZ2BVUIUT

&+ B8 OneConnect OCe11100

Status

Start Download |

Reset Display

Save Log File... |

Batch operation initialization completed

Starting download of adapter 00-00-C9-E3-62-F0 on host WIN-APGZ2BVUIUT
Download of adapter 00-00-C9-E3-62-F0 on host WIN-APG22BVUIUT completed
Batch operation completed

Figure 10-131 Firmware download file complete

9. Restart your system.
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10.4.5 Configuring the ports in operation mode

Important: Before you configure your production environment, update

firmware to the latest levels.

To configure the ports in operation mode:

1. Open the OneCommand Manager application.

After OneCommand Manager discovers the hosts and adapters, the ports
might be displayed as unavailable as shown in Figure 10-132.

2. In the left pane, click the adapter. In this example, we select OneConnect

0Ce11100.
=)
File View Port Discovery Batch Help
B |
[ [ (e[| ) |[&]l =
44 Hosts Discovery Information I
[l WIN-APG22BVUIUT
=} 7 OneConnect OCe11100 Number of Hosts: 1
£33 Port 0
¢ P 0-00-co-E3-62F0
Mi- 00-00-C9-E3-62F2 Number of Fabrics: 0
- M 00-00-Co-E3-62F3
Bl Port 1 Number of Adapters: 1
M 00-00-Co-E3-62-F4
M 00-00-Co-E3-62F5
NIC 00-00-C9-E3-62F7 Number of Physical Ports: 2
Figure 10-132 OneCommand Manager Discovery Information window
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3. In the Personality area (Figure 10-133), under After Reboot, select FCoE for
the disk connection type. Then click Apply.

OneCommand(TM) Manager

File View Port Discovery Batch Help

[ ] [ e] ] )0 =

igi Hosts
(1] WIN-APGZ2BVUIUT

=/ OneConnect OCe11100

-3 Port 0

- M- 00-00-CoE3-62F0
N 00-00-caE362F2
¢ +Mic o0-00-coE3-62F3
-2 Port 1

&M 00-00-CoE3-62F4
Mic 00-00-C9E3-62F6
-N- 00-00-caE362F7

Adq:xta]nfa’malimlﬁ-mael

Model : OneConnect OCe11100
Serial Mumber @ 11550Y3568Y 250HY 18H02A
Active Firmware Version : 3.103.397.3802
Firmware State: Working
BIOS Version : 3.103.397.3802
Boot Code Version: 2.0.20.768
HW Version: E3A2

lity eatures

Install Feature Licenses... |

Wv%l
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Figure 10-133 Personality area of the OneCommand Manager window

4. When you see the Change Adapter Personality message (Figure 10-134),
click OK to reboot your system.

HW Version:

=

ty
ent:  i5CSI

Boot Code Version: Change Adapter Personality

I/—_\I The personality has been changed. A system reboot is required
¥ to run with the new personality.

X

Figure 10-134 Change Adapter Personality window
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10.4.6 Virtual Fabric Adapter Il: Configuring vNICs with FCoE and
Brocade converged switch to IBM Storwize V7000

This section explains how to configure a vNIC with FCoE and Brocade
converged switch to connect to the IBM Storwize V7000.

Configuring the Brocade Converged switch
The initial configuration of the switch has the CEE ports shut down. To configure

the ports for FCoE operation, you must access the CEE command shell and
configure the internal and external CEE ports. After you log in to the switch, use
the cmsh command to access the CEE command shell.

To configure the Brocade converge switch to support FCoE:

1. Log in to the switch by using Telnet.

From the command prompt, type cmsh.

Type enable.

Type conf t.

o~ 0 DN

Type int int 0/x, where x is the internal port you want to change. After the
first int, press the Tab key, and then type the second int.

When you are in the interface, type fcoeport.

Type no shut.

Type exit.

Repeat steps 5 - 8 for any other blade port that you want to configure.

= © © N o

0.After you are finished with all of the blade ports, type exit. You should still be
in the CMSH.

11.Type write mem.
12.Answer yes to overwrite the startup file.
13.Type copy run start

14.Answer yes to overwrite.

Creating SAN zoning
To create SAN zoning:

1. Log in to the switch by web tool. Log in to the AMM. Select I/O Module
Tasks — Configuration. Select the slot where switch exists, and click
Advanced Options. Scroll to Start Web Session, and then click Start
Session.

2. Enter the default user name (USERID) and password (PASSWORD).
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3. In the left pane (Figure 10-135), click Zone Admin.

Manage Reports Monior Tooks
Tasks ——————— &[4 .
b O status || O Temp || A Bescon || Legend || Admin Domain ADD - Log Out
Hanags % -
[ zone Admin Swiitch View 2
Switch Admin
@, Port Admin
BB Admin Domain
Monttor =
[E Performance Monitar
[ Name Server
Other B
i Telnetss Client I 0DT0DDDODDDTOD®@E®DNMD
Switch Events, Information Py
[SwitehEvents | Switch Information
Last upaated at QuiNov 17 2011 17:03:11 GNT=00:00 S
Fabric Tree Bl switch
Name B8470
-~
T Status Heatthy
E & Fabric Fabric 05 version v6.3.1_cee
B3470 Doméin ID 1(0xt)
45 Segmented Switches WWN 10:00:00:05
Type 0.2
Roke Principal
& Ethernet
Ethernet Pv4 8.42.171.39
Ethemnet Pv4 netmask 255.255.254.0
Ethernet Pv4 gateway 8.42.170.1
Ethemet VG Hone
 fC
IPFC Pvt tone
IPFC P4 netmask tene
= Zone |
Effective confiouration rs0 b
Number of switches: 1
Fres Professional Tool |9.42.171.33 | ADD | User: USERID | Role: admin

Figure 10-135 WebTools window
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4. Create an alias for each port in the Zone Administration window

(Figure 10-136):

a. On the Alias tab, click New Alias.
b. Enter a name for the alias.

c. Enter the WWN member list. For our alias, we used BLADE13.

BE Admin Domain

Manitor B

[ Performance Monitor

[ Hame Server

»

Other
‘ i1 Telnet/SSH Client

ldanage Reports Manitor Tools. 2 "BB470 - Zone Ad atio
[rests £ i || Basic zones
—————— " "0 Staus || "@emp || | |ZoningModes e re—

b 2 || | Basic Zones Print Edt Miew Zoning Actions

Swilch View ————————|

[ zone acmin Traffic Isolation Zones Tl T
Switch Admin —

@, port Admin 2one | Zone Conty |

Name 'BLADE13

“y Refresh ™

- ﬂewAhas‘ Qelele‘ﬂenamel

Member Selection List

3 Vs (2 Devices)

‘Switch Events, Information — |

Switch Inforf

Last updated at

Fabric Tree

) Nams
-
View by: Name =

& =l Switch

B & Fabric
& 52470

45 segmented Switches

Fabric 0S version
Domain ID

WWN

Type

Role

Enable Config  Save Config

Clear All

Aliaz Members

1 Member.

Add Other...

=l Ethernet

& Emulex Corporation 20:00:00:00:c9:23:62:1

Ethernet IPv4

Ethernet IPv4 netmask Current View: Fabric View

& Effective Zone Config: TS0

Ethernet IPv4 gateway ‘ 2

Ethernet IPvE Switch Commit Messages:
B FC Zone Admin opened at Qui Nov 17 2011 21:30:48 GNT=00:00

IPFC IPv4

IPFC IPv4 netmask

= Zone Loading information from Fabric... Done

Eree Professionsl Management Tool | 9.42.171.39 | ADO | User: USERD | Roke: admin | b4

&

Number of switches: 1

Effective confiouration

| Freeer

Figure 10-136

Alias page in the Zone Administration window
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5. Create a zone:

a. On the Zone tab (Figure 10-137), click New Zone.
b. Enter the name of the zone. For this example, our name is ITSO_TEST.
c. Select alias and external ports that are part of zone.

lanage Reports  Monitor Took K 'B8470 - Zone Ad atio =
Tasks ———————— a4 [Foringviates ] 4 gasic zores
———— Siatus || " @ Temg || [ Zounakodes )k i

Manage 2 o p—— | Bnt_got vew Zoning actons

Switeh View ————————— : 7
[ zone Admin = || | Trafficisolation Zones [#]new *  ResourceView ¥ " Refresh v  EnableConfig  SaveConfig  Clear Al
Sueteh Admin || (ST zone | Zaneiconma |
Port Admin
& i| Name ‘TsO_TEST hd NEwZDnE| Dekte] Regame‘ Clone
B8 Admin Domain :
Member Selection List Zone Members
Monitor B 1 Member.
& performance Monitor ] Bl [E] switch Ports(1 Ports)
[ Alases( Wembers) 1,30(F-Port,PID: 011£00)

[0 vame Server

]
H
»

Switch Infor| e
Last updated at 3 Add Other.

FabricTree ——— #| |= Switch
Name
o —
E & Fabric Fabric OS version
BB470 Domain ID
&> Segmented Switches WAN
Type
Role
E Ethernet

Ethernet IPv4
Ethernet IPv4 netmask :|| Current View: Fabric View & Effective Zone Config: TS0

Ethernat IPvé gateway

Ethernet PvE Switch Commit Messages:
Bl FC Zone Admin opened at Qui Nov 17 2011 21:30:43 GHT+00:00
IPFC IPv4
IPFC IPv4 netmask
El Zone Loading information from Fabric... Done | Fres Professional Management Tool | 9.42.171.39 | ADD | User: USERID | Role: sdmin @

Effective confiouration

Humber of switches: 1

Figure 10-137 Zone page in the Zone Administration window
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6. Create a zone configuration:

a. On the Zone Config tab (Figure 10-138), click New Zone config.
b. Click Add Zone, and then click Finish.

Zone Admmistration

P —— ol .
Zoning Modes B B?“':’.'c. Z_Dn_t_as
Basic Zones _gnnt Edn ¥Bw Zumn_g %cmns
Traffic Isolation Zones New Resource View ™ ‘?p Refresh ~ Enable Config Save Config Clear All
r\.ﬁw> rlmj/ Zone Config
Name iITSO v| New Zone Cr.tnﬂg| Qelete| Regame| Clone
| Member Selection List .Zune Config Members
[ | 1Zone.
TSO_TEST
:||| Current View: Fabric View % Effective Zone Config: TS0 ‘
1 gl
Switch Commit Mezsages:
Zone Admin opened at Qui Nov 17 2011 21:30:45 GNT+00:00
Loading information from Fabric... Done | Free Professional Management Tool | 9.42171.39 | ADD | User: USERID | Role: admin @

Figure 10-138 Zone Config page in the Zone Administration window

7. Click Enable Config to activate the new zone.

Next you proceed to define the host and LUN masking on the storage. However,
this section serves only as an example to this point and does not cover the
additional configuration of the storage devices. For more information, contact
your storage specialist.
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Part 4

Abbreviations,
related publications,
and index

This part includes additional information that support the topic of this book. It
includes the following information:

» “Abbreviations and acronyms” on page 385
» “Related publications” on page 389
» “Index” on page 391

© Copyright IBM Corp. 2012. All rights reserved. 383



384 IBM BladeCenter Virtual Fabric Solutions



Abbreviations and acronyms

AC
ACL
AFT
ALB
AMM

ARP
ASIC

BBI
CD-ROM

cDB
CcDP
CEE

CIFS
CIN
CLI
CNA
Ccos
CRC
DAC
DC
DCB
DCBX

DCFM
DHCP

DMA
DNS
DPOD

alternating current
access control list
adapter fault tolerance
adaptive load balancing

advanced management
module

Address Resolution Protocol

application-specific integrated
circuit

browser-based interface

compact disc read only
memory

command descriptor block
Cisco Discovery Protocol

Converged Enhanced
Ethernet

Common Internet File System
Cisco Intel Nuova
command-line interface
converged network adapter
class of service

cyclic redundancy check
direct-attached copper
domain controller

Data Center Bridging

Data Center Bridging
Exchange

Data Center Fabric Manager

Dynamic Host Configuration
Protocol

direct memory access
Domain Name Service
Dynamic Port on Demand

© Copyright IBM Corp. 2012. All rights reserved.

DPS
DSA
EGM

ETS

ETSI

FAN
FC
FCF
FCoE
FDX
FEC
FIPS

FTP
GEC
GPL
GT
GUI
HBA
HPC
HSSM
o
12C
IBM

IEEE

IGMP

Dynamic Path Selection
Dynamic System Analysis

Enhanced Group
Management

Enhanced Transmission
Selection

European
Telecommunications
Standard Industry

Fabric Address Notification
Fibre Channel

Fibre Channel Forwarder
Fibre Channel over Ethernet
full duplex

Fast EtherChannel

Federal Information
Processing Standard

File Transfer Protocol
Gigabit EtherChannel

GNU General Public License
Gigatransfers

graphical user interface

host bus adapter

high performance computing
high speed switch module
input/output

inter-integrated circuit

International Business
Machines

identifier

Institute of Electrical and
Electronics Engineers

Internet Group Management
Protocol
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IPTV
IPsec
IQN

ITSO

KVM
LACP

LAN
LDAP

LED
LGPL

LLDP
LPVID
LR
LRO
LSO
MAC
MB
MBA

MSTP

NAS
NC-SI

NCSI

NDCLA

NEBS

NFS
NGN

386

Internet Protocol

Internet Protocol Television
Internet Protocol security
iSCSI qualified name
information technology

International Technical
Support Organization

keyboard video mouse

Link Aggregation Control
Protocol

local area network

Lightweight Directory Access
Protocol

light emitting diode

Lesser General Public
License

Link Layer Discovery Protocol
Logical Port VLAN ID

long range

large receive offload

large send offload

media access control
megabyte

Master of Business
Administration

Multiple Spanning Tree
Protocol

network-attached storage

Network Controller Sideband
Interface

Network Controller Sideband
Interface

Non-Disruptive Code Load
Activation

Network Equipment Building
System

Network File System
next-generation network
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NIC
NTP
0s
Osl
OSPF
PACLs
PCI

PCle

PDF
PDU
PE
PFC
POST
PVID
PXE

QoS
RADIUS

RBAC
RHEL
RHEL6
RHEV
RIP
RMON
ROM
RSA
RSCN

RSS
RSTP
SAN
SAS
SATA
SFP

network interface card
Network Time Protocol
operating system

Open Systems Interconnect
Open Shortest Path First
port-based ACLs

Peripheral Component
Interconnect

Peripheral Component
Interconnect Express

Portable Document Format
protocol data unit
Preinstallation Environment
priority-based flow control
power-on self test

Port VLAN ID

Preboot Execution
Environment

quality of service

Remote Authentication Dial In
User Service

Role-based access control
Red Hat Enterprise Linux
Red Hat Enterprise Linux 6
Red Hat Virtualization
Routing Information Protocol
Remote Monitoring
read-only memory

Remote Supervisor Adapter

Registered State Change
Notification

receive-side scaling

Rapid Spanning Tree Protocol
storage area network
serial-attached SCSI

Serial ATA

small form-factor pluggable



SFT
SLB
SLES

SMB
SNMP

SNS

SR

SSH
STP
TACACS

TADDR
TCO
TCP
TCP/IP

TF
TFTP
TOE
ToS
UCNA

UDLD
UDP
UEFI

usB
USERID
UTP
UXSPI

VACL
VE
VF
VFA

switch fault tolerance
Smart Load Balancing

SUSE Linux Enterprise
Server

Server Message Block

Simple Network Management
Protocol

Simple Name Server
short range

Secure Shell

Spanning Tree Protocol

Terminal Access Controller
Access Control System

TFTP address
total cost of ownership
Transmission Control Protocol

Transmission Control
Protocol/Internet Protocol

Transparent Fabric

Trivial File Transfer Protocol
TCP/IP Offload Engine
type of service

Universal Converged Network
Adapters

unidirectional link detection
User Datagram Protocol

Unified Extensible Firmware
Interface

universal serial bus
user name
unshielded twisted pair

UpdateXpress Systems Pack
Installer

VLAN-based ACL
Virtualization Engine
Virtual F_Ports
Virtual Fabric Adapter

VFS
VGRP
VLAN
VM
VN
VOIP
VPD
VRRP

VolP
WRR
WWN
WWPN
XML
XOR
iSCSI

isCLI

pNIC
vNIC

Virtual Fabric Switch

vNIC Group

virtual local area network
virtual machine

Virtual N_Port

Voice over Internet Protocol
vital product data

Virtual Router Redundancy
Protocol

Voice over IP

weighted round-robin
worldwide name

worldwide port name
Extensible Markup Language
exclusive OR

Internet Small Computer
System Interface

industry-standard
command-line interface

physical NIC
virtual network interface card
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Related publications

The publications listed in this section are considered particularly suitable for a
more detailed discussion of the topics covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide additional information about
the topic in this document. Note that some publications referenced in this list
might be available in softcopy only.

>

>

»

»

>

Emulex 10GbE Virtual Fabric Adapter and Virtual Fabric Adapter Advanced
for IBM BladeCenter, TIPS0748

BNT Virtual Fabric 10Gb Switch Module for IBM BladeCenter, TIPS0708
Cisco Nexus 40011 Switch Module for IBM BladeCenter, TIPS0754
Broadcom 2-port 10Gb Virtual Fabric Adapter for IBM BladeCenter, TIPS0827
Emulex 10GbE Virtual Fabric Adapter Il for IBM BladeCenter, TIPS0828

You can search for, view, download or order these documents and other
Redbooks, Redpapers, Web Docs, draft and additional materials, at the following
web site:

ibm.com/redbooks

Other publications

These publications are also relevant as further information sources:

>

Publications for the BNT Virtual Fabric 10Gb Switch Module
http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5080917
Product publications for the Cisco Nexus 40011 Switch Module
http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5082494
Installation Guide for IBM 10 Gb Ethernet Passthru Module
http://ibm.com/support/entry/portal/docdisplay?1ndocid=MIGR-5080966
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http://www.redbooks.ibm.com/
http://ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5080917
http://ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5082494
http://ibm.com/support/entry/portal/docdisplay?lndocid=MIGR-5080966

Online resources

These websites are also relevant as further information sources:

» BNT Virtual Fabric 10 Gigabit switch module firmware update v6.5.3.0
http://ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5086594

» Cisco support and downloads
http://www.cisco.com/cisco/web/support/index.html

» Emulex OneCommand Manager

http://www.emulex.com/products/management-software/device-management
/onecommand-manager/

Help from IBM

IBM Support and downloads

ibm.com/support

IBM Global Services

ibm.com/services
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