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Preface

The IBM® SmartCloud Desktop Infrastructure offers robust, cost-effective, and
manageable virtual desktop solutions for various clients, user types, and industry
segments. These solutions can help increase business flexibility and staff
productivity, reduce IT complexity, and simplify security and compliance. Based
on a reference architecture approach, this infrastructure supports various
hardware, software, and hypervisor platforms.

IBM SmartCloud® Desktop Infrastructure with VMware Horizon View simplifies
desktop and application management and increases security and control.
Horizon View delivers a personalized, high-fidelity experience for users across
sessions and devices. It also enables higher availability and agility of desktop
services that are unmatched by traditional PCs, reducing the total cost of desktop
ownership is reduced. Users can enjoy new levels of productivity and the
freedom to access desktops from more devices and locations with IT greater
policy control.

This IBM Redbooks® publication provides an overview of the SmartCloud
Desktop Infrastructure solution that is based on VMware Horizon View that is
running on IBM Flex System™. It highlights key components, architecture, and
benefits of this solution. It also provides planning and deployment considerations
and step-by-step instructions about how to perform specific tasks.

This book is intended for IT professionals who are involved in planning, design,
deployment, and management of the IBM SmartCloud Desktop Infrastructure
that is built on IBM Flex System that is running VMware Horizon View.
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IBM SmartCloud Desktop
Infrastructure overview

In this chapter, we introduce IBM SmartCloud Desktop Infrastructure and
describe one of its solutions, VMware Horizon View on IBM Flex System.

This chapter includes the following topics:

>

>
>
>
>

Virtual desktop infrastructure overview

IBM SmartCloud Desktop Infrastructure
IBM Flex System

VMware Horizon View

Integration with other IBM software products
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1.1 Virtual desktop infrastructure overview

Today, businesses are looking for ways to securely bring in new ways for people
to communicate at work without limiting them to an office. Personal tablets,
smartphones, and other mobile devices now dominate a landscape that was
owned by the personal computer. Delivering the same business applications
securely to these new devices drives the adoption of the virtual desktop
infrastructure (VDI).

VDI is based on a desktop-centric model to provide an environment to the remote
networked based user. The user accesses the desktop by using a remote display
protocol on the device in a secure manner. The resources are centralized and
users can move between locations while accessing the applications and data. By
using this access method, administrators have better control over the
management of the desktop and tighter security.

The idea of having a centralized infrastructure has been around since the day of
mainframe and terminal clients. In the early 1990s, this centralized infrastructure
shifted to a client/server model to meet the need for more flexibility by the user.
This shift led to the idea of having a centralized infrastructure for back-end
processing and gave users the ability to save programs and files locally on hard
disk drives.

As the workforce changed from office-oriented to more mobile and on demand,
the need for flexibility grew and VDI provides a flexible solution for many
businesses. The market for VDI changed how vendors are marketing their
solutions. Traditional IT shops can build out their infrastructure piece by piece
with the software or hypervisor. This type of solution tends to increase the
amount of time that is needed to manage the storage, servers, and network
environment.

A new market emerged with the introduction of complete solutions of all aspects
that are needed to implement, deploy, and maintain a virtual desktop solution.
IBM PureSystems leads the way with the only homogeneous vendor
infrastructure that provides software, servers, storage, and networking in a single
management system.

One of the most important aspects of deploying a virtual desktop solution is to
control costs while providing a familiar user experience and functions. The other
important aspect is the ability to scale to the demanding needs of the user. Too
many times, businesses are excited by a solution but soon out grow the initial
deployment and find it hard to add the next 100 users or 100 TB of storage.
Therefore, careful planning and analysis must be done to ensure the successful
implementation of VDI projects.
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IBM VDI solutions are consolidated under the SmartCloud Desktop Infrastructure
umbrella.

1.2 IBM SmartCloud Desktop Infrastructure

The IBM SmartCloud Desktop Infrastructure offers robust, cost-effective, and
manageable virtual desktop solutions for various clients, user types, and industry
segments. These solutions can help to increase business flexibility and staff
productivity, reduce IT complexity, and simplify security and compliance. Based
on a reference architecture approach, this infrastructure supports various
hardware, software, and hypervisor platforms.

The SmartCloud Desktop Infrastructure solution with VMware Horizon View
running on IBM Flex System simplifies IT manageability and control. It delivers
high fidelity user experiences across devices and networks. The features of
Horizon View that are included in the SmartCloud Desktop Infrastructure solution
provide enhanced security, high availability, centralized management and control,
and scalability.

The hosted virtual desktop (HVD) approach, which is combined with the
application streaming, is the most common form of implementing a virtualized
user desktop environment. With HVDs, all applications and data that the user
interacts with are stored centrally and securely in the data center. These
applications never leave the data center boundaries. This setup makes
management and administration much easier and gives users access to data
and applications from anywhere and at anytime.

Virtual desktops in today’s business climate include the following key features:
» Data security and compliance concerns

» Complexity and costs of managing existing desktop environments

» An increasingly mobile workforce

» The changing ownership of end-point devices with bring-your-own-device
(BYOD) programs

» The need for rapid recovery from theft, failure, and disasters

IBM SmartCloud Desktop Infrastructure offers the following benefits:

» Lowers the total cost of ownership (TCO) over an extended period compared
to traditional PCs

» Simplifies desktop administration, support, and management
» Enhances security and compliance management

Chapter 1. IBM SmartCloud Desktop Infrastructure overview 3



» Improves availability and reliability

» Enables users to work anytime, anywhere quickly and easily regardless of
location or device

» Better supports growth initiatives for mobility and flexible work locations

The IBM SmartCloud Desktop Infrastructure solution with VMware Horizon View
running on IBM Flex System includes the following components:

» Virtual infrastructure software: VMware Horizon View

» Hardware platform:

— IBM Flex System
— IBM System Storage®

» Integration services:

Assess and plan
Design

Implement

Operate and manage
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Figure 1-1 shows the functional components of the SmartCloud Desktop
Infrastructure solution.

End user [ -
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Figure 1-1 SmartCloud Desktop Infrastructure functional components

The SmartCloud Desktop Infrastructure solution consists of the following
functional layers:
» User access layer

The user access layer is a user entry point into the virtual infrastructure.
Devices that are supported at this layer include traditional desktop PCs, thin
clients, notebooks, and handheld mobile devices.

» Virtual infrastructure services layer

The virtual infrastructure services layer provides the secure, compliant, and
highly available desktop environment to the user. The user access layer
interacts with the virtual infrastructure layer through display protocols. The
RDP and PColP display protocols are available in Horizon View solution.

Chapter 1. IBM SmartCloud Desktop Infrastructure overview
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» Storage services layer

The storage services layer stores user persona, profiles, gold master images,
and actual virtual desktop images. The storage protocol is an interface
between virtual infrastructure services and storage services. The storage
protocols that are supported by Horizon View include Network File System
(NFS), Common Internet File System (CIFS), iSCSI, and Fibre Channel.

The virtual infrastructure services layer has the following key functional
components:

» Hypervisor

The hypervisor provides a virtualized environment for running virtual
machines (VMs) with the desktop operating systems in them. These VMs are
called hosted virtual desktops (HVD).

» Hosted virtual desktops
An HVD is a VM that runs a user desktop operating system and applications.
» Connection broker

The connection broker is the point of contact for the client access devices that
request the virtual desktops. The connection broker manages the
authentication function and ensures that only valid users are allowed access
to the infrastructure. When authenticated, it directs the clients to their
assigned desktops. If the virtual desktop is unavailable, the connection broker
works with the management and provisioning services to have the VM ready
and available.

» Management and provisioning services

The management and provisioning services enable the centralized
management of the virtual infrastructure, which provides a single console to
manage multiple tasks. They also provide image management, lifecycle
management, and monitoring for hosted VMs.

» High availability services

High availability (HA) services ensure that the VM is up and running even if a
critical software or hardware failure occurs. HA can be a part of connection
broker function for stateless HVDs or a separate failover service for dedicated
HVDs.

There are two types of the assignment models for the user HVDs: persistent and
non-persistent.
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A persistent (also known as stateful or dedicated) HVD is assigned permanently
to the specific user (similar to a traditional desktop PC). Users log in to the same
virtual desktop image every time they connect. All changes that they make and
each application that they install are saved when the user logs off. The dedicated
desktop model is best for users who need the ability to install more applications,
store data locally, and retain the ability to work offline.

A non-persistent (also known as pooled or stateless) HVD is allocated
temporarily to the user. After the user logs off, changes to the image are
discarded (reset). Then, the desktop becomes available for the next user, or a
new desktop is created for the next user session. A persistent user experience
(the ability to personalize the desktop and save data) is achieved through user
profile management, folder redirection, and similar approaches. Specific
individual applications can be provided to nonpersistent desktops by using
application virtualization technologies, if required.

Functional layers and components are supported by a hardware infrastructure
platform that must provide the following features:

» Sufficient computing power to support demanding workloads

» Scalability to satisfy future growth requirements

» Reliability to support business continuity and 24x7 operations

» High-speed, low-latency networking for a better user experience

» Cost-efficient storage to handle large amounts of VM and user data

» Centralized management of combined physical and virtual infrastructure from
a single user interface to simplify and automate deployment, maintenance,
and support tasks

IBM Flex System can be used in the future and is an integrated platform that
satisfies these requirements.

1.3 IBM Flex System

IBM Flex System is an integrated platform that delivers custom-tuned,
client-specific configurations for optimum flexibility. IBM Flex System combines
compute nodes, networking, storage, and management into a complete data
center building block that is built for the future and heterogeneous data centers
with flexibility and open choice of architectures, hypervisors, and environments.
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Figure 1-2 shows IBM Flex System.

Figure 1-2 IBM Flex System

IBM Flex System offers the following unique capabilities that make this platform
an exceptional choice for the deployment of the SmartCloud Desktop
Infrastructure solution:

» Compute nodes

Compute nodes provide sufficient processing capacity for the most
demanding SmartCloud Desktop Infrastructure deployments.

IBM Flex System x240 is a dual-socket Intel Xeon processor E5-2600 product
family-based compute node. It supports the most powerful 135 W Intel Xeon
processor E5-2690, up to 768 GB of memory, and up to 16 physical I/O
connections to provide scalable, high-density HVD deployments.

The x240 compute node also supports local solid-state drives to address VDI
IOPS performance questions, and it supports GPU adapters through the Flex
System PCle Expansion Node for true high-performance graphics user
experience.

IBM Flex System x222 Compute Node is a high-density dual-server offering
that has two independent dual-socket servers in one mechanical package.
Each server has two 10 GbE Virtual Fabric ports, and it supports up to

384 GB of memory. The x222 can be used as a dense VDI compute node for
virtual desktops that do not require large amounts of memory.
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» Networking

SmartCloud Desktop Infrastructure requires sufficient network bandwidth and
efficient traffic management to host as many VMs as possible to ensure that
all computing resources are not underutilized. When integrated into a chassis,
IBM Flex System networking with IBM Virtual Fabric capabilities can help to
reduce communication latency and provide the required bandwidth with

10 Gb Ethernet LAN connectivity that has 40 Gb uplinks and 8 Gb or 16 Gb
FC SAN connectivity.

Virtual Fabric Adapters offer virtual network interface card (NIC) capability to
allow up to 32 logical ports on a single compute node, with controllable
bandwidth allocation to manage traffic prioritization. vNIC capability helps to
simplify deployment and bandwidth management for VDI hosts by providing
flexible network configuration capabilities.

» Management

IBM Flex System Manager™ is a systems management appliance that drives
efficiency and cost savings in the data center. Flex System Manager provides
a pre-integrated and virtualized management environment across servers,
storage, and networking that is easily managed from a single interface. A
single focus point for seamless multichassis management provides an instant
and resource-oriented view of chassis and chassis resources for IBM System
x and IBM Power Systems™ compute nodes.

Flex System Manager allows centralized management of the ESXi
hypervisors that are used in the IBM’s architecture for Horizon View. It also
supports configuration patterns to simplify deployment of VDI hosts.

» Storage

As virtualized storage systems, integrated IBM Flex System V7000 Storage
Node or external IBM Storwize® V7000 complement virtual desktop
environments. These system offer robust enterprise-class storage
capabilities, which include thin provisioning, automated tiering, internal and
external virtualization, clustering, replication, multiprotocol support, and a
next-generation graphical user interface (GUI). These features can be applied
in virtual desktop environments to optimize storage capacity and performance
and to simplify desktop user profile management and backup. These systems
are flexible enough to support entry virtual desktop environments, but can
also be scaled to support enterprise virtual desktop environments.
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In summary, IBM Flex System in a SmartCloud Desktop Infrastructure solution
can help to achieve the following advantages:

» Better VM density because of support for top Intel Xeon processors and large
memory and I/O capacity.

» Better virtual desktop performance and better utilization of VDI server
resources with flexible local SSD support.

» Transparent support for high-performance remote graphics through PCle
Expansion Node with GPU adapters installed.

» Lower communication latency because of integrated switching capabilities for
a better user experience.

» Simplified deployment and management of physical and virtual infrastructures
because of integrated design and IBM Flex System Manager capabilities.

1.4 VMware Horizon View

IBM SmartCloud Desktop Infrastructure with VMware Horizon View simplifies
desktop and application management and increases security and control.
Horizon View delivers a personalized high fidelity experience for users across
sessions and devices. It also enables higher availability and agility of desktop
services that are unmatched by traditional PCs, while reducing the total cost of
desktop ownership. Users can enjoy new levels of productivity and the freedom
to access desktops from more devices and locations with IT greater policy
control.

The following VMware View features provide a familiar experience for the user:

» Use multiple monitor support for RDP and PColP; with PColP, you can adjust
the display resolution and rotation separately for each monitor.

» Print from a virtual desktop (in a Microsoft Windows environment) to any local
or networked printer.

» Access USB devices and other peripheral devices that are connected to the
local device that displays your virtual desktop.

» Manage profiles by using View Persona Management to preserve user
profiles and data between sessions and to dynamically synchronize them to a
remote CIFS share at configurable intervals. View Persona Management can
work with or without Windows roaming profiles.

10 Implementing VMware Horizon View on IBM Flex System



VMware View offers several levels of security features, including the following
features:

»

»

>

Two-factor authentication, such as RSA SecurlD or RADIUS, or smart cards

Pre-created Active Directory accounts to provision View desktops in
environments that have read-only access policies for Active Directory

SSL tunneling to ensure that all connections are encrypted

The following VMware View features provide centralized administration and
management:

>

| 2

»

Microsoft Active Directory
Web-based administrative console

Use of a template, or master image, to quickly create and provision pools of
desktops virtual desktops updates and patches

The following scalability features depend on the VMware virtualization platform to
manage both desktops and servers:

>

You can integrate with VMware vCenter to achieve cost-effective densities,
high levels of availability, and advanced resource allocation control for your
virtual desktops.

You can use View Composer to quickly create desktop images that share
virtual disks with a master image. By using linked clones in this way, you
conserve disk space and simplify the management of patches and updates to
the operating system.
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VMware Horizon View software components are shown in Figure 1-3.
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Figure 1-3 VMware Horizon View software components

The VMware View core services have the following software components:
» View Client

View Client is client software to access View virtual desktops. View Client can
run on a tablet; on a Windows, Linux, or Mac PC or notebook; on a thin client,
and on other devices.

» View Agent

View Agent communicates with View Client to provide features, such as
connection monitoring, virtual printing, View Persona Management, access to
locally connected USB devices, and single sign-on (SSO) capabilities.

» View Connection Server

View Connection Server is a software service that acts as a broker for client
connections. View Connection Server authenticates users through Windows
Active Directory and directs the request to the appropriate VM.
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>

VMware vCenter

VMware vCenter service acts as a central administrator for VMware
ESX/ESXi servers that are connected on a network. vCenter Server provides
the central point for configuring, provisioning, and managing VMs in the data
center.

View Composer

View Composer can create a pool of linked clones from a specified parent
VM. Each linked clone acts similar to an independent desktop, with a unique
host name and IP address, yet the linked clone requires less storage because
it shares a base image with the parent.

Users can access their personalized virtual desktop from a company notebook,
their home PC, a thin client device, a Mac, or a tablet. From tablets and from
Mac, Linux, and Windows notebooks and PCs, users open View Client to see
their View desktop. Thin client devices use View Thin Client software. They can
be configured so that the only application that users can start directly on the
device is View Thin Client.

1.5 Integration with other IBM software products

IBM SmartCloud Desktop Infrastructure enables easy integration with optional
security and endpoint management technologies, including the following
technologies:

»

IBM Security Access Manager for Enterprise Single Sign-On offers
streamlined user access with automated sign-on and sign-off plus a single
password for all applications. This technology can reduce help desk costs,
improve productivity, and strengthen security for virtualized desktops.

IBM Tivoli® Endpoint Manager combines endpoint and security management
into a single solution. With this solution, your team can see and manage
physical and virtual endpoints, such as servers, desktops, roaming
notebooks, and specialized equipment such as point-of-sale devices,
automated teller machines (ATMSs), and self-service kiosks.
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IBM Flex System
components for VDI

In this chapter, we describe the IBM Flex System components to consider when
you are designing a virtual desktop infrastructure (VDI) solution that is based on
VMware Horizon View.

This chapter includes the following topics:

Introduction to IBM Flex System

Planning for IBM Flex System components

IBM Flex System Enterprise Chassis

IBM Flex System Compute Nodes

Storage considerations

Network considerations

Flex System Fibre Channel switches

IBM Flex System Manager functions and considerations

vVVyVYyVYVYVYYVYY
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2.1 Introduction to IBM Flex System

16

IBM Flex System is a custom-build infrastructure solution that integrates Intel x86
and IBM Power System compute nodes and storage systems, such as Flex
System V7000 storage node, standard-based flexible enhanced networking, and
management appliance, in a single chassis. It meets the increasing demand of
computing capacity, integration, manageability, optimization, scalability, security,
cost-efficiency, and flexibility. Flex System extends compute and networking
choices to interoperate with existing environments.

Flex System is also designed to support emerging technologies. It supports up to
four 40 Gbps Ethernet ports, which improves the Ethernet bandwidth to support
higher speed devices in the future. With its design to support future technologies,
it offers investment protection. With Flex System, you can increase bandwidth
and storage capacity without compromise and without replacing existing Flex
System components by applying features, such as pay as you grow scalability
and capacity on demand. Flex System offers unmatched flexibility for you to
customize your own chassis that is based on your own requirements of
computing and storage capacity, network bandwidth, and so on, to meet rapidly
changing IT demands.

Another advantage of Flex System is the management appliance, which provides
the management of compute nodes, network, storage, and virtualization from a
single management console. The management appliance is designed to manage
multiple chassis in a single console. The ease of use, simplicity, and integration
of the Flex System management appliance enables you to reduce costs for IT
administration.

Flex System can reduce management costs up to 50% by integrating resource
pools across compute, storage, and network. In addition, it reduces energy costs
up to 40%. Further, it reduces software licensing costs by licensing fewer needed
cores than previous generations. It can also reduce network latency up to 50% by
enabling node-to-node traffic, which avoids the top-of-rack (TOR) switches.
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2.2 Planning for IBM Flex System components

To design the VMware Horizon View infrastructure, you must determine what
resources are needed by your infrastructure servers and your persistent and
non-persistent desktops. Each category of user operates a specific software
platform with a workload that involves different hardware resources. The
assessment of how those resources are used is based on categories, such as
CPU, memory, or I/O, along with the following types of characteristics:

Size

Percentage of read/write

Type of access, such as random or sequential

Size of user data and user profile

Graphic utilization profile

vyvyyvyyvyy

Then, for each category of user or workload profile, you can translate the
assessed requirements into compute node resources. CPU, memory, and
graphic requirement must be considered for compute node design.
Requirements for 1/0 and storage for data determine the network and storage
design.

When you are sizing compute nodes, keep in mind the following considerations:

» Do not overcommit memory because disk swapping can deteriorate
performance.

» Do not overcommit processors. If too many virtual machines (VMs) are used,
the response time deteriorates quickly.

» Plan for failover. If one or more compute nodes fail, the user VMs that are
hosted on the failed compute nodes must be reallocated over the remaining
compute nodes. As a preferred practice, allow for an overhead of 20% in
memory and processor to support these additional VMs without reaching the
compute node bounds.

» A hypervisor uses 3 GB - 6 GB of compute node memory and 1 CPU core.

To define the storage solution, consider the subject in the following multiple parts:

» The storage for infrastructure servers: Shared storage is the best solution.

» The storage for stateful desktops: Consider shared storage.

» The storage for stateless desktops: Consider the use of a local storage or
shared storage with high 1/0 performance.

As a general purpose, consider for redundancy on I/O modules both Ethernet
network switches and storage SAN switches.
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2.3 IBM Flex System Enterprise Chassis

The Flex System Enterprise Chassis with its flexible design is a 10U integrated
infrastructure platform with integrated chassis management that supports a mix
of compute, storage, and networking resources to meet the IT demands. It is
designed for a simple deployment and can scale up to meet future needs.
Furthermore, it meets the needs of varying workloads with scalable IT resource
pools for higher utilization and lower cost per workload. Although increased
security and resiliency protect vital information and promote maximum uptime,
the integrated, easy-to-use management system can reduce setup time and
complexity, which provides a quicker path to return on investment.

The Flex System Enterprise Chassis has 14 node bays that support up to 14
half-width, one-bay compute nodes or up to seven full-width two-bay Intel x86
and IBM POWER® compute nodes. You can use both one-bay and two-bay
compute nodes to meet your specific hardware needs. It can also support three
4-bay storage nodes or storage expansion enclosures. Additionally, the rear of
the chassis has four high-speed networking switches bays. The compute nodes
and storage nodes share common resources, such as power, cooling,
management, and I/O resources in the chassis.

The chassis can support 40 Gb speed interconnecting compute, storage, and
networking nodes that use a high-performance scalable mid-plane. The chassis’
I/0 architecture with flexibility in fabric and speed and the ability to use Ethernet,
InfiniBand, Fibre Channel, FCoE, and iSCSI can meet the growing and future I/O
needs of large and small businesses.

The Flex System Enterprise Chassis includes the following key features:
» Flexibility and efficiency

The 14 bays in the chassis allow the installation of compute or management
nodes, with networking modules in the rear. A single chassis or a group of
chassis can be fully customized to the specific needs of the computing
environment. With support for IBM POWER7® and Intel processor-based
nodes, you can choose the architecture that you need. IT can meet the needs
of the business by using a single system for multiple architectures and
operating environments.
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» Easily scalable with simple administration

Because the Flex System Enterprise Chassis is an all-in-one solution, it is
designed for growth from a single chassis to many. Adding compute, storage,
or networking capability is as simple as adding nodes, modules, or chassis.
The simple, highly integrated management system allows you to use the
Chassis Management Modules that are integrated into each chassis to
administer a single chassis, or Flex System Manager controls up to 16
chassis from a single panel.

» Designed for multiple generations of technology

The Flex System Enterprise Chassis is designed to be the foundation of your
IT infrastructure now and into the future. Compute performance requirements
are always on the rise and networking demands continue to grow with rising
bandwidth needs and a shrinking tolerance for latency. The chassis is
designed to scale to meet the needs of your future workloads and offer the
flexibility to support current and future innovations in compute, storage, and
networking technology.

Figure 2-1 shows the front of Enterprise Chassis.

Air flow inlets

Flex system
manager

appliance
14 compute PP

node bays
Half-wide

compute node

Full-wide
compute node

Information
panel

Air flow inlets

Figure 2-1 Front of the Flex System Enterprise Chassis
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Figure 2-2 shows the rear of IBM Flex System Enterprise Chassis.

Six hot-swap Two hot-swap
power supplies 40 mm fan
modules

Eight hot-swap Two hot-swap

80 mm fan chassis
modules management
modules
Four
hot-swap Information
switch bays panel
Switch bays: 1 3 2 4

Figure 2-2 Rear of the Flex System Enterprise Chassis

2.4 IBM Flex System Compute Nodes

20

The choice for computer nodes is wide, which is designed for multiple
generations of technology. The following available Flex System compute nodes
offer high performance for virtualization:

» Flex System x222
» Flex System x240
» Flex System x440

The choice of compute nodes depends on the requirement of the hosted VMs.
Flex System x222 is designed for virtualization, dense cloud deployments, and
hosted clients. It is a good choice if you want to virtualize workloads while
maximizing the density of computing resources.

Flex System x240 is a good choice for VDI. It can host a good density of
memory-demanding VMs.

For high resource-using VMs, Flex System x440 brings massive compute power
and memory resources. A high VM density on a compute node might not be a
goal to reach. Effects for users in a compute node failure is proportional.
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Table 2-1 compares the key features of the compute nodes.

Table 2-1 Comparison of x222, x240, and x440 compute node features

Feature x222 (one half) x240 x440
Processor E5-2400 E5-2600 E5-4600
Number of sockets 2 2 4
Memory (max) 384 GB 768 GB 1.5TB
Local storage (max) 1TB 3.2TB 3.2TB
1/O ports (max) 4 8 16

To help you to make a selection, the next sections describe the following
compute nodes:

» IBM Flex System x222 Compute Node
» IBM Flex System x240 Compute Node
» IBM Flex System x440 Compute Node

2.4.1 IBM Flex System x222 Compute Node

The IBM Flex System x222 Compute Node is a high-density dual-server that is
designed for virtualization, dense cloud deployments, and hosted clients. The
x222 has two independent servers in one mechanical package. It has a
double-density design that allows up to 28 servers to be housed in a single 10U
Flex System Enterprise Chassis. The x222 is the ideal platform if you want to
virtualize workloads while maximizing the density of your computing resources.

Figure 2-3 shows a Flex System x222 Compute Node.

Figure 2-3 IBM Flex System x222 Compute Node

Chapter 2. IBM Flex System components for VDI~ 21




This half-wide high-density server offers the following key features for VDI
purposes:

» Processor

Includes the Intel Xeon Processor E5-2400 with up to eight cores per
processor and up to 2.4 GHz core speeds, depending on the CPU’s number
of cores, with up to 20 MB of L3 cache and QPI interconnect links of up to 8
GTps. Up to four processors in a standard (half-width) Flex System form
factor, 32 cores, and 64 threads maximize the concurrent running of
multi-threaded applications.

Note: The two servers are independent and cannot be combined to form a
single four-socket system.

» Memory

Includes up to 24 DIMM sockets in a standard (half-width) Flex System form
factor. Each server up to 12 DIMM sockets DDR3 ECC memory RDIMMs
provides speeds up to 1600 MHz and a memory capacity of up to 384 GB.
Load-reduced DIMMs (LRDIMMs) are supported by a maximum capacity of
768 GB.

» Network

Includes up to 16 virtual I/O ports per compute node with integrated 10 Gb
Ethernet ports (for more information, see “LAN-on-motherboard” on page 43),
offering the choice of Ethernet, Fibre Channel, iSCSI, or FCoE connectivity.

» Disk

Each server, one 2.5-inch simple-swap SATA drive bay, supports SATA and
solid-state drives (SSD). Includes an optional SSD mounting kit to convert a
2.5-inch simple-swap bay into two 1.8-inch hot-swap SSD bays.

» Operating system
Supports VMware ESXi 5.1 Embedded hypervisor.

2.4.2 IBM Flex System x240 Compute Node

The Flex System x240 Compute Node is a high-performance Intel Xeon
processor-based server that offers outstanding performance for virtualization
with new levels of processor performance and memory capacity, and high
networking bandwidth.
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Figure 2-4 shows a Flex System x240 Compute Node.

Figure 2-4 Flex System x240 Compute Node

This half-wide server offers the following key features for VDI purposes:

>

Processor

Includes the Intel Xeon Processor E5-2600 with up to six cores per processor
and up to 3.3 GHz core speeds, depending on the CPU’s number of cores,
with up to 20 MB of L3 cache and QPI interconnect links of up to 8 GTps. Up
to 2 processors, 16 cores, and 32 threads maximize the concurrent running of
multi-threaded applications.

Memory

Includes up to 24 DDR3 ECC memory RDIMMs provide speeds up to
1600 MHz and a memory capacity of up to 384 GB. Load-reduced DIMMs
(LRDIMMSs) are supported by a maximum capacity of 768 GB.

Network

Includes up to 16 virtual I/O ports per compute node with integrated 10 Gb
Ethernet ports (for more information, see “LAN-on-motherboard” on page 43),
offering the choice of Ethernet, Fibre Channel, iSCSI, or FCoE connectivity.

Disk

Two 2.5-inch hot-swap SAS/SATA drive bays support SAS, SATA, and SSD.
Operating system

Supports VMware ESXi 5.1 Embedded hypervisor.

The x240 compute node can also be equipped with the Flex System PCle
Expansion Node, which is used to attach other PCI Express cards, such as
next-generation graphics processing units (GPU), to it. This capability is ideal for
many desktop applications that require hardware acceleration with the use of a
PCI Express GPU card.
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2.4.3 IBM Flex System x440 Compute Node

The Flex System x440 Compute Node is a four-socket Intel Xeon
processor-based server that is optimized for high-end virtualization, mainstream
database deployments, and memory-intensive high performance environments.
Compared to the x240 compute node, it provides double the amount of memory
capacity and processor sockets, and high networking bandwidth.

Figure 2-5 shows a Flex System x440 Compute Node.

Figure 2-5 Flex System x440 Compute Node

This full-wide server offers the following key features for VDI purposes:
» Processor

Includes the Intel Xeon processor E5-4600 with up to eight cores per
processor and up to 2.9 GHz core speeds, up to 20 MB of L3 cache, and up to
two 8 GTps QPI interconnect links. Up to four processors, 32 cores, and 64
threads maximize the concurrent execution of multithreaded applications.

» Memory

Includes up to 48 DDR3 ECC memory RDIMMs provide speeds up to
1600 MHz and a memory capacity of up to 768 GB. Load-reduced DIMMs
(LRDIMMSs) are supported by a maximum capacity of 1.5 TB of memory.

» Network

Includes up to 32 virtual I/O ports per compute node with integrated 10 Gb
Ethernet ports, offering the choice of Ethernet, Fibre Channel, iSCSI, or
FCoE connectivity. For models without integrated 10 Gb ports, you can have
up to 64 virtual I/O ports by installing four CN4054 10 Gb Virtual Fabric
Adapters.

» Disk
Two 2.5-inch hot-swap SAS/SATA drive bays support SAS, SATA, and SSD.
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» Operating system
Supports VMware ESXi 5.1 Embedded hypervisor.

2.4.4 IBM Flex System PCle Expansion Node

For VDI purposes, you can use the IBM Flex System PCle Expansion Node to
attach next-generation graphics processing units (GPU) to x240 compute nodes.
The PCle Expansion Node supports up to four PCle adapters and two other Flex
System 1/O expansion adapters.

Figure 2-6 shows the PCle Expansion Node that is attached to a compute node.

Figure 2-6 IBM Flex System PCle Expansion Node attached to a compute node

The PCle Expansion Node has the following features:
» Support for up to four standard PCle 2.0 adapters:

— Two PCle 2.0 x16 slots that support full-length, full-height adapters (1x, 2x,
4x, 8x, and 16x adapters supported)

— Two PCle 2.0 x8 slots that support low-profile adapters (1x, 2x, 4x, and 8x
adapters supported)

» Support for PCle 3.0 adapters by operating them in PCle 2.0 mode

» Support for one full-length, full-height double-wide adapter (using the space
of the two full-length, full-height adapter slots)
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» Support for PCle cards with higher power requirements

The Expansion Node provides two auxiliary power connections, up to 75 W
each for a total of 150 W of more power by using standard 2x3, +12 V six-pin
power connectors. These connectors are placed on the base system board so
that they both can provide power to a single adapter (up to 225 W), or to two
adapters (up to 150 W each). Power cables are used to connect from these
connectors to the PCle adapters and are included with the PCle Expansion

Node.
» Two Flex System I/O expansion connectors

These 1/0 connectors expand the I/O capability of the attached compute

node.

Table 2-2 lists the PCle GPU adapters that can be used in the VDI solutions.

Table 2-2 Supported adapters

Part Description Maximum
number supported
47C2120 NVIDIA GRID K1 for IBM Flex System PCle Expansion Node 14
47C2121 NVIDIA GRID K2 for IBM Flex System PCle Expansion Node 18

a. If installed, only this adapter is supported in the system. No other PCle adapters can be installed.

NVIDIA GRID K1 and K2 are designed for VDI. NVIDIA GRID cards can be
shared between multiple users, with up to 100 concurrent users in GPU sharing
configuration for K1. K2 is intended to support heavy 3D applications, such as
two power users in GPU pass through configuration.

2.4.5 VMware ESXi 5.1 embedded hypervisor

IBM offers versions of VMware vSphere Hypervisor (ESXi) that are customized
for select IBM hardware to provide online platform management, including
updating and configuring firmware, platform diagnostics, and enhanced
hardware alerts. This option, which is delivered on a USB flash drive, is
compatible with Flex System compute nodes and IBM System x. At the time of
this writing, the last version that is provided by IBM is VMware vSphere
Hypervisor (ESXi) 5.1.

Download information: You can download the most up-to-date VMware
vSphere Hypervisor (ESXi) with IBM Customization from this website:

http://www.ibm.com/systems/x/os/vmware/
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Choosing this option on the compute nodes that compose the VDI infrastructure
produces the following results:

» Reduces server deployment time. Flex System Management integrates the
management of the VMware vSphere Hypervisor (ESXi).
» Uses disk less compute node, which reduces cost and security exposure.

» Uses compute node local disks to host non-persistent virtual desktops.

2.5 Storage considerations

This section presents some of the storage options to consider for the VDI storage
design.

2.5.1 IBM Flex System V7000

Flex System V7000 is integrated into IBM PureFlex™ Systems. It is a scalable
internal storage system that supports the compute nodes of the Flex System
environment. Flex System V7000 is a mid-range storage solution that combines
simplicity and outstanding performance with a compact and modular design. It
integrates the IBM SAN Volume Controller technology from the high-end IBM
System Storage DS8000® family and provides the ability to virtualize internal
storage and external SAN-attached storages.

Figure 2-7 shows a Flex System V7000 Storage Node.

Figure 2-7 Flex System V7000 Storage Node

One key feature is IBM System Storage Easy Tier®. The system automatically
and non-disruptively moves frequently accessed data from hard disk drive (HDD)
MDisks to SSD MDisks, thus placing such data in a faster tier of storage.
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The following sections provide a quick overview of the hardware and software of
Flex System V7000.

Hardware overview

Flex System V7000 consists of a set of drive enclosures. Control enclosures
contain disk drives and two node canisters. A collection of up to four control
enclosures that are managed as a single system is a Flex System V7000
clustered system.

Expansion enclosures contain drives and are attached to a control enclosure.
You can connect a maximum of nine expansion enclosures to a control
enclosure. The expansion enclosures can be the Flex System V7000 expansion
enclosure or the IBM Storwize V7000 expansion enclosures, or both. Up to two
Flex System V7000 expansion enclosures can be connected to a control
enclosure. These expansion enclosures must be in the same Flex System
chassis as the control enclosure. Up to nine IBM Storwize V7000 expansion
enclosures can be connected to the control enclosure. These Storwize V7000
expansion enclosures should be mounted in the rack next to the Flex System
chassis where the control enclosure is installed.

Expansion canisters include the serial-attached SCSI (SAS) interface hardware

that enables the node canisters to use the drives of the expansion enclosures. An
expansion enclosure cannot be connected to more than one control enclosures

at the same time.

Software overview

The Flex System V7000 Storage Node provides thin provisioning, automated
tiering for automated SSD optimization, internal and external virtualization,
clustering, replication, multiprotocol support, and a next-generation graphical
user interface (GUI).

Advantages of the Flex System V7000 Storage Node include greater integration
of server and storage management to automate and streamline provisioning.

The Flex System V7000 software performs the following functions for the
Compute Nodes that attach to Flex System V7000:

» Creates a single pool of storage

» Provides logical unit virtualization

» Manages logical volumes

» Manages physical resources including drives
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The Flex System V7000 system also provides the following functions:

» Large scalable cache

» Copy Services:

IBM FlashCopy® (point-in-time copy) function, including thin-provisioned
FlashCopy to make multiple targets affordable

Metro Mirror (synchronous copy)
Global Mirror (asynchronous copy)
Data migration

Volume mirroring

» Space management

IBM System Storage Easy Tier to migrate the most frequently used data to
higher performing storage

Metering of service quality when combined with IBM Tivoli Storage
Productivity Center

Thin-provisioned logical volumes
Compressed volumes to consolidate storage

2.5.2 IBM Storwize V7000 Unified System

The Storwize V7000 Unified system is a virtualizing RAID storage system that
provides block and file storage volumes over iSCSI, Fibre Channel, and NFS to
hosts. A Storwize V7000 Unified system is made up of a Storwize V7000 storage
system and two Storwize V7000 file modules. The Storwize V7000 storage
system enables you to improve application flexibility, responsiveness, and
availability, while reducing storage usage and complexity through storage
virtualization.
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Figure 2-8 shows the Storwize V7000 Unified Storage system.

Figure 2-8 IBM Storwize V7000 Unified Storage

One important feature of the Storwize V7000 system is the ability to manage
storage that is provided by internal and external storage systems. The Storwize
V7000 system acts as the virtualization layer between the host and external

storage system.

Figure 2-9 shows Storwize V7000 unified components.
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Figure 2-9 Storwize V7000 unified components
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Storwize V7000 Unified NFS-based storage for the storage of VMware virtual
disks and storage that is used by virtual machines includes the following
features:

» NFS data stores do not have SCSI reservation performance issues. As a
result, the use of large NFS data stores is much more practical. Preferred
practices for block-based storage include minimizing data store size and the
number of VMs per block data store where possible.

» Data sharing between multiple VMs or multiple operating systems is less
complicated when shared through CIFS or NFS. This includes home
directories for VDI, which are best shared through Active Directory
authenticated CIFS share.

» Data that is shared through CIFS or NFS can scale gracefully without being
bound by 2 TB VMware Virtual Machine Disk (VMDK) limitation. NAS shares
are as scalable as your Storwize V7000 Unified (up to 720 TB per cluster).

» NAS share maximum capacity can be dynamically increased without
requiring any client/vSphere side interaction or downtime.

» Storwize V7000 Unified uses 1 Gb or 10 Gb Ethernet, which is less expensive
to implement and easier for most system administration professionals to use.
Overall, 10 Gb Ethernet is faster than most today’s 4 Gb and 8 Gb FCAL
implementations.

2.5.3 IBM Flex System Storage Expansion Node

The Flex System Storage Expansion Node (SEN) is a storage enclosure that
attaches to a single half-wide compute node to provide that compute node with
more direct-attach local storage. The SEN adds 12 hot-swap 2.5-inch drive bays
and an LSI RAID controller. It connects to the compute node by using its PCle
expansion connector.

Figure 2-10 on page 32 shows a Storage Expansion Node that is attached to a
x240 compute node.
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Figure 2-10 Storage Expansion Node that is attached to a x240 compute node

The x240 Compute Node with the Storage Expansion Node can be used as an
entry-level NAS-only or unified server storage in VDI deployments.

The following features are retained for VDI purposes:

» Support for 6 Gbps SAS and SATA drives (HDD and SSD)

» Support for RAID 0, 1, 5, 10, and 50 as standard

» Support for logical unit number (LUN) sizes up to 64 TB

» Optional support for SSD performance acceleration and SSD caching with
Features on-Demand upgrades

2.5.4 IBM FlashSystem 820 and IBM FlashSystem 720

IBM FlashSystem™ storage systems deliver advanced performance, scalability,
reliability, security, and energy-efficiency features. FlashSystem 720 and
FlashSystem 820 storage systems are the appropriate choice for mission critical
enterprise environments with the following characteristics:

» High storage performance requirements, such as low latency (microseconds
as opposed to milliseconds)

» High bandwidth (gigabytes per second)

» High I/O operations per second (IOPS), hundreds of thousands
FlashSystem storage systems deliver over 500,000 read IOPS and up to 5 Gbps
bandwidth with less than 100 microseconds latency, while they provide up to

24 TB of total usable capacity or up to 20 TB of 2D Flash RAID protected data
storage in 1U of rack space.

Table 2-3 on page 33 lists the IOPS specifications.
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Table 2-3 IOPS specification

FlashSystem 720 FlashSystem 720
Write IOPS 400,000 280,000
Read IOPS 525,000 525,000

Based on enterprise multilevel cell (eMLC) flash, FlashSystem 820 is targeted to
read-heavy workloads, where workload is distributed across multiple servers.
Based on single-level cell flash, FlashSystem 720 is targeted to write-heavy
enterprise workloads. It completes the Flex System infrastructure by providing
the best performance solution for standard shared primary data storage devices,
even compared to those that incorporate SSD or flash technology.

These storage options can be integrated with Flex System V7000 to be used as
the top tier of storage alongside traditional arrays that are provided by the IBM
Easy Tier functionality.

Figure 2-11 shows FlashSystem 720 and FlashSystem 820.

Figure 2-11 IBM FlashSystem 720 and FlashSystem 820

2.5.5 SSDs compared to HDDs

SSDs use non-volatile flash memory rather than spinning magnetic media to
store data. The main advantage for VDI is the lower access times and latency
rates that are10 times faster than the spinning disks in an HDD. HDD is a proven
technology with excellent reliability and performance, especially when the
physical limitations of its spinning platters and moving arms are considered.

All of the Flex System compute nodes and the IBM Flex System V7000 support
SSDs within the internal drive bay.
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The use of SSDs works well in the following situations:

» When you want to provide the best performance for the non-persistent VDI
hosts by installing two SSDs that are configured in as RAID-0

» When you want to implement Easy Tier function on the IBM Flex System
V7000 to increase its IOPS performance on the most frequently accessed

data

SSD technology includes the following types of cells:

>

Single-level cell SSD

Single-level cell flash memory stores data in arrays of floating-gate
transistors, or cells, with 1 bit of data to each cell. This single bit per cell
methodology results in faster transfer speeds, higher reliability, and lower
power usage than that provided by HDDs. Single-level cell SSDs are
two-to-three times more expensive to manufacture than multi-level cell
devices.

Multi-level cell SSD

The basic difference between single-level cell flash memory and multi-level
cell flash memory technologies is storage density. In comparison with
single-level cell flash memory (which allows only two states to be stored in a
cell, which stores only one bit of data per cell), multi-level cell flash memory
can store up to four states per cell, which yields two bits of data that is stored
per cell.

A comparison of IBM high-performance SSDs with traditional enterprise-level
HDDs demonstrates a dramatic increase in overall /0 operations per second
(IOPS), as shown in Table 2-4.

Table 2-4 IOPS comparison

IOPS HDD (3.5-inch 15k) | HDD (2.5-inch 15k) | MLC SSD
Write IOPS 300 250 40,000
Read IOPS 390 300 60,000

2.5.6 RAID considerations

The RAID configuration affects only the performance for write operations. Read
operations are not affected.

The write penalty is the consequence of the RAID data protection technique,
which require multiple disk IOPS requests for each user write IOPS.
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RAID penalty is used to determine the functional IOPS of an array. The following
formulas are used:

» Raw IOPS = Disk Speed IOPS * Number of disks

» Functional IOPS = (Raw IOPS * Write% / RAID Penalty) + (RAW IOPS *
Read%)

Table 2-5 provides the write penalty for RAID configuration.

Table 2-5 RAID penalty

RAID Write Penalty
0 1
1 2
5 4
6 6
DP 2
10 2

On the storage part of the VDI infrastructure, RAID design depends on the
following requirements that are gathered during assessments of users:

» For read-intensive workload, prefer RAID 0, 1, 5, 10 levels that spread read
operations across multiple disk simultaneously. If the volume of data is
important, you can also privilege a RAID level that optimize disk usability.

» For write-intensive workload, prefer a RAID level that offers a low write
penalty, such as RAID 0 and 10.
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2.6 Network considerations

The compute nodes are connected to I/O nodes through the I/O expansion
adapters. Half-wide servers have two I/O expansion adapters, full-wide nodes
have four adapters. Figure 2-12 shows the location of the adapters on a Flex
System x240 compute node.
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Figure 2-12 /O adapters slots in the IBM Flex System x240 compute node
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Each I/O expansion adapter is connected to switch bay by four links. Figure 2-13
shows the connections between the adapter in the compute nodes to the switch
bays in the chassis.
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E Bay1
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Figure 2-13 Logical layout of the interconnects between I/O adapters and I/O modules

2.6.1 IBM Flex System 10GbE network switches

The following switches can be used in a VDI environment:

EN4093 and EN4093R 10Gb Scalable Switches
CN4093 10Gb Converged Scalable Switch
S14093 System Interconnect Module

EN4091 10Gb Ethernet Pass-thru Module

vVvyyy

EN4093 and EN4093R 10Gb Scalable Switches

The Flex System Fabric EN4093 and EN4093R 10Gb Scalable Switches provide
unmatched scalability and performance, which address various networking
concerns today and provide capabilities that help you prepare for the future.
These switches can support up to 64 10 Gb Ethernet connections while offering
Layer 2/3 switching.
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These switches can help clients migrate to a 10 Gb or 40 Gb Ethernet
infrastructure and offer virtualization features, such as Virtual Fabric and IBM
VMready® and the ability to work with IBM Distributed Virtual Switch 5000V.

Figure 2-14 shows the IBM Flex System Fabric EN4093.
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Figure 2-14 Flex System Fabric EN4093

The EN4093 and EN4093R switches initially are licensed for 14 10 Gb internal
ports enabled and 10 10 Gb external uplink ports enabled. You can enable
further ports when needed by purchasing more licenses, including 14 internal
ports and two 40 Gb external uplink ports with Upgrade 1 and 14 other internal
ports and four more SFP+ 10 Gb external ports.

The switches offer the following key features and benefits for VDI:
» Integrated network management

EN4093 and EN4093R 10 Gb Scalable Switches are tightly integrated and
managed through the IBM Flex System Manager.

» Optimized network virtualization with virtual NICs

IBM Virtual Fabric provides a way for companies to carve up 10 Gb ports into
virtual NICs.

» Increased performance

The EN4093 and EN4093R are the embedded 10 GbE switches for a server
chassis to support aggregated throughput of 1.28 Tbps, while also delivering
full line rate performance. These switches are ideal for managing dynamic
workloads across the network. They also provide a rich Layer 2 and Layer 3
feature set and offer industry-leading uplink bandwidth by being the first
integrated switches to support 40 Gb uplinks.
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Note: Internal layer 2 switches provide a more effective approach for
communication between co-resident server by using an east-west
approach. Communication between nodes use an internal, active layer 2
switch to pass traffic to one other. By containing network traffic within the
Flex System chassis, latency is improved by 50%, compared to a
north-south approach. In a north-south approach, all of the traffic is routed
to the top-of-rack switch; the flow goes up to the top-of-rack switch and
down to co-located server.

» VM-aware networking

IBM System Networking’s Distributed Virtual Switch 5000V (which is sold
separately) enables network administrators to simplify management by
having a consistent virtual and physical networking environment. The 5000V
virtual and physical switches use the same configurations, policies, and
management tools. Network policies migrate automatically with VMs to
ensure that security, performance, and access remain intact as VMs move
from server to server.

CN4093 10Gb Converged Scalable Switch

The Flex System Fabric CN4093 10Gb Converged Scalable Switch provides
scalability, performance, convergence, and network virtualization. The switch
offers full Layer 2/3 switching and FCoE Full Fabric and Fibre Channel NPV
Gateway operations to deliver a converged integrated solution. It is designed to
install within the 1/0O module bays of the Flex System Enterprise Chassis. The
switch can help you migrate to a 10 Gb or 40 Gb converged Ethernet
infrastructure. It offers virtualization features, such as Virtual Fabric and
VMready, plus the ability to work with IBM Distributed Virtual Switch 5000V.

Figure 2-15 shows the Flex System Fabric EN4093.

Figure 2-15 Flex System CN4093 Converged Switch
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The CN4093's has flexible port licensing. The base switch configuration includes
14 10 GbE connections to the node bays, two 10 GbE SFP+ ports, and six Omni
Ports with SFP+ connectors. You then have the flexibility of turning on more

10 GbE connections to the internal node bays and more Omni Ports and 40 GbE
QSFP+ uplink ports (or 4 x 10 GbE SFP+ DAC uplinks on each QSFP+ port)
when you need them by using IBM Features on Demand licensing capabilities
that provide “pay as you grow” scalability without the need for more hardware.

The switches offers the following key features and benefits for VDI:
» Integrated network management

The CN4093R 10Gb Scalable Switch is tightly integrated and managed
through the Flex System Manager.

» Optimized network virtualization with virtual NICs

IBM Virtual Fabric provides a way for companies to divide 10 Gb ports into
virtual NICs. For large-scale virtualization, the Flex System solution can
support up to 32 vNICs by using a pair of CN4054 10 Gb Virtual Fabric
Adapters in each compute node.

» Increased performance

The CN4093 is the embedded 10 Gb switch for a server chassis to support
aggregated throughput of 1.28 Tbps, while also delivering full line rate
performance on Ethernet ports, which makes it ideal for managing dynamic
workloads across the network. Furthermore, it offers industry-leading uplink
bandwidth by being the integrated switch to support 40 Gb uplinks.

» VM-aware networking

Flex System CN4093 simplifies management and automates VM mobility by
making the network VM aware with IBM VMready, which works with all the
major hypervisors. Network policies migrate automatically along with VMs to
ensure that security, performance, and access remain intact as VMs move
from server to server.

S14093 System Interconnect Module

The IBM Flex System Fabric SI14093 System Interconnect Module enables
simplified integration of Flex System into your existing networking infrastructure.
This module requires no management for most data center environments. It
eliminates the need to configure each networking device or individual ports,
which reduces the number of management points. It provides a low latency,
loop-free interface that does not rely upon spanning tree protocols and removes
one of the greatest deployment and management complexities of a traditional
switch.

40 Implementing VMware Horizon View on IBM Flex System



The SI4093 System Interconnect Module offers administrators a simplified
deployment experience while maintaining the performance of intra-chassis
connectivity.

Figure 2-16 shows the SI4093 System Interconnect Module.
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Figure 2-16 IBM Flex System Fabric SI4093 System Interconnect Module

The S14093 System Interconnect Module is initially licensed for 14 10 Gb internal
ports enabled and 10 10 Gb external uplink ports enabled. You can enable
further ports, including 14 more internal ports and two 40 Gb external uplink
ports by using IBM Features on-Demand licensing mode.

The switch offers the following key features and benefits for VDI:
» Transparent (or VLAN-agnostic) mode

The interconnect module provides traffic consolidation in the chassis to
minimize TOR port usage, and it enables server to server communication for
optimum performance (for example, vMotion).

» Optimized network virtualization with virtual NICs

IBM Virtual Fabric provides a way for companies to divide 10 Gb ports into
virtual NICs. For large-scale virtualization, the Flex System solution can
support up to 32 vNICs by using a pair of CN4054 10Gb Virtual Fabric
Adapters in each compute node.

» VM-aware networking

Flex System S14093 simplifies management and automates VM mobility by
making the network VM aware with IBM VMready, which works with all the
major hypervisors. Network policies migrate automatically along with virtual
machines (VMs) to ensure that security, performance, and access remain
intact as VMs move from server to server.

Chapter 2. IBM Flex System components for VDI~ 41



» Increased performance

The S14093 is the embedded 10 Gb interconnect Module for a server chassis
to support aggregated throughput of 1.28 Tbps, while also delivering full line
rate performance on Ethernet ports, which makes it ideal for managing
dynamic workloads across the network. Furthermore, it offers
industry-leading uplink bandwidth by being the integrated switch to support
40 Gb uplinks.

EN4091 10Gb Ethernet Pass-thru Module

The Flex System EN4091 10Gb Ethernet Pass-thru Module offers easy
connectivity of the Flex System Enterprise Chassis to any external network
infrastructure. This unmanaged device enables direct Ethernet connectivity of the
compute node in the chassis to an external top-of-rack data center switch. This
module can function at both 1 Gb and 10 Gb Ethernet speeds. It has 14 internal
1 Gb or 10 Gb links and 14 external 1 Gb or 10 Gb SFP+ uplinks.

Figure 2-17 shows the Flex System EN4091 10Gb Ethernet Pass-thru Module.

Figure 2-17 Flex System EN4091 10Gb Ethernet Pass-thru Module

The Flex System EN4091 offers the following key features:

» Offers intelligent workload deployment and management for maximum
business agility.

» Delivers high-speed performance complete with integrated servers, storage,
and networking.

» The flexible design meets the needs of varying workloads with independently
scalable IT resource pools for higher usage and lower cost per workload.

2.6.2 Network adapters

The following network adapters are described:

» LAN-on-motherboard
» IBM Flex system CN4054 10Gb Virtual Fabric Adapter
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LAN-on-motherboard

Some models of the Flex System x240 compute node have an Ethernet
LAN-on-motherboard controller that is integrated on the system board. The
LAN-on-motherboard is installed on the 1/O expansion adapter 1 (A1) of the
compute node.

The I/O expansion adapter A1 routes to two switch bays for redundancy and
performance. The first port is linked to the 1/0 module 1 within the chassis. The
second port is connected to /0 module 2.

Installation note: With LAN-on-motherboard enabled, the Ethernet 1/0
module can be installed only on bays 1 and 2 on the chassis. Integrated NICs
ports are routed to these bays with a specialized periscope connector.

LAN-on-motherboard offers the following operational mode choices:

» One-port physical NIC mode (pNIC), multichannel disabled, which is the
default

In this mode, the adapter operates as a standard dual-port 10 Gbps Ethernet
adapter, and it functions with any 10 GbE switch.

» Virtual NIC mode (vNIC), multichannel enabled

This mode enables up to four virtual NIC interfaces per 10 Gb physical port
(eight total for the LAN-on-motherboard). The adapter works with any 10 Gb
Ethernet switch.

You can also use the following vNIC linking options:

— IBM Virtual Fabric mode works with IBM Flex System EN4093, EN4093R,
and CN4093 switches. In this mode, the adapter communicates with the
switch module to obtain vNIC parameters (by using DCBX). Also, a special
tag within each data packet is added and later removed by the NIC and
switch for each vNIC group to maintain separation of the virtual channels.

vNIC bandwidth allocation and metering is performed by both the switch
and the adapter. In such a case, a bidirectional virtual channel of an
assigned bandwidth is established between them for every defined vNIC.

— Switch Independent Mode offers the same capabilities as IBM Virtual
Fabric Mode in terms of the number of vNICs and the bandwidth each can
be configured to have. Switch Independent Mode extends the existing
VLANS to the virtual NIC interfaces.
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vNIC bandwidth allocation and metering is only performed by adapter
itself. In such a case, a unidirectional virtual channel is established where
the bandwidth management is only performed for the outgoing traffic on a
network adapter side (server-to-switch). The incoming traffic
(switch-to-server) uses the all available physical port bandwidth, as there
is no metering that is performed on a switch side.

The IEEE 802.1Q VLAN tag is essential to the separation of the vNIC
groups by the NIC adapter or driver and the switch. The VLAN tags are
added to the packet by the applications or drivers at each endstation
rather than by the switch.

Consider configuring the LAN-on-motherboard to the vNIC mode with Switch
Independent Mode to distribute the 10 GbE network bandwidth differently to the
VLANSs that are used within the VDI infrastructure.

IBM Flex system CN4054 10Gb Virtual Fabric Adapter

The Flex System CN4054 10Gb Virtual Fabric Adapter is a 4-port, 10 Gb
converged network adapter that can scale to up to 16 virtual ports and that
supports Ethernet, iSCSI, and FCoE. Because this adapter supports up to 16
virtual NICs, where each physical 10 Gb port can be divided into four virtual
ports, you can see benefits in bandwidth flexibility, virtualization specially for HA
and VMotion operations and cost.
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Figure 2-18 shows CN4054 connectivity to the switches.
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Figure 2-18 CN4054 connectivity to the switches.

Upgrade note: You can upgrade the Flex System CN4054 10Gb Virtual
Fabric Adapter to run storage protocols iISCSI and FCoE by applying the
upgrade license.

The Flex System CN4054 10Gb Virtual Fabric Adapter offers the following
modes of operation:

» One-port pNIC mode, multichannel disabled, which is the default

In this mode, the adapter operates as a standard quad-port 10 Gbps or
1 Gbps 4-port Ethernet adapter, and it functions with any 10 GbE switch.

» VNIC mode, multichannel enabled

vNIC mode enables up to four virtual NIC interfaces per 10 Gb physical port
(16 total for the CN4054). The adapter works with any 10 Gb Ethernet switch.
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Consider the following points:
— IBM Virtual Fabric mode works with IBM Flex System EN4093, EN4093R,

and CN4093 switches. In this mode, the adapter communicates with the
switch module to obtain vNIC parameters (by using DCBX). Also, a special
tag within each data packet is added and later removed by the NIC and
switch for each vNIC group to maintain separation of the virtual channels.

vNIC bandwidth allocation and metering is performed by the switch and
the adapter. In such a case, a bidirectional virtual channel of an assigned
bandwidth is established between them for every defined vNIC.

Switch Independent Mode offers the same capabilities as IBM Virtual
Fabric Mode in terms of the number of vNICs and the bandwidth each can
be configured to have. Switch Independent Mode extends the existing
VLANS to the virtual NIC interfaces.

vNIC bandwidth allocation and metering is only performed by the adapter.
In such a case, a unidirectional virtual channel is established where the
bandwidth management is performed only for the outgoing traffic on a
network adapter side (server-to-switch). The incoming traffic
(switch-to-server) uses the all available physical port bandwidth, as there
is no metering that is performed on a switch side.

The IEEE 802.1Q VLAN tag is essential to the separation of the vNIC
groups by the NIC adapter or driver and the switch. The VLAN tags are
added to the packet by the applications or drivers at each endstation
rather than by the switch.

Consider configuring the CN4054 Adapter in vNIC mode with Switch
Independent Mode to distribute the 10 GbE network bandwidth differently to the
VLANSs that are used within the VDI infrastructure.
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2.7 Flex System Fibre Channel switches

The following Fibre Channel switches are described next:

» FC5022 16Gb SAN Scalable Switch
» FC3171 8Gb SAN Switch and Pass-thru

2.7.1 FC5022 16Gb SAN Scalable Switch

The Flex System FC5022 16Gb SAN Scalable Switch is a high-density, 48-port
16 Gbps Fibre Channel switch that is used in the Flex System chassis. This
switch provides 28 internal ports to compute nodes by way of the midplane and
20 external SFP+ ports. These SAN switch modules deliver an embedded option
for Flex System users who are deploying storage area networks in their
enterprise. The switches offer end-to-end 16 Gb and 8 Gb connectivity.

The N-Port Virtualization mode streamlines the infrastructure by reducing the
number of domains to manage while enabling the ability to add or move servers
without affecting the SAN. Monitoring is simplified by using an integrated
management appliance. Alternatively, if you are using end-to-end IBM B-type
SAN, you can use IBM management tools.

Figure 2-19 shows the Flex System FC5022 16Gb Scalable Switch.

Figure 2-19 Flex System FC5022 16Gb Scalable Switch

Installation note: On a compute node where LAN-on-motherboard is
activated, the Fibre Channel adapter is installed on the 1/O expansion adapter
2 (A2) of the compute node. Flex System FC5022 can be installed only on
switch bay 3 and 4.
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2.7.2 Fibre

FC3171 8Gb SAN Switch and Pass-thru

The Flex System FC3171 8Gb SAN Switch is a full-fabric Fibre Channel
component with expanded functionality. The SAN switch supports high-speed
traffic processing for Flex System configurations, and offers scalability in external
SAN size and complexity, and enhanced systems management capabilities. The
IBM Flex System FC3171 8Gb Pass-thru supports a fully interoperable solution
for seamless integration of the Fibre Channel initiators to an existing fabric. The
pass-thru module uses industry-standard N_Port ID virtualization (NPIV)
technology to provide a cost-effective connectivity solution for the IBM Flex
System chassis.

Figure 2-20 shows the Flex System FC3171 8Gb SAN Switch.

Figure 2-20 Flex System FC3171 8Gb SAN Switch

Installation note: On compute nodes where LAN-on-motherboard is
activated, the Fibre Channel adapter is installed on the I/O expansion adapter
2 of the compute node. SAN switch can be installed only on switch bay 3 and
4.

Channel adapters

In this section, we describe the following Fibre Channel adapters:

FC3172 2-port and FC3052 2-port 8Gb FC adapters
FC5022 2-port and FC5054 4-port 16Gb 16Gb FC Adapters
IBM Flex System FC5024D 4-port 16Gb FC Adapter

IBM Flex System FC5172 2-port 16Gb FC Adapter

v
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FC3172 2-port and FC3052 2-port 8Gb FC adapters

The Flex System FC3172 2-port and FC3052 2-port 8Gb FC adapters enable
high-speed access for Flex System compute nodes to connect to a Fibre
Channel SAN. The adapters connect to the midplane directly, without having to
use cables or small form-factor pluggable (SFP) modules. By eliminating these
components for up to 14 servers, the resulting savings can cover the investment
in the chassis. Both adapters also offer comprehensive virtualization capabilities
with support for N_Port ID Virtualization (NPIV) and virtual fabric.

FC5022 2-port and FC5054 4-port 16Gb 16Gb FC Adapters

The Flex System FC5022 2-port and FC5054 4-port 16Gb FC Adapters enable
high-speed access for compute nodes to an external SAN. These adapters are
based on Brocade architecture and offer end-to-end 16 Gb connectivity to SAN.
The adapters also offer enhanced features, such as N_Port trunking and NPIV
and boot-from-the-SAN with automatic LUN discovery and end-to-end server
application optimization.

Having 16 Gb adapters and switches also offers future investment protection by
enabling the density of VMs to be increased on a compute node. In addition, it
provides performance head room to support demanding SSD storage
technologies.

The Flex System FC5022 2-port and FC5024 4-port 16Gb FC Adapters have the
following features:

» Direct I/O enables native (direct) 1/0O performance by allowing VMs to bypass
the hypervisor and communicate directly with the adapter.

» Over 500,000 IOPS per port, which maximizes transaction performance and
density of VMs per compute node.

» NPIV allows multiple host initiator N_Ports to share a single physical N_Port,
which dramatically reduces SAN hardware requirements.

» Uses 16 Gbps bandwidth to eliminate internal oversubscription.

IBM Flex System FC5024D 4-port 16Gb FC Adapter

The Flex System FC5024D 4-port 16Gb FC Adapter is a quad-port
mid-mezzanine card for the Flex System x222 Compute Node. The FC5024D
provides Fibre Channel connectivity to both servers in the x222, with two ports
that are routed to each server. This adapter is based on the Brocade architecture
and offers end-to-end 16 Gb connectivity to SAN.
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The Flex System FC5024D 4-port 16Gb FC Adapter has the following enhanced
features:

» Direct I/O enables native (direct) I/O performance by allowing VMs to bypass
the hypervisor and communicate directly with the adapter.

» Over 500,000 IOPS per port, which maximizes transaction performance and
density of VMs per compute node.

» NPIV allows multiple host initiator N_Ports to share a single physical N_Port,
which dramatically reduces SAN hardware requirements.

» Uses 16 Gbps bandwidth to eliminate internal oversubscription.

» Delivers considerable value by simplifying the deployment of server and SAN
resources, which reduces infrastructure and operational costs.

IBM Flex System FC5172 2-port 16Gb FC Adapter

The IBM Flex System FC5172 2-port 16Gb FC Adapter from QLogic enables
high-speed access for IBM Flex System Enterprise Chassis compute nodes to
connect to a Fibre Channel SAN. It works with the 8 Gb or 16 Gb IBM Flex
System Fibre Channel switch modules.

2.8 IBM Flex System Manager functions and
considerations

Flex System Manager is a systems management appliance that drives efficiency
and cost savings in the data center. It provides a pre-integrated and virtualized
management environment for servers, storage, and networking that is managed
easily from a single interface. Flex System Manager provides a focal point for
seamless multichassis management that gives an instant and resource-oriented
view of chassis and chassis resources for IBM System x and IBM Power
Systems compute nodes.

Flex System Manager provides the following advantages:

» Reduces the number of interfaces, steps, and clicks it takes to manage IT
resources.

» Allows IT staff to intelligently manage and deploy workloads that are based on
resource availability and predefined policies.

» Provides IT staff with the tools to manage events and alerts to increase
system availability and to reduce downtime.

» Reduces operational costs by increasing overall efficiency of your operational
teams.

50 Implementing VMware Horizon View on IBM Flex System



Figure 2-21 shows the Flex System Manager management appliance.

Figure 2-21 The Flex System Manager management appliance

Flex System Manager is designed to help you get the most out of your IBM
PureFlex System while automating repetitive tasks. Flex System Manager can
reduce the number of manual navigational steps for typical management tasks.
Flex System Manager provides core management functions with automation so
you can focus your efforts on business innovation. These functions include
simplified system setup procedures with wizards and built-in expertise to
consolidate monitoring for all of your physical and virtual resources (compute,
storage, and networking).

Flex System Manager has the following key features:
» Optimizing your workload management through built-in expertise

» Managing all of your resources with one solution: Compute, storage,
networking, virtualization

Flex System Manager base feature set offers the following functions:

Support for up to 16 managed chassis

Support for up to 5,000 managed elements
Auto-discovery of managed elements

Overall health status

Monitoring and availability

Hardware management

Security management

Administration

Network management (Network Control)
Storage management (Storage Control)

Virtual machine lifecycle management (VMControl Express)
I/O address management (IBM Fabric Manager)
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The Flex System Manager advanced feature set upgrade offers the following
advanced features:

» Image management (VMControl Standard)
» Pool management (VMControl Enterprise)
The Flex System Manager Node has the following fixed hardware specifications:

» One Intel Xeon processor E5-2650 8C 2.0 GHz 20 MB Cache 1600 MHz 95
W 32 GB of memory with eight 4 GB (1x4 GB, 1Rx4, 1.35 V) PC3L-10600
CL9 ECC DDRS3 1333 MHz LP RDIMMs

» Integrated LSI SAS2004 RAID controller
» Two IBM 200 GB SATA 1.8-inch MLC SSD configured in a RAID 1
» OnelIBM 1 TB 7.2 K6 Gbps NL SATA 2.5-inch SFF HS HDD

» Dual-port 10 Gb Ethernet Emulex BladeEngine 3 (BE3) network controller for
data network connections

» Dual-port Broadcom 5718-based network adapter with integrated Broadcom
5389 8-port basic L2 switch for internal chassis management network
connections

» Integrated Management Module Il (IMM2)

Flex System Manager includes the following functions and features:

v

Management network

Chassis Management Module
Integrated Management Module I
Configuration Patterns

Storage connectivity selection guidance

vvyyy

These functions and features are described next.

2.8.1 Management network

The management network is a private and secure Gigabit Ethernet network. It is
used to complete management-related functions throughout the chassis,
including management tasks that are related to the compute nodes, switches,
and the chassis.

The management network is shown in Figure 2-22 on page 53 as the blue line. It
connects the Chassis Management Module (CMM) to the compute nodes, the
switches in the 1/0 bays, and the Flex System Manager.
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The Flex System Manager connection to the management network is through a
special Broadcom 5718-based management network adapter (Eth0). The
management networks in multiple chassis can be connected through the external
ports of the CMMs in each chassis by using a GbE top-of-rack switch.

The yellow line that is shown in Figure 2-22 indicates the production data
network. Flex System Manager also connects to the production network (Eth1)
so that it can access the Internet for product updates and other related
information.

embedded 2-port

10 GbE controller Flex System Manager System x Power
with Virtual ~ ~J__| compute node Systems
Fabric Connector \ compute node
Eth0 = GbE

management M Fsp
network adapter i

with integrated L2

switch

‘ I/0 bay 1 ‘ ‘ I/O bay 2

CMMs in
other
Enterprise
Chassis

Data Network

- Management
workstation

Figure 2-22 Separate management and production networks

One of the key functions that the data network supports is discovery of operating
systems on the various network endpoints. Discovery of operating systems by
Flex System Manager is required to support software updates on an endpoint,
such as a compute node. Flex System Manager Checking and Updating
Compute Nodes wizard assists you in discovering operating systems as part of
the initial setup.
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2.8.2 Chassis Management Module

The Chassis Management Module (CMM) provides single-chassis management
and is used to communicate with the management controller in each compute
node. It provides system monitoring, event recording, and alerts and manages
the chassis, its devices, and the compute nodes.

The chassis supports up to two CMMs. If one CMM fails, the second CMM can
detect its inactivity, activate itself, and take control of the system without any
disruption. The CMM is central of the management of the chassis and is required
in the Enterprise Chassis.

Through an embedded firmware stack, the CMM implements functions to
monitor, control, and provide external user interfaces to manage all chassis
resources. By using the CMM, you can perform the following functions:

» Define login IDs and passwords.

» Configure security settings, such as data encryption and user account
security.

» Select recipients for alert notification of specific events.

» Monitor the status of the compute nodes and other components.
» Find chassis component information.

» Discover other chassis in the network and enable access to them.
» Control the chassis, compute nodes, and other components.

» Access the I/0 modules to configure them.

» Change the start sequence in a compute node.

» Set the date and time.

» Use a remote console for the compute nodes.

» Enable multi-chassis monitoring.

» Set power policies and view power consumption history for chassis
components.

2.8.3 Integrated Management Module Il

Integrated Management Module Il (IMM2) is the next generation of the integrated
service processors for the IBM x86-based server family. IMM2 enhancements
include a more responsive user interface, faster power on, and increased remote
presence performance. IMM2 incorporates a new web-based user interface that
provides a common interface across all IBM System x software products.
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IMM2 provides the following major features as standard:
» |PMI v2.0-compliance

» Remote configuration of IMM2 and UEFI settings without the need to power
on the server

» Remote access to system fan, voltage, and temperature values
» Remote IMM and UEFI update

» UEFI update when the server is powered off

» Remote console by way of a serial over LAN

» Remote access to the system event log

» Predictive failure analysis and integrated alerting features; for example, by
using Simple Network Management Protocol (SNMP)

» Remote presence, including remote control of server by using a Java or
Active x client

» Operating system failure window (blue screen) capture and display through
the web interface

» Virtual media that allow the attachment of a diskette drive, CD/DVD drive,
USB flash drive, or disk image to a server

» Syslog alerting mechanism that provides an alternative to email and SNMP
traps

» Support for features on-demand enablement of server functions, option card
features, and System x solutions and applications

2.8.4 Configuration Patterns

By using Configuration Patterns, you can provision or pre-provision multiple
systems from a single pattern. Then, subsequent pattern changes are applied
automatically to all associated systems.

Configuration Patterns also integrate support for IBM Fabric Manager so that you
can virtualize server fabric connections and so that you can fail over or repurpose
servers without disruption to the fabric. In addition, you can start fabric change
requests through your change management process before your hardware
arrives by preconfiguring host interconnect addresses.

By using Server Configuration Patterns, you can configure storage, 1/0 adapter,
boot order, and other Integrated Management Module (IMM) and Extensible
Firmware interface (UEFI settings).
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Chassis Configuration Patterns allow you to configure CMM network
management interface, users and security, power and acoustic settings, and
basic I/O module and node IP address assignments.

Consider using these patterns to configure your Flex System infrastructure easily
and quickly.

2.8.5 Storage connectivity selection guidance

vSphere supports many protocols (including Fibre Channel, iSCSI, Fibre
Channel over Ethernet, and network-attached storage), with no preference given
to any one protocol over another. However, many customers still want to know
how these protocols compare to each other and to understand their respective
pros and cons.

Because of the deployment and management differences within each protocol,
determining which of these protocols to use is one of the key steps in designing a
virtualized infrastructure. Knowing how each protocol performs in terms of
throughput and CPU usage can be helpful in deciding about this important
design consideration.

Recommending one or another protocol to use with VMware is challenging and
depends on many factors, including the following factors:

Customer requirements

Customer bandwidth/performance expectations
Existing infrastructure

Implementation skills

vyvyyy

In this section, we describe the protocols with corresponding Flex System
components and provide guidance about selecting the correct protocol to meet
your requirements that can be adopted easily in your existing infrastructure.

Fibre Channel

Fibre Channel (FC) presents block devices that are similar to iSCSI. I/0
operations are carried out over a network by using a block access protocol. In
FC, remote blocks are accessed by encapsulating SCSI commands and data into
FC frames. FC is commonly deployed in most mission-critical environments.

FC is implemented as a lossless network, which can run on a dedicated 1 Gb,
2 Gb, 4 Gb, 8 Gb, and 16 Gb, host bus adapter (HBAs) (typically two for
redundancy and multipathing) but there is no support for full, end-to end 16 Gb
connectivity from host to array. To get full bandwidth, a number of 8 Gb
connections can be created from the switch to the storage array.
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Choosing FC protocol includes the following advantages:

» FC protocol typically affects a host’'s CPU the least because HBAs manage
most of the processing (encapsulation of SCSI data into FC frames).

» Supports load balancing by distributing load across multiple paths to an FC
target.

» Features a well-known and well-understood protocol. Also, it is mature and
trusted and fund most mission-critical environments.

FC also includes the following disadvantages:
» Requires dedicated HBA, FC switch, and FC-capable storage array, which

makes an FC implementation more expensive. More management overhead
(for example, switch zoning) is required.

» The configuration involves zoning at the FC switch level and LUN masking at
the array level after the zoning is complete. It is more complex to configure
than IP storage.

» Still runs only at 8 Gb, which is slower than other networks (16 Gb throttled to
run at 8 Gb).

The following required Flex system components that support FC connectivity are
available:

» IBM Flex system compute nodes, which are described in “IBM Flex System
Compute Nodes” on page 20

» Flex System Fibre Channel switches, which are described in “Flex System
Fibre Channel switches” on page 47

» Fibre Channel Adapter, which is described in “Fibre Channel adapters” on
page 48

» IBM Flex System V7000, which is described in “IBM Flex System V7000” on
page 27

Fibre Channel over Ethernet

Fibre Channel over Ethernet (FCoE) also presents block devices, with I/0
operations carried out over a network by using a block access protocol. In this
protocol, SCSI commands and data are encapsulated into Ethernet frames.
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Figure 2-23 shows compute node connectivity to the IBM Flex System V7000
Storage Node that uses an IBM Flex System Fabric CN4093 10 Gb Converged
Scalable Switch, which provides FCF and DCB functionality.

FCoE-attached Flex

Computer Node System Storage Node

: DCB-capable
CN4054 | © Ethernet Switches

C
- O—i

1

| FCoE Forwarder
: (FCF)
1

Lo e e e e e e e 1 FC ports are optional on FCF;
FC SAN is not required in general

FCoE Network IBM Flex System CN4093 10Gb eXFabric
Converged Scalable Switch

Figure 2-23 Compute node with CNA and FCF I/O module switch

FCoE has many of the same characteristics as FC, except that the transport is
Ethernet. FCoE is implemented as a lossless network, which requires converged
network adapter (CNA) or Network adapter with FCoE capabilities that uses
software FCoE initiator. In addition, this protocol requires 10 Gb Ethernet. (FCoE
is SCSI over Ethernet, not IP.) This protocol also requires jumbo frames because
FC payloads are 2.2 KB and cannot be fragmented.

FCoE does have a number of benefits, especially when virtualized server space
is considered. FCoE has the following advantages:

» The ability to unify I/O through host-linked CNAs and multiprotocol switches
connections or ports and switch ports, which save on power and cooling
through reduced cabling.

» The ability to hold onto the existing Fibre Channel storage and backup
targets, which protects the existing investment.

» The ability to use advanced Ethernet networking QoS and other management
practices inside the FC space.

» FCoE unifies I/O through host-linked CNAs and multiprotocol switches, which
enables IT to considerably lower the total network devices and cables for
interconnecting the clusters.

» Reduction in network management overhead.

» With FCoE, there is no IP encapsulation of the data as there is with NFS and
iISCSI, which reduces some of the overhead or latency.

» Supports load balancing by distributing load across multiple paths to an FCoE
target.
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FCoE has the following disadvantages:

»

FCoE configuration involves zoning at the FCoE switch level and LUN
masking at the array level and it is more complex than IP-based storage.

Requires a 10 Gb lossless network infrastructure, which can be expensive.

Might be complex to troubleshoot or isolate issues with network and storage
traffic using the same pipe.

The following Flex system components support FCoE connectivity:

>

IBM Flex system compute nodes, which are described in “IBM Flex System
Compute Nodes” on page 20.

LAN-on-motherboard, which is described in “LAN-on-motherboard” on
page 43 with the IBM Virtual Fabric Software Upgrade option to enable FCoE
feature.

IBM Flex system CN4054 Virtual Fabric Adapter, which is described in “IBM
Flex system CN4054 10Gb Virtual Fabric Adapter” on page 44, with the IBM
Flex System Virtual Fabric Adapter-SW Upgrade option to enable FCoE
feature.

IBM Flex System Fabric CN4093 Converged 10Gb Scalable Switches, which
is described in “CN4093 10Gb Converged Scalable Switch” on page 39.

This switch offers FCoE Full Fabric and Fibre Channel NPV Gateway
operations to deliver a truly converged integrated solution.

IBM Flex System Fabric EN4093 and EN4093R 10Gb Scalable Switches,
which is described in “EN4093 and EN4093R 10Gb Scalable Switches” on
page 37.

For FCoE implementations, the EN4093R acts as a transit switch forwarding
FCoE traffic upstream to other devices, such as the IBM RackSwitch™

G8264CS, Brocade VDX, or Cisco Nexus 5548/5596 where the FC traffic is
broken out.

IBM Flex System Fabric SI4093 System Interconnect Module, which is
described in “SI4093 System Interconnect Module” on page 40.

For FCoE implementations, the S14093 acts as a transit switch forwarding
FCoE traffic upstream to other devices, such as the IBM RackSwitch
G8264CS, Brocade VDX, or Cisco Nexus 5548/5596 where the FC traffic is
broken out.

IBM Flex System V7000, which is described in “IBM Flex System V7000” on
page 27.
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Internet Small Computer System Interface

Internet Small Computer System Interface (iISCSI) is a protocol that uses TCP to
transport SCSI commands for a storage network, which enables existing TCP/IP
infrastructure to be used as a SAN. iISCSI presents block devices to a VMware
ESXi host. Rather than accessing blocks from a local disk, I/O operations are
carried out over a network by using a block access protocol.

In the case of iISCSI, remote blocks are accessed by encapsulating SCSI
commands and data into TCP/IP packets. You can mount block devices (disks)
across an IP network to your local system, then use them as you do any other
block device.

iSCSI can run over a 1 Gb or a 10 Gb TCP/IP network. Multiple connections can
be multiplexed into a single session, which is established between the initiator
and target. VMware supports jumbo frames for iSCSI traffic, which can improve
performance.

iSCSI provides the following advantages:

» You can use existing networking hardware components and iSCSI driver from
VMware, so it is inexpensive to implement.

» This protocol is well-known and well-understood, thus it is easy to implement.

» iSCSI supports authentication (CHAP) and encryption for security and
multipathing for increased throughput and reliability.

» No special training and skills are needed to implement and manage iSCSI.
» Speed and performance is greatly increased with 10 Gbps Ethernet.
» Software initiators can be used for ease of use and lower cost.

iISCSI has the following disadvantages:
» Network latency and non-iSCSI network traffic can diminish performance.

» When an iSCSI path is overloaded, the TCP/IP protocol drops packets and
requires them to be resent, which can cause latency.

» When a network path that is carrying iSCSI traffic is oversubscribed, the
performance degrades because dropped packets must be resent.

» Possible security issues can occur because there is no built-in encryption to
isolate traffic.

» Software iSCSI can cause more CPU overhead on the ESX host.
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iISCSI supports the following Flex system components:

» IBM Flex system compute nodes, which are described in “IBM Flex System
Compute Nodes” on page 20.

» LAN-on-motherboard, which is described in “LAN-on-motherboard” on
page 43, with the IBM Virtual Fabric Software Upgrade option to enable iSCSI
feature.

» IBM Flex system CN4054 Virtual Fabric Adapter, which is described in “IBM
Flex system CN4054 10Gb Virtual Fabric Adapter” on page 44, with the IBM
Flex System Virtual Fabric Adapter-SW Upgrade option to enable iSCSI
feature.

» IBM Flex System Fabric EN4093 and EN4093R 10Gb Scalable Switches,
which are described in “EN4093 and EN4093R 10Gb Scalable Switches” on
page 37.

» IBM Flex System Fabric S14093 System Interconnect Module, which is
described in “SI4093 System Interconnect Module” on page 40.

» IBM Flex System V7000, which is described in “IBM Flex System V7000” on
page 27.

Network-attached storage

Network-attached storage (NAS) uses a file-sharing protocol to communicate
with the storage device that maintains the disk file system. NAS offloads the
storage device functions that are responsible for writing data to the drives from
the host server to the storage device. NAS encompasses the NFS and CIFS
protocols and refers specifically to the use of file-based storage to store virtual
guests. VMware ESXi supports only NFS for file-level access.

Documentation note: Because VMware supports only NFS, this
documentation covers only NFS.

NFS presents file devices over a network to an ESXi host for mounting. The NFS
array makes its local file systems available to ESXi hosts. ESXi hosts access the
metadata and files on the NFS array by using an RPC-based protocol.

NFS can run over 1 Gb or 10 Gb TCP/IP networks. NFS also supports UDP, but
the VMware implementation requires TCP.
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Figure 2-24 shows files sharing with NFS on IBM Storwize V7000 Unified.
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Figure 2-24 NFS on IBM Storwize V7000 Unified

NFS offers the following advantages:

>

VMs are stored in directories on NFS shares, which makes them easy to
access without the use of the hypervisor. This method is useful for taking VM
backups, snapshots, or cloning an individual virtual guest. VMware
configuration files also can be directly created or edited.

Network shares can be expanded dynamically (if the storage filer supports it)
without any affecting the ESXi.

No extra server hardware is required to access NFS shares, which can be
achieved over standard NICs.

File locking and queuing are handled by file system, which can result in better
performance where locking and queuing are handled by the host server.

Virtual storage can easily be shared among multiple virtual servers. VMware
uses a locking file on the share to ensure integrity in a clustered environment.

Virtual guests can be thinly provisioned if the underlying storage hardware
supports it.

VMFS LUNSs top out at approximately 2 TB in size, but NFS has no such limits
(some arrays go as high as 16 TB).
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NFS has the following disadvantages:

»

>

Scalability is limited to eight NFS shares per VMware host, which can be
expanded to 64 but requires the TCP/IP heap size to be increased.

NFS does not support multipathing; therefore, high availability must be
managed at the physical network layer with bonded networks on ESXi and
virtual interfaces on the storage array.

Although NFS shares can scale to the maximum size that is permitted by the
storage filer, the share often is created from one group of disks with one
performance characteristic; therefore, all guests on the share experience the
same |/O performance profile.

There is CPU overhead because the hypervisor must use a software client to
communicate with the file system.

Possible security issues exist because there is no built-in encryption.

NAS supports the following Flex system components:

| 2

IBM Flex system compute nodes, which are described in “IBM Flex System
Compute Nodes” on page 20.

LAN-on-motherboa.rd, which is described in “LAN-on-motherboard” on
page 43

IBM Flex System Fabric EN4093 and EN4093R 10Gb Scalable Switches,
which are described in “EN4093 and EN4093R 10Gb Scalable Switches” on
page 37.

IBM Flex System Fabric SI4093 System Interconnect Module, which is
described in “SI4093 System Interconnect Module” on page 40.

IBM Storwize V7000 Unified system, which is described in “IBM Storwize
V7000 Unified System” on page 29.

There are many factors to consider when you are choosing a storage device for
your virtual environment; however, decisions ultimately come down to simple
factors, such as budget, performance, and capacity. Among the many decisions
IT managers face when they are deploying server virtualization is what protocol
to use. For example, should you use block protocol, such as Fibre Channel,
FCoE and iSCSI, or file-sharing protocol, such as NFS?
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Block protocol is proven to work well in virtualized environments. Although it is
highly reliable, provides excellent performance, and can scale to meet any
capacity requirement, it can require more hardware. Directly accessing data is an
issue for iISCSI/Fibre Channel/FCoE, which makes data cloning and backup
more complex. Based on VMware, most VMware deployments rely on
block-based protocol. However, file-sharing protocol, such as NFS, is an
affordable alternative with many features, including ease of management and
more flexible snapshot and replication capabilities.

NFS provides better out-of-band access to guest files without the need to use the
hypervisor, large data stores, and cost-saving features, such as data
deduplication.

Finally, iSCSI and NFS can use existing network infrastructures, can require less
hardware, and are easy to implement, which can be an eligible protocol where
the cost is the major factor. Alternatively, Fibre Channel and FCoE are qualified
for environments where superior performance, reliability, and higher throughput
are required.
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VMware vSphere design
considerations

VMware vSphere is used for hosting, configuring, provisioning, and managing
virtual machines and is a fundamental part of the Horizon View implementation,
which provides the virtualization platform that is on top of the physical hardware.
The virtual machines can be used as sources for virtual desktop pools and to
host vSphere and Horizon View infrastructure components, vCenter Server,
Active Directory, and Connection Servers.

This chapter presents some important design considerations for the use of
VMware vSphere 5.1 infrastructure on IBM Flex System hardware as a part of
VMware Horizon View deployment. We describe the five main layers of a
vSphere infrastructure: datacenter management, compute servers, network,
storage, and virtual machines.

This chapter includes the following topics:

» Compute servers layer
» Networking considerations
» Storage considerations
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3.1 Compute servers layer

In this section, we describe the compute servers layer design of a vSphere
infrastructure, which includes the vSphere Hypervisor, vSphere clusters, and
cluster features.

3.1.1 ESXi hypervisor

66

The hypervisor in vSphere is ESXi. ESXi is installed directly on the compute
nodes and provides a virtualization layer that abstracts the necessary processor,
memory, storage, and networking resources. It also provides these resources to
the virtual machines (VMs).

ESXi has a small disk footprint of less than 150 MB. This allows it to be on
internal flash memory, such as a USB flash drive that is plugged into the
motherboard of Flex System compute nodes. The IBM-customized version of
ESXi is preinstalled on the flash drive and provides more drivers and CIM
modules specific to IBM hardware.

The following design considerations are important when you are using the ESXI
hypervisor:

» Selecting the server model:
— Ensure that the server model and CPU are listed in the VMware HCL.

— Consider the use of Flex System PCle with a NVIDIA graphics card for
environments where the virtual desktop users run graphics-intensive
applications.

» Consider whether Lockdown mode should be enabled for a higher level of
security. Remember that if Lockdown is enabled, only vCenter can
authenticate remotely to the ESXi host.

» Use the latest stable version of ESXi that is compatible with the products that
are used in the solution.

» Select hosts with high CPU core count per CPU socket to minimize VMware
licensing costs.

» Use fewer, larger hosts in big environments, and more, smaller hosts in small
environments. For Flex System, the server models that are recommended for
desktop virtualization include x222, x240, and x440.

» Do not use memory overcommitting or, if you must use it, do so only for
non-critical environments, as recommended by VMware. If the ESXi host
does not run into memory contention issues, ballooning or memory
compression and swapping does not occur.
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» ESXi hosts should have fully redundant hardware components, including
redundant network cards, host bus adapters (HBAs) for SAN access, and
power supplies. Flex System compute nodes match perfectly with these
requirements.

3.1.2 VMware vCenter Server

VMware vCenter Server is a mandatory component of a VMware View VDI that
provides a centralized and extensible platform for managing a virtual
infrastructure. Many advanced features, such as HA, DRS, vMotion, and
dvSwitches are available only through vCenter Server.

vCenter Server is also a required component in a Horizon View environment due
to its central role of managing all communication between View and vSphere.
Each VMware cluster relies on vCenter to perform cluster management and
other hosting infrastructure tasks; therefore, the delivery of desktops can be
affected if vCenter becomes slow or unresponsive under high stress conditions,
such as in a large View environment with many users logging on at the same
time each morning or when workers’ shifts change.

VMware recommends the use of vCenter as a VM, which allows for protection of
vCenter with various high availability features and policies. VMware also
recommends achieving high availability for the vCenter Server for View
deployments due to the important role vCenter performs in provisioning virtual
desktops.

Starting with version 5.1, the vCenter architecture changed. Some components,
such as inventory services, were decoupled, and other new components were
introduced, such as single sign-on, which can be installed on separate servers.

In addition to the classic vSphere client, VMware introduced a new web client. All
operations of the classic client can be done by using the web client, and some
web client-only operations were introduced.

The new vCenter architecture allows more flexibility in sizing and designing your
system, but sometimes introduces more complexity and can require more
compute resources than the previous version. For example, if you place all
vCenter components on a single server, a minimum of 10 GB of RAM must be
allocated.
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3.1.3 vMotion and Storage vMotion
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Live migration or vMotion technology allows you to move running VMs from one
physical server to another with no downtime. This enables companies to perform
hardware maintenance without disrupting business operations.

vMotion relies on the following mechanisms:
» Encapsulation of VM state in a file that is stored on shared storage.
» Transfer of the active memory of a VM over the network.

» Use of a virtualized network by the VM, which ensures that the network
identity and network connections are preserved.

vMotion preserves the execution state, network identity, and active network
connections with no disruption to users.

Storage vMotion technology enables moving VM disks from one physical storage
location to another without any outage in the guest operating system and
applications. Storage vMotion is used by system administrators to relocate VMs
when changes must be implemented in the physical infrastructure, or when the
VM needs to expand its storage and there is not enough available space in the
current physical container.

Before vSphere 5.1, vMotion required shared storage between hosts, and
Storage vMotion required a host to have access to the source and destination
datastores. vSphere 5.1 removes these requirements and allows combining
vMotion and Storage vMotion into one process. This combined migration process
copies the VM memory and its disk over the network to the destination host. After
all memory and disk data are sent, the destination VM resumes and the source
VM is powered off (see Figure 3-1 on page 69).

In the VDI environment, vMotion is used to provide live migration capabilities for
management server VMs and persistent virtual desktops.

The following vMotion-specific design considerations are important:

» VMs should use virtual hardware version 9.

» Separate the vMotion network from the management and VM networks.
Remember that vMotion traffic is not encrypted.

» If possible, leave some CPU resources available for vMotion operations. To
ensure the ability to use full network bandwidth, ESXi reserves CPU
resources on the source and destination hosts.
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Figure 3-1 vMotion operations

3.1.4 Distributed Resource Scheduler
vSphere Distributed Resource Scheduler (DRS) works with vMotion (see
Figure 3-2) to provide automated resource optimization and VM placement. DRS

uses vMotion to balance the workload across all hosts in a cluster that is based
on CPU and memory activity.
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Figure 3-2 Distributed Resource Scheduler (DRS) operations
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DRS enhances the consolidation ratio by deciding of how the resources can be
optimized in terms of workload placement. It enables more efficient performance
management and capacity planning and savings from reduced incident
management costs. DRS is also used to automate workload distribution when
physical hosts are placed in maintenance mode.

With DRS enabled, you can create resource pools that span all hosts in the
cluster and apply cluster-level resource allocation policies. DRS also provides
the following features:

» Initial placement of VMs

When a VM is powered on, DRS places it on an appropriate host or generates
a recommendation depending on the specified automation level.

» Load balancing

DRS distributes VM workloads across the vSphere hosts inside the cluster.
DRS continuously monitors the workload and the available resources and
performs or recommends VM migrations to maximize workload performance.

» Power management

Distributed Power Management (DPM) works with DRS, and can place
vSphere hosts in standby mode or power them back on as capacity demands.
DPM can also be set to issue recommendations for power on/off operations.

» Constraint correction

DRS redistributes VMs across vSphere hosts as needed to adhere to
user-defined affinity and anti-affinity rules following host failures, or when hosts
are placed into maintenance mode.

The following DRS design considerations are important:

» Enable DRS on the entire cluster in fully automated mode, unless there are
specific constraints.

» If needed, change the default DRS settings on specific VMs.

» Configure affinity and anti-affinity rules and DRS groups only when necessary
(for example, if certain VMs must run on certain hosts).

3.1.5 High Availability considerations

The vSphere High Availability (HA) provides an automated process for restarting
VMs when a physical host becomes unavailable (see Figure 3-3 on page 71).
When this situation occurs, the VMs are automatically registered and restarted
on the remaining hosts in the cluster.
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HA helps organizations meet their defined SLAs and reduces the potential for
long outages by managing the risk that is associated with having aggressive
consolidation ratios on physical hosts. When hardware failures occur, HA helps
avoid incremental labor costs by providing automated recovery processes.
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Figure 3-3 High Availability (HA) operations

When vSphere HA is enabled for a cluster, all active hosts choose the cluster's
master host. Only one master host exists per cluster; all other hosts in the cluster
are subordinate hosts. A new election is held if the master host fails, is shut
down, or is removed from the cluster.

The master host in an HA cluster has the following responsibilities:

» Monitoring the state of subordinate hosts. If a subordinate host fails or
becomes unreachable, the master host identifies which VMs must be
restarted.

» Monitoring the power state of all protected VMs (assuming VM monitoring is
enabled). If one machine fails, the master host ensures that it is restarted.

» Managing the lists of cluster hosts and protected VMs.
» Acting as the vCenter Server's management interface to the cluster and
reporting the cluster health state.

The subordinate hosts primarily run VMs, monitors their runtime states, and
reports state updates to the master host. A master host can also run and monitor
VMs. Subordinate hosts and master hosts implement the VM and Application
Monitoring features.
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In the VDI environment, VMware HA provides HA for management services VMs
and persistent virtual desktops, if required.

The following VMware HA design considerations are important:

» HA should be enabled on all clusters with strict admission control. If you have
a cluster that contains only non-persistent desktops, HA on the cluster should
be disabled.

» Spare failover capacity should be determined based on specific customer
requirements. If there is no specific requirement, the following general
guideline can be applied:

— Clusters with 12 hosts or fewer: Allow for the loss of at least one physical
host

— Clusters with more than 12 hosts: Allow for the loss of at least two physical
hosts.

» Configure the Percentage of Cluster Resources Reserved policy to reserve
failover capacity for at least one host. Use the Host Failures Cluster Tolerates
policy if the virtual machine reservations are not used and you do not need
granular control of reserved failover capacity. Use the percentage policy if you
have a cluster of only two hosts. There might be a requirement for desktop
groups to offer varying levels of redundancy. For example, a desktop group
might require N + 100% redundancy while another one might require only
N + 10%.

» HA works even if vCenter is down; however, vCenter is needed to configure
HA.

3.1.6 vSphere licensing considerations

ESXi 5.1 is licensed per CPU socket. The vRAM entitlement that was introduced
in ESXi 5.0 was ended with vSphere 5.1.

vCenter Server is licensed per instance. One instance is required in a vSphere
deployment to enable centralized management and deployment of core vSphere
features, such as vMotion and DRS.

vSphere is available in three editions, ranging from the Standard edition with
basic features to the Enterprise Plus edition with a full range of features.
Table 3-1 on page 73 shows some of key vSphere features and the vSphere
edition in which they are provided.
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Table 3-1 vSphere features and editions

Feature vSphere Edition
Thin provisioning Standard
vMotion Standard

High Availability Standard
Hot-Add RAM and CPU Enterprise

Fault tolerance Enterprise

Distributed Resource Scheduler (DRS) | Enterprise

Storage multipathing Enterprise

Storage vMotion Enterprise

Host profiles Enterprise Plus
Storage DRS Enterprise Plus
Storage 1/0 control Enterprise Plus
Network 1/0O control Enterprise Plus
Distributed switches Enterprise Plus

3.1.7 Flex System integration with VMware

The Flex System Manager (FSM) accelerates the provisioning of compute node,
networking, and storage resources that are used by the VMware environment.
These capabilities decrease deployment time significantly.

VMware integration features make the following actions possible:

» Deploying hardware patterns from the FSM to new compute nodes to ensure
that adapter interfaces are logically assigned to the compute resources.

» Installing IBM-customized ESXi 5.1 images to the new compute nodes from
within the FSM interface.

» Providing VMware environment visibility and ESX resource inventory and
topology views from within the FSM interface, including the ability to deploy
new VM images.
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» Providing extensibility from the native vCenter server to the Flex System
hardware by using the specialized IBM Systems Director Upward Integration
Module (UIM). Capabilities of the UIM include monitoring power and thermals
of the Flex System components, viewing and updating firmware and software
levels for various components in the chassis, and modifying the settings for
predictive failure alerts in the chassis.

3.2 Networking considerations

Networking considerations apply to the physical network infrastructure and the
VMware vSphere virtual network infrastructure.

From the physical network perspective, the host networking resources are
shared by the virtual desktops the network supports. If there is insufficient
bandwidth, users experience a reduced level of performance. As such, it is
recommended to use fast network cards. IBM Flex System compute nodes offer
10 Gb Ethernet connectivity.

Also, performance might be improved by separating different types of network
traffic. For example, traffic that is related to system management, VMs, storage,
provisioning, and backups can all be isolated from each other. For more
information about network design, see Chapter 5, “IBM Flex System and VMware
View lab environment” on page 117.

The VMware virtual network consists of various subcomponents, such as virtual
switches (standard and distributed), ports, port groups, virtual Ethernet adapter,
and uplinks ports. These components comprise the communication channel
between the VMs and the associated external or physical networks.

3.2.1 Virtual switches

Virtual switches (vSwitches) are a software-based switch that is in the VMkernel
and provide traffic management for VMs. There are two types of virtual switches
in vSphere: the virtual standard switch (VSS) and the virtual distributed switch
(VDS).

Although VSSs are defined at the host level, VDSs are defined at the data center

level, which means that the switch configuration is pushed consistently to all
hosts within the same data center. The VDS is also called a dvSwitch.
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In addition, VDSs enable advanced features, such as Rx traffic shaping,
improved monitoring through port mirroring (dvMirror), consistent network
statistic monitoring, and Link Layer Discovery Protocol (LLDP), a vendor-neutral
standard that is equivalent to Cisco Discovery Protocol (CDP).

The use of VDSs requires an Enterprise license. It is recommended that VDSs
be used to enable their advantages.

When you are using VDSs, remember that they often can be controlled only from
your vCenter server (unless you use a third-party VDS, such as IBM Distributed
Virtual Switch 5000V, or Cisco 1000V). This means that if your vCenter Server
becomes unavailable, networking continues to function, but you cannot make any
modifications until the vCenter Server is back online.

3.2.2 Ports and port groups

A port or port group is a logical object on a virtual switch that provides
specialized services for the VMkernel or VMs. A virtual switch can contain a
VMkernel port or a VM port group. On a vSphere distributed switch, these are
called dvPort groups.

VMkernel Port is a specialized type of virtual switch port that is configured with
an IP address to allow vMotion, iSCSI storage access, network-attached storage
(NAS) or Network File System (NFS) access, or vSphere Fault Tolerance (FT)
logging. vSphere 5.x includes ESXi hosts only, so a VMkernel port also provides
management connectivity for managing the host. A VMkernel port is also referred
to as a vmknic.

A VM Port Group is a group of virtual switch ports that share a common
configuration and allow VMs to access other VMs or the physical network.

3.2.3 Uplink ports

Uplink ports are ports that are associated with physical adapters. They provide a
connection between a virtual network and a physical network.

Distributed virtual uplinks (dvUplinks) are a new concept that was introduced with
VDSes. dvUplinks provide a level of abstraction for the physical NICs (vmnics) on
each host. NIC teaming, load balancing, and failover policies on the VDSes and
DV Port Groups are applied to the dvUplinks, not on the vmnics on individual
hosts. Each vmnic on each host is mapped to dvUplinks, permitting teaming and
failover consistency regardless of the vmnic assignments.
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The following networking design considerations are important:

» Ensure redundancy by using a single dvSwitch with redundant uplinks on all
of the hosts in the cluster.

» Create separate, highly available port groups for each of management and
vMotion traffic types. The Flex System platform positions Ethernet switch
hardware inside the chassis, which provides improved network performance
for activities that use network bandwidth (such as VMware vMotion) when
compared to traditional top-of-rack network switching.

» Use VMware NetQueue to enable Intel Virtual Machine Device Queues
(VMDq) support for the GbE ports.

» Use the TCP offload engine (TOE) capabilities of x240 network adapters to
improve network performance by enabling stateless offload of the following
elements:

Checksum offload

TCP segmentation offload (TSO)
Jumbo frames (JF)

Large receive offload (LRO)

3.3 Storage considerations

Storage has a major effect on the performance, scalability, and availability of the
Horizon View implementation.

3.3.1 Local or shared storage

Virtual deployments often use shared storage in preference to local storage.
Shared storage is required to support vMotion, DRS, and HA. Although these
features are less critical when non-persistent virtual desktops are hosted, they
are important for management server workloads and persistent desktops.

3.3.2 Tiered storage

A one-size-fits-all storage solution is unlikely to meet the requirements of most
virtual desktop implementations. Instead, the use of tiered storage, where
different storage technologies (such as solid-state drives and network-attached
and Fibre Channel-attached storage systems) and drive access technologies
(such as SAS and SATA) are grouped into storage tiers, which provide an
effective way to offer a range of storage options that are based on needs that
relate to performance, scalability, redundancy, and cost.
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In this way, different virtual workloads with similar storage requirements can be
grouped and a similar cost model can be applied.

3.3.3 Load balancing

VMware vSphere Storage DRS is a new feature that was introduced in vSphere
5.0. It provides load-balancing mechanisms that are based on I/0 and space
capacity and initial VM placement. VMware vSphere Storage DRS helps to
decrease the operational effort that is associated with the provisioning of VMs
and monitoring of the storage environment.

vSphere Storage DRS includes the following key features:
» Resource aggregation

This is the main feature of vSphere Storage DRS and is the one that all other
features depend on. Datastores can be aggregated to a single-unit datastore
cluster, and these datastore clusters form the basis of vSphere Storage DRS.
By using this feature, you can manage the storage resources in a way that is
similar to how vSphere DRS manages compute resources in a cluster. As
with a cluster of hosts, a datastore cluster is used to aggregate storage
resources, which enable smart initial placement of the virtual disk files and
load balancing of existing workloads.

» Initial placement

During the manual provisioning of a VM, crucial provisioning factors, such as
current space usage and I/O load, are often ignored. vSphere Storage DRS
provides initial placement and ongoing balancing recommendations, which
helps vSphere administrators make placement decisions that are based on
space and I/O capacity. Initial placement simplifies and speeds up the
provisioning process by automating the selection of a datastore.

» Load balancing

Load balancing can be thought of as a tool that proactively prevents high
latencies and reactively prevents out-of-space scenarios that result from
overloads on individual datastores. As load imbalances begin to occur,
vSphere Storage DRS makes recommendations to correct them.
Space-utilization load balancing is reactive to alleviate bottlenecks or extreme
imbalances.

» Affinity rules

vSphere Storage DRS applies smart placement rules (in the form of affinity
rules) on the VM files. Affinity rules help prevent placing VMs with similar
tasks on the same datastore. These rules also help keep VMs together when
required.
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» Datastore maintenance mode

Datastore maintenance mode can be compared to host maintenance mode.
When a datastore is placed in maintenance mode, all registered VMs on that
datastore are migrated to other datastores in the datastore cluster. A typical
use case involving this feature is a data migration to a new storage array.

3.3.4 Redundancy

78

vSphere datastores must be designed to meet the redundancy requirements of
the components that they support, including RAID levels, storage adapters, and
the back-end storage configuration. A leading practice for shared storage is to
configure two NICs or HBAs in a bonded or multipath setup.

VMware vSphere uses a default storage multipath policy of Fixed (VMware) for
Active/Active storage arrays and MRU (VMware) for Active/Passive storage
arrays. Active/Active storage arrays can also use Round Robin (VMware)
multipathing policy if the storage vendor supports it.

Flex System V7000 is an Active/Active storage solution that works well with
Round Robin. Round Robin is the recommended multipathing policy because it
provides more optimal use of the storage paths to every LUN. At any time, the
LUN is accessed over a single path, but that path switches, by default, after every
1000 sent I/Os.
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VMware Horizon View
design considerations

This chapter describes design considerations for the VMware Horizon View on
IBM Flex System solution.

Note: This chapter is based on the information that is contained in the IBM
Reference Architecture (RA) for VMware View. At the time of this writing, the
IBM RA was based on VMware View 5.1; however, most testing and validation
results can also be applied to VMware Horizon View 5.2, which is described in
this book.

The IBM RA is updated regularly to include new features and components. For
more information about the most recent IBM RA for VMware View, see this
website:

http://ibm.co/17c0yaN
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The chapter includes the following topics:

VMware Horizon View components

Choosing a desktop protocol

VMware View provisioning

Storage configuration

Network configuration

Choosing desktop and application delivery model
Operational model and sizing guidelines
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4.1 VMware Horizon View components

This section describes the functions of the various components of VMWare
Horizon View (which is also known as View).

The IBM reference architecture for VMware View defines two types of server
clusters:
» Compute clusters:

— Hosts the virtual desktop workloads

— Composed of multiple IBM compute nodes, the number of which varies
based on the number of users that are hosted (for more information, see
4.7, “Operational model and sizing guidelines” on page 106)

— Should not host workloads other than virtual desktops

— Separate compute clusters for dedicated and stateless virtual desktops
» Management cluster:

— Hosts the VMware Horizon View management components

— Can be hosted on an existing or new vSphere environment

— Contains VMware vCenter, vCenter SQL server, View Connection server,
and other optional components

— Can host more infrastructure services (AD, DNS, DHCP, and so on) if they
do not exist in the environment

Chapter 4. VMware Horizon View design considerations 81



Figure 4-1 shows View components. These components are described next.
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Figure 4-1 VMware Horizon View components

VMware Horizon View solution features the following components:
» VMware Horizon View Connection Server

VMware Horizon View Connection Server is a software service that acts as a
broker for client connections by authenticating and then directing incoming
user requests to the appropriate View desktop, thus ensuring that only valid
users are allowed access.

If a virtual desktop is not available, the broker works with the management
and provisioning layers to ensure that a virtual machine (VM) is ready and
available.

View Connection Server must be installed on a dedicated physical or VM
server, and the server must be a member of an Active Directory (AD) domain
that is trusted by all View clients.
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The View Administrator console (sometimes called View Administrator) must
be installed on View Connection Server to manage the View environment and
perform the following tasks:

Deploy virtual desktops

Create desktop pools

Control access to desktop pools
Examine View system events

View Administrator is a web-based application that is installed when you
install View Connection Server.

The desktop on which you start View Administrator must trust the root and
intermediate certificates of the server that hosts View Connection Server.

Note: The physical or virtual machine that host View Connection Server
must use a static IP address.

The following operating systems support all View Connection Server types,
including standard, replica, and security server installations:

— Windows Server 2008 R2 64-bit Standard and Enterprise
— Windows Server 2008 R2 SP1 64-bit Standard and Enterprise

View Connection Server requires specific versions of VMware virtualization
software. For more information about which versions of Horizon View are
compatible with which versions of vCenter Server and ESX/ESXi, see the
VMware Product Interoperability Matrix at this website:

http://www.vmware.com/resources/compatibility/sim/interop_matrix.php

When you are installing replicated View Connection Server instances, you
must configure the instances in the same physical location and connect them
over a high-performance LAN. Do not use a WAN to connect replicated View
Connection Server instances.

VMware Horizon View Composer

VMware Horizon View Composer is a software service that can be used with
VMware vCenter and View Connection Servers to deploy multiple
linked-clone desktops from a single centralized base. View Composer can be
installed directly on the vCenter Server or a dedicated server.

Note: View Composer is only required if linked-clone desktops are
deployed.
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View Composer can be installed on the same physical or virtual machine as
vCenter Server or on a separate server. The following operating systems are
supported:

— Windows Server 2008 R2 64-bit Standard and Enterprise
— Windows Server 2008 R2 SP1 64-bit Standard and Enterprise

View Composer requires an SQL database to store data. The View Composer
database must be on, or be available to, the View Composer server host. Any
of the following databases can be used:

— Microsoft SQL Server 2005 Express

— Microsoft SQL Server 2005 SP3 and later, Standard and Enterprise
— Microsoft SQL Server 2008 R2 Express

— Microsoft SQL Server 2008 SP1 and later, Standard and Enterprise
— Oracle 10g (Release 2)

— Oracle 11g (Release 1 and 2)

If a database server exists for vCenter Server, View Composer can use that
existing database server.

Note: If you create the View Composer database on the same SQL Server
instance as vCenter Server, make sure that you do not overwrite the
vCenter Server database.

VMware Horizon View Transfer Server

VMware Horizon View Transfer Server is an optional software service that is
used for offline desktops. It supports check in, check out, and replication of
desktops that run in local mode. The View Client with Local mode is used
where access to a virtual desktop is required during times where no network
access is available. View Transfer Server is installed on a dedicated server or
virtual machine.

View Transfer Server transfers static content to and from the View Transfer
Server repository and transfers dynamic content between local desktops and
remote desktops in the datacenter. View Transfer Server has the following
storage considerations:

— The View Transfer Server repository must have enough space to store
static image files.

— View Transfer Server supports 20 concurrent disk transfers.

— View Transfer Server must have access to the datastores that store the
desktop disks to be transferred.
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Install View Transfer Server on one of the following supported operating
systems with at least 4 GB of RAM:

— Windows Server 2008 R2 64-bit Standard and Enterprise
— Windows Server 2008 R2 SP1 64-bit Standard and Enterprise

VMware vCenter Server

VMware vCenter Server provides a central administration point for VMware
vSphere hosts and other components of the vSphere suite. VMware vCenter
Server creates and manages all virtual desktops that are based on
instructions that are received from the View Connection Server and the View
Composer Server.

VMware vCenter server can be installed on a dedicated physical or virtual
machine.

vCenter SQL Server

vCenter database is a data store that is used to centralize farm configuration
information and transaction logs. Because the SQL server is a critical
component of the View infrastructure, redundant servers must be available to
provide fault tolerance. The following databases are supported:

¢ IBM DB2® 10 Enterprise and IBM DB2 Enterprise 9.7.2

* Microsoft SQL Server 2005 Standard, Enterprise, and Datacenter
editions (SP4)

* Microsoft SQL Server 2008 Standard and Enterprise editions (SP2,
SP3) and Microsoft SQL Server 2008 Datacenter edition (SP2)

» Microsoft SQL Server 2008 R2 Express (64-bit only), Standard, and
Enterprise editions (SP1)

¢ Oracle 10g (Release 2) and Oracle 11g (Release 1 and 2)
ESXi hypervisor

ESXi is a bare-metal hypervisor for the compute servers. The hypervisor
provides a virtualized environment for running VMs with the desktop operating
systems in them. These VMs are called hosted virtual desktops.

vSphere is the only hypervisor that is fully supported for hosting View virtual
desktops as it fully integrates with View for full desktop lifecycle management.

VMware Horizon View Agent

VMware Horizon View Agent is installed on the virtual desktops, physical
desktops, and Windows Terminal Servers that are managed by View.

The View agent connects the virtual desktop to View’s devices and services,
such as client-attached USB devices, client connection monitoring, virtual
printing, single sign-on, and View Persona Management.
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VMware Horizon View Persona Management is an optional component of the
View Agent that can be used as an alternative to Microsoft Windows roaming
profiles for managing user Windows profile data and application settings.

View Persona Management has the following specific benefits:

— User profile data is loaded only as required, which speeds up the user
desktop login process.

— Logoff times can be accelerated by syncing back the user profile updates
to the remote persona management repository.

VMware Horizon View Client

VMware Horizon View Client communicates with a View Connection Server
and starts connections to desktops and Windows Terminal Servers. Users
can access their virtual desktop from any device that is supported by the
respective desktop virtualization solution.

The View Client is available for Microsoft Windows, Apple OS X, Android, iOS,
and Ubuntu Linux.

Shared storage

Shared storage is used to store user profiles and user data files. Depending
on the provisioning model that is used, different data is stored for VM images.

VMware ThinApp

VMware ThinApp is an application virtualization product that integrates with
View Manager to package conventional applications so that they become
portable applications.

VMware ThinApp packages applications into executable files (in MSI or EXE
format) that are encapsulated from other applications and from the underlying
machine's operating system. The goal is to eliminate application conflicts and
streamline application delivery and management.

ThinApp has the following capabilities:

— Eliminates application conflicts by isolating desktop applications from each
other and from the underlying operating system.

— Enhances security policies by deploying ThinApp packages on PCs and
by allowing users to run their favorite applications without compromising
security.

— Increases users’ mobility by deploying, maintaining, and updating
virtualized applications on USB flash drives.

— Usable as a component of VMware View to reduce desktop storage costs
and streamline updates to endpoints.
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— Reduces the number of applications that must be installed on the master
virtual desktop image, which reduces the need to deploy and maintain
many images for different user bases.

The Figure 4-2 shows an example of ThinApp application delivery to devices.
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Figure 4-2 Application delivery by using VMware ThinApp

4.2 Choosing a desktop protocol

When you are designing a View infrastructure, it is important to determine how
much network bandwidth is required to support the View Client connections.

Desktop protocols and software provide access over a network connection to
View desktops that are in the datacenter.

Depending on which type of client device you are using, you can choose between

the PC-over-IP protocol (known as PColP) or Microsoft Remote Desktop
Protocol (RDP). The preferred protocol for VMware Horizon View is PColP.

Chapter 4. VMware Horizon View design considerations 87



88

PColP

PColP provides an optimized delivery of the entire desktop environment,
including applications, images, audio, and video content for various users on the
LAN or across the WAN. PColP can compensate for an increase in latency or a
reduction in bandwidth, which helps ensure that users can remain productive
regardless of network conditions.

The PColP protocol has the following features that make it ideal for connecting to
View desktops:

>

»

»

Supports image caching to store display data and minimize bandwidth usage.
Achieves compression ratios of up to 100:1 for images and audio.

Provides optimization controls for reducing bandwidth usage on the LAN and
WAN.

Enables more efficient encoding and decoding of content between the Virtual
Desktop and the remote Client by using multiple codecs.

Supports multiple monitors for some client types. For example, on Windows
based clients, you can use up to four monitors and adjust the resolution for
each monitor separately, up to a maximum of 2560 x 1600 per display. When
the 3D feature is enabled, up to two monitors are supported by a resolution of
up to 1920 x 1200.

Supports 32-bit colors for virtual displays.

Supports the advanced encryption standards AES-128, AES-192, or
AES-256 (AES-128 is turned on by default).

Supports USB redirection.

Supports audio redirection with dynamic audio quality adjustment for LAN and
WAN.

Supports copy and paste text and images between the local system and the
desktop is supported, up to 1 MB. Supported file formats include text, images,
and Rich Text Format (RTF).

Eliminates handshakes that are used in Transmission Control Protocol
(TCP)-based display protocols.

Note: PColP is supported as the display protocol for View desktops with
virtual machines and with physical machines that contain Teradici host cards.
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The VMware Horizon View Architecture Planning guide provides estimates for
PColP bandwidth usage that is based on the application workload of the client. A
selection of these estimates is shown in Table 4-1.

Table 4-1 Estimates of PColP bandwidth usage

Workload characteristics Bandwidth

2D display and single monitor with web and limited office 50 - 100 kbps
applications

2D display and single monitor with office applications 100 - 150 kbps
3D display and single monitor with office applications 400 - 600 kbps
3D display and multiple monitors with office applications 500 kbps -1 Mbps
3D display and multiple monitors with 480p video and images | 2 Mbps

and frequent window changes

RDP
Microsoft RDP is a TCP-based display protocol that does not have many of the

WAN optimization and acceleration features that are found in PColP. Microsoft
Remote Desktop Connection (RDC) uses RDP to transmit data.

Microsoft RDP provides the following features:

» 128-bit encryption

» 32-bit color for virtual displays

» Supports up to 16 monitors in spanning mode

» Supports copy-paste between the local system and the View desktop for text
and system objects, such as folders and files

4.3 VMware View provisioning

VMware Horizon View offers the ability to create and provision pools of desktops
as its basis of centralized management.
You can create a virtual desktop pool from one of the following sources:

» A physical system, such as a physical desktop PC or a Windows Terminal
Services server

» A virtual machine that is hosted on an ESX or ESXi host and managed by
vCenter Server
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» A virtual machine that runs on VMware Server or some other virtualization
platform that supports View Agent

VMware View supports floating and dedicated desktop assignment models.
Provisioning for VMware View is a function of vCenter server and View
Composer for linked clones.

vCenter Server allows for manually created pools and automatic pools. In
addition, it allows for provisioning full clones and linked clones of a parent image
for dedicated and stateless virtual desktops.

You can configure a desktop pool so that users have dedicated assignments or
floating assignments to the desktops in the pool. You must choose a user
assignment for automated pools that contain full virtual machines, automated
linked-clone pools, and manual pools.

4.3.1 Dedicated and floating desktop pools

90

In this section, we describe the dedicated and floating desktop pool models.

Dedicated desktop pools

A virtual desktop from the Dedicated pool (which is also called persistent pool or
stateful pool) is often assigned to the user upon its first logon. After that first
logon, each user always connects to the same virtual desktop, which allows them
to personalize the appearance of the desktop and have constant access to the
data and documents they create there. It is also possible to manually pre-assign
a user to a virtual desktop.

Figure 4-3 on page 91 shows the concept of dedicated user assignments.
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Figure 4-3 Dedicated pool user assignments

The dedicated desktop model is best for users who need the ability to install
more applications, store data locally, and retain the ability to work offline.

Dedicated desktops can be implemented by using full or linked clones
provisioning models. For more information, see 4.3.2, “Provisioning by using full
and linked clones” on page 93.

Full and linked clones: Dedicated desktops that are based on linked clones
are difficult to back up and restore. Consider the use of dedicated desktops
that are based on full clones instead.

Dedicated desktops that use full clones are independent copies of a parent
virtual machine that share nothing with it. Ongoing operation of a full clone is
entirely separate from the parent virtual machine.

Dedicated pools that use linked clones are copies of a parent virtual machine
that shares virtual disks with it in an ongoing manner. This configuration
conserves disk space and allows multiple virtual machines to use the same
software installation. To achieve persistency, a persistent disk is used.

The persistent disk is created in addition to the base operating system disk
image, and the VMware View agent instructs the guest OS to offload the user
profile to this separate disk. The user profile consists of application data, registry
entries, and all other user-specific folders.
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When persistent disks are used, it is possible to replace the virtual desktop base
image using recompose or refresh operations. This is a useful way to
accommodate application upgrades and patches without losing user data.
However, if persistent disks are used, it is important to design a good backup
solution for the data that is on the disks. Backup agents from the guest OS can
be used, but that approach increases the overall cost of the solution. You also
can use VMware View storage tiering to dedicate a datastore for all persistent
disks and then back up the entire datastore or LUN.

Another alternative to backing up the persistent disks is to enable active directory
roaming profiles. However, you need to take into account the design of roaming
profiles where the data is copied from the network during the user logon process
and then copied back to the network at logoff.

Dedicated desktops have many drawbacks. The desktop images are large, grow
quickly, and must be updated and patched individually because they have no
common base image. There is often no separation between the operating system
and user data. Additionally, because the image is unique to each user, data
backup is critical and it typically involves large data sets.

More importantly, high availability must be considered. The user must always be
able to connect to the same image, even if a VDI host fails, which is impossible if
the desktop is hosted locally. Therefore, dedicated desktops require access to
expensive shared storage.

Floating desktop pools

With a floating desktop pool (which is also called a non-persistent pool or
stateless pool), View Manager dynamically assigns desktops in the pool to
entitled users. Users connect to a different desktop each time they log in. When a
user logs off, the desktop is returned to the pool.

Floating desktops are allocated to users temporarily. After the user logs off,
changes to the image often are discarded (that is, the image is reset) and the
desktop becomes available for the next user or a new desktop is created for the
next user session. To achieve a persistent user experience (that is, the ability to
personalize the desktop and save data), developers rely on user profile
management, folder redirection, difference data collection, and other
approaches. Specific applications, if needed, can be provided to floating
desktops by using application virtualization technologies, such as ThinApp.

92 Implementing VMware Horizon View on IBM Flex System



Figure 4-4 shows the concept of floating user assignments.

Floating Pool

Figure 4-4 Floating pool user assignments

This floating or stateless approach is based on a logical separation of the
operating system, application, and user layers. The approach allows a common,
centrally managed base image to be used for all users in the same pool. If the
image is corrupted or becomes unavailable, the user connects to another image
in the pool, relying on high-availability features that are provided by connection
brokers rather than through a storage-hungry, VM failover approach. Backups are
simplified as only a small subset of the overall data (such as, profile information
and saved data) must be archived.

The stateless approach enables the use of local storage instead of shared
storage, with only a fraction of the data on distributed storage (for example,
profile and user data). This method directly reduces the cost per desktop. The
only potential restriction to storing a desktop locally is that it cannot be moved
from one server to another without restarting the VM. If a live migration of virtual
desktops is required, a stateless desktop can still be used but all of the data is on
a shared storage and there is a corresponding increase in the performance
requirements of that shared storage.

4.3.2 Provisioning by using full and linked clones

Dedicated and floating desktop pools can be automatically provisioned by using
the following primary provisioning models that are built into View:

» Full clones
» Linked clones
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Full clones

Full virtual machine desktops (which also are called full clones) are created by
using a virtual desktop master image that was converted to the vSphere template
format. A full virtual machine or full clone is an independent copy of the template
and is managed separately from any other desktops and the template on which it
was based. The full clone duplicates only the state of the virtual machine at the
instant of the cloning operation. Because a full clone does not share virtual disks
with the parent virtual machine, full clones generally perform better than linked
clones. However, full clones take longer to create than linked clones. If the
involved files are large, creating a full clone can take several minutes.

Use full clones for dedicated desktop pools, where the users expect to be
connected to the same desktop virtual machine every time. Also, use full clones
when specific software is required.

Figure 4-5 shows how a full clone environment operates.

vSphere full clone operation

Full Full Full Full
Clone Clone Clone Clone

LUN/Local Raid

Figure 4-5 Full clone environment

To successfully deploy full virtual machine desktops, you must first complete the
following preliminary tasks:

» Prepare a virtual machine template for View Manager to use to create the
desktops. View Agent must be installed on the template.

» Ensure that any customizing specifications are accurate. Deploy and
customize a virtual machine from your template by using the customizing
specification.

» Verify that enough ports are available on the ESX virtual switch that is used
for desktop virtual machines.
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Full clones do not require an ongoing connection to the parent virtual machine.
Overall performance of a full clone is the same as it is on a non-cloned virtual
machine, but a linked clone trades potential performance reductions for a
guaranteed conservation of disk space. If you are focused on performance, you
should use a full clone over a linked clone.

Linked clones

VMware View with View Composer uses the concept of linked clones to quickly

provision virtual desktops. View Composer uses a parent image to create a pool
of linked clone virtual machines. A parent image is a tuned desktop that is used
to create new replica images.

Linked-clone desktop images optimize desktop storage space and improve
image control. Changes to a master image apply to user desktops without
affecting user settings, data, and applications. Each linked clone acts like an
independent desktop, with a unique host name and IP address, yet the linked
clone requires less storage. All files that are available on the parent at the time of
the snapshot remain available to the linked clone. The operating system reads all
of the common data from the read-only replica and the unique data that is
created by the operating system or user is stored on the linked clone.

The linked-clone virtual machines each have unique identities and can be
powered on, suspended, or reconfigured independently of the master image.

Figure 4-6 shows how the linked clone environment operates.

Parent Image

Pool
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Read Only
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Figure 4-6 Linked Clone environment
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Changes can be made to the snapshot of the virtual desktop master image while
still retaining the ability to deploy more desktops that are based on the condition
of the desktop when the snapshot was taken. When it is time to deploy the
updated image, you take a second snapshot and recompose the desktops.

A linked clone desktop has the following advantages over a full clone desktop:

» Linked clone desktops share the parent virtual disk for read operations, so the
amount of disk space they require is greatly reduced.

» Linked clone desktops can be recomposed, a process in which software
updates or other changes are applied to the master image once and then
propagated to the replica disks, which applies those changes to the entire
desktop pool.

» Linked clone desktops can be refreshed, a process that deletes the modified
contents of the linked clone operating system and disposable data disks. This
action discards any changes that were made after the desktop was deployed,
which allows for tight control over the user experience.

» A linked clone desktop pool can be rebalanced, which redistributes linked
clone storage across datastores to prevent an imbalance in storage usage.

» A linked clone approach improves agility in Horizon View by reducing
provisioning time, which provides near-instant provisioning of virtual
machines.

» By using tiered storage with View Composer linked clones, you can redirect
user data to a different datastore. This allows the linked-clone virtual machine
OS to be refreshed (which is also referred to as being rebased) while
preserving local user data because you can detach and attach the persistent
disk to the linked clone virtual machine.

Although a full-clone desktop requires only one virtual hard disk, a linked-clone
desktop requires up to four of the following virtual hard disks, and the replica disk
that is shared among the desktops in the pool:

» Replica disk: When a desktop pool is created, a clone of the virtual desktop
master image hard disk is created on each datastore that contains linked
clones. These clones of the virtual desktop master image are referred to as
replica disks. A replica disk can be created on a dedicated datastore, which
results in only one replica disk being created rather than one for each
linked-clone datastore. The replica disks are read-only; all changes are
written to the individual linked-clone virtual hard disks.

» OS disk: This disk stores the system data that associates the linked clone
with the base image and functions as a unique desktop.
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» Persistent disk: This optional disk is used in dedicated assignment pools only.
This disk can be used to store user profile data and the contents are retained
during a refresh, recompose, or rebalance operation. If a persistent disk is not
used, the user profile data is stored in the OS disk and is lost during refresh or
recompose operations.

» Disposable data disk: This optional disk is used to store the OS paging and
temporary files. The contents of this disk are discarded when the desktop is
powered off and during refresh and recompose operations. If a disposable
data disk is not used, the page file and temporary files are stored in the OS
disk.

» QuickPrep configuration data disk: This disk stores QuickPrep and other
OS-related data that must be preserved during refresh and recompose
operations.

Because linked clones can grow in size over time, consider the use of the
space-efficient sparse disk (SE Sparse disk) feature (which is enabled by default)
to reclaim unused space in the linked-clone virtual machine. This feature was
introduced in VMware Horizon View 5.2.

SE Sparse disks help optimize storage capacity in the VDI environments that use
linked clones. Before Horizon View 5.2, clients needed to perform Recompose or
Refresh operation to address the issue with the linked clone capacity growth.
With SE Sparse disks, the space reclamation is automated through Horizon
View, and there is no need to reclaim unused space manually through refresh
operations.

Automated space reclamation by using SE Sparse disks generates a substantial
amount of storage 1/0 and uses processor cycles; therefore, you should plan to
run these operations during low or no activity by defining blackout windows when
you are configuring SE sparse disk feature for the desktop pool.

Storage capacity for full and linked-clone desktop pools
For sizing full and linked clone desktop pool’s storage capacity, the following
types of swap files are available:

» The virtual machine swap file (.vswp) that is stored with the virtual machine is
equal to the amount of allocated, non-reserved vRAM, or 100% of the
allocated vRAM if not using memory reservations.

» The secondary or overhead swap file is created to accommodate operations
when the host is under memory pressure.
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For the virtual machine swap file, consider reserving a portion of the allocated
vRAM in the virtual machine to balance the capacity overhead that the swap file
produces. For example, for a virtual machine with 2 GB of vRAM, consider a

1 GB reservation, which reduces the swap file size by 50%.

Swap files: It is common to size VM memory requirements in a way that
avoids swapping, which helps improve overall VDI performance.

Full clone per virtual machine calculation

The storage capacity that is required for a full clone virtual machine is simple to
calculate by using the following formula:

Full clone + .vsmp + Overhead

Linked clone per virtual machine calculation

To calculate storage capacity for a linked-clone virtual machine, use the following
formula:

Replica (per LUN) + Linked Clone + Growth + .vsmp + Overhead

The replica size, which is equal to the master image size, is taken into account on
a per-LUN basis. Capacity per linked clone virtual machine begins with the linked
clone (50% of the replica size is a good estimate). After that, add the linked clone
growth that occurs between refresh and rebase operations (20% of the linked
clone size is a good estimate). Finally, add the amount that is needed for virtual
machine swap and overhead, if enabled.

4.4 Storage configuration

VDI workloads place huge demands on network shared storage, whether it is to
support virtual desktop provisioning, VM loading across the network, or
accessing user profiles and data files. In this section, we describe the storage
considerations for non-persistent (stateless) and persistent (dedicated) virtual
desktops that use the View deployment models with full and linked clones.

VMware datastores can be hosted on supported shared storage that uses FC,
FCoE, iSCSI, or NFS storage protocols.
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The sizes and IOPS for user data files and user profiles that are described in this
section are based on the IBM Reference Architecture for VMware View, and they
can vary depending on the customer environment. For example, power users
might require more storage space and IOPS for user files because of the
applications they use. It is assumed that 100% of the users at peak load times
require concurrent access to user data files and profiles.

Many customers need a hybrid environment of stateless and dedicated desktops
for their users. The IOPS for dedicated users outweighs those for stateless users;
therefore, it is typical to use dedicated users in defining any storage controller
configuration requirements.

The storage configurations that are presented in this section feature conservative
assumptions about the VM size, changes to the VM, and user data sizes to
ensure that the configurations can manage the most demanding user scenarios.

Non-persistent (stateless)

For non-persistent (or stateless) virtual desktops, the following local storage
components are available:

» USB flash drive for ESXi hypervisor

Each compute node runs the IBM ESXi custom image that is on a USB flash
drive.

» Compute node’s local drives
The replicas and linked clones are stored on local solid-state drives (SSDs).

Because of the stateless nature of the architecture, there is little added value
in configuring reliable SSDs in more redundant RAID configurations.
Redundancy is not achieved on a host level. Rather, it is achieved inherently
through the ability of a user to connect to virtual desktops that are hosted on
any of the surviving nodes if there is an individual node failure.

The following shared storage components for non-persistent (stateless) virtual
desktops are available:

» Datastores

Stateless virtual desktops use datastores to store all virtual images for linked
clones.

The paging file (or vSwap) is transient data that also can be redirected to the
datastore. In general, it is recommended that swapping is disabled, which
reduces storage use (shared or local). The designated desktop memory size
should match the user workload and should not depend on a smaller image
and swapping, which reduces overall desktop performance.
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» User profiles (for Roaming Profiles or Persona Management):

If you are using Microsoft Roaming Profiles (MSRP) or View Persona
Management, user profiles are stored by using the Common Internet File
System (CIFS).

» User data files

In the stateless user model, you must redirect persistent user data, such as
documents and other file repositories to user-specific file shares
(CIFS-based) or network drives.

Figure 4-7 shows the storage allocation for stateless virtual desktops.
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Figure 4-7 Stateless virtual desktop storage allocation

Table 4-2 summarizes the peak input/output operations per second (IOPS) and
disk space requirements for stateless virtual desktops on a per-user basis as a
starting point.

Table 4-2 Shared storage considerations for stateless desktops

Data type Protocol Size IOPS % Write
User data files CIFSorNFS | 5GB 1 75%
User profiles (through MSRP) CIFS 100 MB 0.8 75%
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Persistent (dedicated)

The following local storage components of persistent (dedicated) virtual desktops
are available:

» USB flash drive for ESXi hypervisor

Each compute node runs the IBM ESXi custom image that is on a USB flash
drive.

» For dedicated hosts, no local storage is configured.

The following shared storage components for persistent (dedicated) virtual
desktops are available:

» Datastores

Datastores are used to store all virtual desktops’ associated data, such as the
master image, replicas, linked clones, persistent disks, and full clones.

» User profiles (for Roaming Profiles or View Persona Management, if used)
User profiles are typically hosted on a CIFS-based file share.
» User data files

CIFS and NFS-based file shares are used to redirect persistent user data
(documents, other file repositories, and so on) to user-specific file shares or
network drives.

Table 4-3 summarizes the peak IOPS and disk space requirements for dedicated
virtual desktops on a per user basis. The last two rows in the table contain the
same information as was shown for stateless desktops. It is a leading practice is
to keep the AppData folder with the linked clones.

Table 4-3 Shared storage considerations for dedicated desktops

Data type Protocol Size IOPS % Write
Master image Block or NFS | 30 GB 18 85%
Linked clones Block or NFS | 10 GB 18 85%
User AppData folder 18 85%
User files CIFS or NFS 5GB 1 75%
User profiles (MSRP) CIFS 100 MB 0.8 75%
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Storage IOPS: Depending on the environment, maximum IOPS requirements
for the dedicated virtual desktops can be as high as 160 - 190 IOPS. Use
Table 4-3 on page 101 as a starting point and evaluate your actual
requirements that are based on an existing or projected workload.

Figure 4-8 shows the required storage tiers. It also shows a View hybrid
environment that consists of a floating model and a dedicated pool model that
are connected to the same storage system.
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Figure 4-8 Storage layout for View: floating and dedicated models

With VDI infrastructures, storage IOPS performance takes precedence over
storage capacity. This means that more drives are needed to achieve the
required performance.

The large rate of IOPS (and the resulting need for many drives to support
dedicated virtual desktops) can be lessened somewhat by caching read data in
flash memory. This can be achieved by using the flash cache feature of some
IBM System Storage N series controllers or, in IBM Flex System V7000 or
Storwize V7000 storage systems, by implementing SSD storage with IBM
EasyTier functionality.
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VMware View 5.1 introduced the View Storage Accelerator feature that uses
Content Based Read Cache (CBRC). Although CBRC is a vSphere feature, it is
used in a unique way by VMware View to provide the host caching capability. The
VSA feature provides a per-host RAM-based solution for View desktops that
considerably reduces the read I/O requests that are issued to the storage layer
and addresses boot storm issues.

With VSA, View indexes the contents of each virtual disk file when a virtual
machine is created. The indexes are stored in a virtual machine digest file. At run
time, the ESXi host reads the digest files and caches common blocks of data in
memory. To keep the ESXi host cache up to date, View regenerates the digest
files at specified intervals and when the virtual machine is recomposed.

Storage configurations should be based on your peak performance requirement,
which often occurs during a so-called “logon storm”. This happens when all or
most of the workers at a company arrive at work at the same time and try to start
their virtual desktops simultaneously.

Storage configurations should also use conservative assumptions about the VM
size, changes to the VM, and user data sizes. This approach helps ensure that
the configurations can cope with the most demanding user scenarios.

4.5 Network configuration

A redundant 10 Gb network infrastructure is used to provide the network
connectivity between all components of the VMware Horizon View architecture.
The following virtual local area networks (VLANs) are commonly deployed:

» Storage VLAN to provide storage connectivity (assuming that NFS, FCoE, or
iISCSI storage is used). With Fibre Channel, no storage VLAN required.

» VM data VLAN for production (user) access.

» Management VLAN for dedicated access to the management interface of
systems.

» VM control traffic VLAN for inter-VM communications such as vMotion.
On the server side, all networks are provided by a single dual port IBM 10GbE
Virtual Fabric LOM. Each physical 10 Gbps port can be divided into four virtual

ports with bandwidth that is allocated in 100 Mbps increments, up to the
maximum 10 Gbps per physical port.
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Note: The VLAN configuration and bandwidth allocation depends on your
individual requirements. Ensure that you have adequate bandwidth available
for each traffic type. For example, you might have another network that is
dedicated to live migrations or a dedicated backup network.

The following starting points for bandwidth allocation can be useful:

v

Management traffic: 0.5 Gbps

VM control traffic: 1 Gbps

VM data traffic: 1- 2 Gbps
Storage traffic (if used): 1- 2 Gbps

vYyy

Figure 4-9 shows logical network separation for the IBM SmartCloud VDI
environment.
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Figure 4-9 VDI logical network separation
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4.6 Choosing desktop and application delivery model

VMware Horizon View-based virtual desktop infrastructure provides flexible
desktop and application delivery by using the hosted applications and hosted
virtual desktops.

The choice of a specific delivery model or combination of delivery models
depends on user and application compatibility and application customization
requirements, as shown in Table 4-4.

Note: The terms Low, Medium, and High that are used in Table 4-4 are
relative indicators for comparison purposes and do not represent any meaning
in terms of absolute values. For example, values in the Relative user density
row mean that pooled desktops have better user density than dedicated
desktops, and hosted applications have better user density than pooled
desktops.

Table 4-4 Delivery model comparison, virtual application versus virtual desktop

Feature or requirement Hosted virtual desktops Hosted
applications

Dedicated Pooled

Provisioning model Full clones or Linked clones Application
linked clones virtualization

VDI component vCenter View Composer | ThinApp
VM Template

Desktop OS compatibility Yes Yes Yes

Server OS compatibility Yes

User customization Yes Yes

Application customization Yes

Professional graphics Yes

Management Complex Simplified Simplified

Relative storage IOPS High Low Low

Relative user density Low Medium High

Relative cost High Medium Low
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If the application requires no user customization, the most cost-efficient way to
deploy virtual desktop infrastructure is to use a hosted applications delivery
model.

For highly customized user application environments, hosted virtual desktops
provide a flexible and efficient way to deploy centralized desktop infrastructure.
Within this method, a non-persistent model is more cost-optimized and a
persistent model is more optimized for application customization.

4.7 Operational model and sizing guidelines

In this section, we describe operational models that cover stateless and
dedicated environments. Stateless desktops that require live migration of a VM
from one physical server to another are considered the same as dedicated
desktops because they both require shared storage. In some client
environments, both stateless and dedicated image models might be required, so
a mixed operational model is needed.

Sizing considerations: Sizing considerations that are described in this
section are based on the validated results that are obtained from the IBM
Reference Architecture for VMware View. The most recent IBM RA for
VMware View is available at this website:

http://ibm.co/17c0yaN

To show the operational model for different customer environments and size
needs, four different configurations are described for supporting 600, 1,500,
4,500, and 10,000 users. Because the operational model for 10,000 users is
approximately seven times larger than the model for 1,500 users, you can
estimate the needs for intermediate numbers of users by using different multiples
of the 1500-user model.

This section includes the following topics:

» 4.7.1, “Workload definition for the IBM RA test environment” on page 107
» 4.7.2, “VDI compute node configuration” on page 108

» 4.7.3, “Management services configuration” on page 111

» 4.7.4, “Shared storage configuration” on page 113
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4.7.1 Workload definition for the IBM RA test environment

VDI is a performance-intensive workload that can stress all parts of the system
including processors, memory, storage, networking, and the VDI software
infrastructure. To successfully validate the performance, each of these attributes
must be stressed in turn to determine its limits under defined workload. IBM
Reference Architecture for VMware View uses Login VSI to generate user loads
and monitor and measure the system performance under a particular load.

Login VSl is a VDI vendor-independent benchmarking tool to test and measure
the performance and scalability of centralized Windows desktop environments,
such as Server Based Computing and VDI. Login VSI measures the capacities of
virtualized infrastructures by simulating typical user workloads and

application usage.

IBM RA for VMware View uses Login VSI medium workload that simulates a
medium-level knowledge worker, which uses Microsoft Office, Internet Explorer,
and PDFs.

The medium workload is scripted in a 12 - 14-minute loop when a simulated
Login VSI user is logged on. Each test loop performs the following operations:
» Microsoft Outlook 2007 and Outlook 2010: Browse 10 messages.

» Internet Explorer: Browse two websites.

» Flash application is run.

» Microsoft Word 2007 and Word 2010: Review and edit document.

» PDF Printer and Acrobat Reader: The Word document is printed to PDF
and reviewed.

» Microsoft Excel 2007 and Excel 2010: A large randomized sheet is opened.

» Microsoft PowerPoint 2007 and PowerPoint 2010: A presentation is reviewed
and edited.

» Archiving: The output of the session is archived.

After the loop finished, it is restarted automatically. Each loop takes
approximately 14 minutes to run.

The following parameters and rules were used for Login VSI tests:

» User login interval: 30 seconds (some tests were run at 15-second intervals).

» Workload: Medium for most tests but more tests were performed by using the
light, heavy, and multi-media workloads.

» All virtual desktops were pre-booted before the tests.
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4.7.2 VDI compute node configuration

The VDI compute node is the base system unit that makes up the compute
clusters. The compute clusters can consist of any IBM systems that are listed in
2.4, “IBM Flex System Compute Nodes” on page 20. Compute nodes run the
VMware ESXi hypervisor and host user VMs.

An important consideration for compute servers is system memory. For stateless
users, the typical range of memory that is required for each desktop is 1.5 GB -
4 GB; for dedicated users, the range of memory for each desktop is 2 GB - 6 GB.
High-end computer-aided design (CAD) users that require 3D VDI technology
might require 8 GB - 16 GB of RAM per desktop. In general, power users that
require larger memory sizes also require more virtual processors.

The virtual desktop memory should be large enough so that swapping is not
needed.

As a part of validating the reference architecture, IBM tested x222 and x240
compute nodes that were running VMs with different memory sizes of 1.5 GB,

2 GB, and 3 GB' and identified the maximum number of virtual desktops per
compute node under specified workload (for more information, see 4.7.1,
“Workload definition for the IBM RA test environment” on page 107). The results
are summarized in Table 4-5.

Table 4-5 Number of virtual desktops per compute node

Feature VM memory size

(per node)
1.5 GB 2GB 3GB

x222 compute node (dual-server)

System memory 384 GB (2x 192 GB) | 384 GB (2x 192 GB) | 384 GB (2x 192 GB)
Desktop VMs 204 (2x 102) 158 (2x 79) 104 (2x 52)
Desktop VMs (failover) 250 (2x 125) 190 (2x 90) 126 (2x 63)

X240 compute node

System memory 256 GB 256 GB 384 GB
Desktop VMs 125 105 105
Desktop VMs (failover) 150 126 126

' For more information, see IBM Reference Architecture for VMware View at this website:
http://ibm.co/17c0yaN
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IBM testing shows that the number of users that are specified in Table 4-5 on
page 108 is a good baseline and results in an average 75% usage of the
processors in the server.

If a server fails, the users on that server must be transferred to the remaining
servers. For the degraded failover case, it is typical to keep 25% headroom on
servers to cope with possible failover scenarios.

The following configurations of the compute nodes are suggested:

» Non-persistent host:

Processor: Dual socket (8-core Intel Xeon processor E5-2680 or E5-2470)
Memory: 256 GB (16x 16 GB) or 384 GB (24x 16 GB)

Disks: IBM 2.5-inch MLC HS SSDs

Disk Controller: Standard integrated disk controller

Hypervisor: IBM USB Memory Key for VMware ESXi 5.1 (ESXi IBM
Custom Image)

Network adapter: Integrated Dual Port 10 GbE Virtual Fabric LOM

» Persistent host

Processor: Dual socket (8-core Intel Xeon processor E5-2680 or E5-2470)
Memory: 256 GB (16x 16 GB) or 384 GB (24x 16 GB)

Disks: none

Disk Controller: None

Hypervisor: IBM USB Memory Key for VMware ESXi 5.1 (ESXi IBM
Custom Image)

Network adapter: Integrated Dual Port 10 GbE Virtual Fabric LOM

If you intend to use the host in a dedicated user model that uses full virtual
machines, you can remove the local SSDs because all VM data is on shared
external storage.
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Table 4-6, Table 4-7, and Table 4-8 show the number of compute nodes that are
needed for different numbers of users size. The figures are based on the desktop
VM quantity per server that is shown in Table 4-5 on page 108.

Table 4-6 Compute nodes that are needed for different numbers of users (VM size of 1.5 GB)

Description (VM size of 1.5 GB) 600 users 1500 users 4500 users 10000 users
x222 compute node (dual-server)
Compute nodes @ 204 users 4 8 22 49
Compute nodes @ 250 users (failover) 3 6 18 40
Failover ratio 3-1 3-1 45101 45101
x240 compute node
Compute nodes @ 125 users 5 12 36 80
Compute nodes @ 150 users (failover) 4 10 30 68
Failover ratio 4-1 5-1 5-1 7-1
Table 4-7 Compute nodes that are needed for different numbers of users (VM size of 2 GB)
Description (VM size of 2 GB) 600 users 1500 users | 4500 users 10000 users
x222 compute node (dual-server)
Compute nodes @ 156 users 5 10 30 65
Compute nodes @ 188 users (failover) 4 8 24 54
Failover ratio 4-1 4-1 4-1 5-1
X240 compute node
Compute nodes @ 105 users 6 14 42 96
Compute nodes @ 126 users (failover) 5 12 36 80
Failover ratio 5-1 6-1 6-1 5-1

Table 4-8 Compute nodes that are needed for different numbers of users (VM size of 3 GB)

Description (VM size of 3 GB) 600 users 1500 users | 4500 users 10000 users
x222 compute node (dual-server)

Compute nodes @ 104 users 6 15 45 96

Compute nodes @ 126 users (failover) 5 12 36 80
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Description (VM size of 3 GB) 600 users 1500 users | 4500 users | 10000 users

Failover ratio 5-1 4-1 4-1 5-1

x240 compute node

Compute nodes @ 105 users 6 14 42 96
Compute nodes @ 126 users (failover) 5 12 36 80
Failover ratio 5-1 6-1 6-1 5-1

4.7.3 Management services configuration

Management services are provided by the VDI solution for creating desktops,
provisioning desktops, connecting to desktops, maintaining and managing
desktops, and licensing. A typical VMware Horizon View environment requires
several management components. In many cases, these management services
can be installed as desktops and thus do not need separate stand-alone servers.
In some cases, such as large-scale deployments, the use of so-called bare-metal
management servers is required.

It is recommended that you install the management components on a separate
management environment (for example, on a virtual management cluster
instance). However, to separate desktop and server workloads for organizational,
licensing, and workload attribute purposes, management components should be
installed on a cluster that is different from the one that is used for VDI compute
nodes.

In practice, a management cluster can be built on an existing vSphere
environment that has spare capacity, or you can use more IBM systems to create
a new management cluster

To optimize network traffic, keep the provisioning services close to the compute
nodes that are running the target virtual machines.

For example, the following virtual machines are needed to host the management
components that are on the management cluster (the IBM reference architecture
assumes that you run each of these components in virtual machines):

» vCenter Server

» vCenter SQL Server

» View Connection Server
» View Composer
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Management servers have the same hardware specification as VDI compute

nodes (for more information, see 4.7.2, “VDI compute node configuration” on

page 108) so they can be used interchangeably in a worst-case scenario. The
management servers also use ESXi as the hypervisor but have management
VMs instead of user VMs.

Table 4-9 summarizes the VM requirements and performance characteristics of
each management service.

Table 4-9 Requirements and performance characteristics for management services

Management
service

Virtual Memory | Storage | Windows HA Performance
processors Server OS | needed | characteristic

vCenter Server VM

vCenter server 2 4GB 40 GB 2008 R2 Yes Up to 2,000 VMs.
vCenter server 16 48 GB 180 GB 2008 R2 Yes Up to 10,000 VMs.
vCenter SQL Server VM

vCenter SQL 4 4 GB 15 GB 2008 R2 Yes Up to 2,500 VMs.
Server

vCenter SQL 8 8 GB 15 GB 2008 R2 Yes Up to 10,000 VMs.
Server

View Connection Server VM

View Connection | 4 10 GB 70 GB 2008 R2 Yes Up to 2,000
Server connections.

View Composer VM

View Composer 2 4 GB 40 GB 2008 R2 Yes Up to 2,000 VMs.
View Composer | 4 10 GB 50 GB 2008 R2 Yes Up to 10,000 VMs.

In a Horizon View environment, vSphere high availability (HA) clusters are used
to protect from physical server failures. Horizon View 5.2 supports up to 32 ESXi
nodes in a cluster. Each vCenter server can handle two clusters of up to 4,000
VMs each (32 nodes x 125 users per node), and each cluster exists on two
vCenter servers.

Table 4-10 on page 113 lists the number of management VMs for different
numbers of users that are based on the high-availability and performance
characteristics that are listed Table 4-9.

112 Implementing VMware Horizon View on IBM Flex System




Table 4-10 Management VMs needed

Management service 600 users 1500 users 4500 users 10000 users
vCenter server 2(1+1) 2(1+1) 3(2+1) 4(3+1)
vCenter SQL Server 2(1+1) 2(1+1) 2(1+1) 2(1+1)
View Connection Server 2(1+1) 2(1+1) 4(3+1) 7(5+2)
View Composer 2(1+1) 2(1+1) 2(1+1) 2(1+1)

It is assumed that common services, such as Microsoft Active Directory, DHCP,
DNS, and Microsoft licensing servers, exist in the customer environment.

Typically, physical management servers have the same hardware configuration
as compute servers. Based on the number and type of VMs that were shown in
the previous tables, Table 4-11 lists the suggested number of physical
management servers. In all cases, there is redundancy in the management
servers and the management VMs.

Table 4-11 Physical management servers needed

Description 600 users 1500 users 4500 users 10000 users

Number of 2 2 3 4

physical servers

4.7.4 Shared storage configuration

Experimentation with VDI infrastructures shows that the IOPS performance takes
precedence over storage capacity. This means that more of the slower speed
drives are needed to get the required performance than higher speed drives.
Even with the fastest drives available today (15,000 rpm), there can still be an
excess capacity in the storage system because extra spindles are needed to
provide the IOPS performance. Typically, this extra storage is more than sufficient
for the other types of data that is needed for VDI, such as SQL databases and
transaction logs.

The large rate of IOPS (and therefore, large number of drives that are needed for
dedicated virtual desktops) can be ameliorated to some extent by caching data in
flash memory or SSDs. The storage configurations are based on the peak
performance requirement, which usually occurs during the so-called “logon
storm”. This is when all workers at a company arrive at the same time and try to
start their virtual desktops at the same time.
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It is always recommended that user data files (shared folders) and user profile
data are stored separately from the user image. By default, this must be done for
stateless virtual desktops and should also be done for dedicated virtual
desktops. It is assumed that 100% of the users at peak load times require
concurrent access to user data and profiles.

For our example, we assume that each user has 5 GB for shared folders and
profile data and uses an average of 2 IOPS to access those files. Investigation
into the performance shows that 600 GB 10,000 rpm drives in a RAID 10 array
give the best ratio of input/output operation performance-to-disk space. It was
found that 300 GB 15,000 rpm drives have the required performance, but extra
drives are needed even when configured as RAID 5. Therefore, it is
recommended to use a mixture of both drives for persistent desktops and shared
folders/profile data.

If users need more than 5 GB, 900 GB 10,000 rpm drives can be used instead of
600 GB. If less capacity is needed, the 300 GB 15,000 rpm drives can be used
for shared folders and profile data.

Depending on the number of master images, one or more RAID 1 arrays of SSDs
can be used to store the VM master images. This helps with performance of
provisioning virtual desktops that is a “boot storm”. Each master image requires
at least double the space. The actual number of SSDs in the array depends on
the number and size of images. In general, more users require more images.

Table 4-12 shows an example scenario of calculating storage capacity for VM
images.

Table 4-12 Storage capacity for storing VM images

Description 600 users 1500 users 4500 users 10000 users
Image size 30GB 30GB 30 GB 30 GB
Number of master images 2 4 8 16

Required disk space (doubled) | 120 GB 240 GB 480 GB 960 GB

In our example scenario, we describe IBM Flex System V7000 Storage Node as

a shared storage.
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For stateless desktops, the Flex System V7000 storage configuration is
summarized in Table 4-13.

Table 4-13 Flex System V7000 configuration for stateless desktops

Stateless desktops 600 users 1500 users 4500 users 10000 users
400 GB SSDs in a RAID 1 for master 2(1xRAID 1) | 2(1xRAID 1) | 4(2x RAID 1) | 8 (4x RAID 1)
images

Hot spare SSDs 2 2 4 4

600 GB 10,000 rom HDDsina RAID 10 | 12 28 80 168

for users

Hot spare 600 GB HDDs 2 2 4 12

V7000 Control Enclosure 1 1 1 1

V7000 Expansion Enclosure 0 1 3 7

For persistent desktops, the Flex System V7000 storage configuration is
summarized in Table 4-14.

Table 4-14 Flex System V7000 configuration for persistent desktops

Stateless desktops 600 users 1500 users 4500 users 10000 users
400 GB SSDs in a RAID 1 for master 2(1xRAID 1) [ 2(1xRAID 1) | 4 (2x RAID 1) | 8 (4x RAID 1)
images

Hot spare SSDs 2 2 4 4

600 GB 10,000 rom HDDsina RAID 10 | 12 28 80 168

for users

Hot spare 600 GB HDDs 2 2 4 12

300 GB 15,000 rpm in RAID 10 for 40 104 304 672
persistent desktops

Hot spare 300 GB drives 2 4 4 12

400 GB SSDs for Easy Tier 4 12 32 64

V7000 Control Enclosure 1 1 2 4

V7000 Expansion Enclosure 2 6 16 (2 x 8) 36 (4x9)
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It is common to cluster multiple Flex System V7000 storage systems by using a
separate control enclosure for every 2,500 dedicated desktops.

If CIFS or NFS services do not exist, they can be enabled in the VDI environment
with Windows Storage Server. In such a case, two more physical management
nodes are added to the solution and Windows Storage Server is deployed on
them in a highly available cluster.
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IBM Flex System and
VMware View lab
environment

In this chapter, we describe how the environment is structured and the
implementation plan for VMware Horizon View 5.2 in the ITSO lab.

The lab setup that is described in this chapter shows the main infrastructure
components that are applied to the production VDI environments.

This chapter includes the following topics:

Lab environment

VMware View solution overview
IBM Flex System chassis overview
Storage configuration overview
Network configuration overview
VDI solution planning
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5.1 Lab environment

In this section, we describe the physical environment and the software
components that are used in the implementation of VMware View on IBM
PureFlex Systems.

The IBM Flex Systems consist of the following components:

» An IBM Flex Enterprise Chassis

» Two Chassis Management Modules (CMMs)

» One IBM Flex System Manager (FSM) node for management purposes

» Four IBM Flex x240 compute nodes that are equipped with VMware ESXi 5.1
embedded

» An IBM Flex System V7000 Storage Node (FC based) that is used for shared
storage

» An IBM Flex System Fabric EN4093 10Gb Ethernet Scalable Switch for
Ethernet networking

» An IBM Flex System FC3171 8Gb SAN Switch for storage networking

Table 5-1 describes the software components that are used in the lab and their
roles.

Table 5-1 Software components

Software Component Description

VMware ESXi 5.1 Hypervisor that is used to build the VMware View solution.

VMware vCenter 5.1 Used to manage VMware ESXi servers and monitor the health of
virtual machines.

Windows 2008 R2 Base operating system for the VMware View infrastructure.

Windows 7 Operating system for the virtual desktops.

SQL Server 2008 R2 Database server that is used to store View Composer DB.

VMware Horizon View 5.2 VMware View component that is used for linked-clone desktops

Composer from a centralized base image.

VMware Horizon View 5.2 VMware View component that is used for user authentication. It

Connection server acts as a connection broker to redirect connection to the user’s

appropriate virtual desktop.

VMware Horizon View 5.2 Agent Agent that is used to permits user to access their virtual desktop.

VMware Horizon View 5.2 Client Client that is used to connect to View desktop.
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Software Component Description

VMware Horizon View 5.2 Web-based administration console that is used to manage virtual
Administrator desktops

5.2 VMware View solution overview

The term component model describes the main components that are part of the
lab environment.

Component model offers a high-level point of view that is useful to locate the
exact position of each component that is related to its location in the
infrastructure.

The two VMware clusters interact with the same network and storage stacks.

Management cluster contains all infrastructural server roles that are related to
Active Directory, file services, vCenter, and VMware Horizon View main
component.

VDI cluster contains all virtual desktops pools and the base OS images.

Client devices and infrastructure servers are on the same VLAN and can
communicate with each other.
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The component model of the virtual desktop infrastructure is shown in
Figure 5-1.

Client devices

Flex
Manager tools

vCenter and
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View Virtual Desktop
VirtualDosiood]
View Agent
SQL Server
Virtual Desktop
Domain
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DNS Virtual Desktoq
VMware Horizon T
View Composer i :
>
VMware Horizon

View Connection
server

Mgmt Volume VDI Volume

Figure 5-1 VDI component model
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5.3 IBM Flex System chassis overview

Figure 5-2 shows all of the components on an IBM Flex System Enterprise
Chassis. It integrates compute nodes, storage, Ethernet, and SAN switches in a
single box.

This chassis is configured and managed by the Flex System Manager node.

Figure 5-2 also shows the IBM Flex System that is used in the lab environment.

= =
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Figure 5-2 Front view of the IBM Flex Systems Chassis that is used for the lab

The rear of the chassis shows two CMM modules: Ethernet and SAN switches.

Those modules are used to manage internal chassis communications and
interact with the external network, SAN, or other external infrastructure services.
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Figure 5-3 shows the rear view of the chassis and the exact position of each

component.
EN4093 10GB FC3171 8Gb FC Switch
Ethernet Switch~ |
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CMMO2
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Power Supply Ear

Figure 5-3 Rear view of the IBM Flex Systems Chassis that is used for the lab
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Figure 5-4 shows the physical view of the network that is between the
components.

Management
workstation

Figure 5-4 Physical view of network that is between components
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5.4 Storage configuration overview

We create the MDisk on the IBM Flex System V7000 and it is then divided into
two different volumes with the Thin Provision option enabled.
The volumes are created for the following purposes:

» Mgmt Volume: One volume to store all infrastructure servers and VMware
View components.

» VDI Volume: One volume that is dedicated to store the provisioned desktops
and the desktop pools.

The volumes are shown in Figure 5-5.

MDisk

VDI Volume
Thin Provision

Mgmt Volume
Thin Provision

X240
compute
nodes

X240
compute
nodes

Vmware ESXi
Services
Cluster

Vmware ESXi
VDI Cluster

Figure 5-5 Graphical storage structure

From a VMware vSphere point of view, each volume represents a single, per
cluster, VMFS formatted datastore.
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5.5 Network configuration overview

In this section, we describe the different networks flows (internal and external)
between Flex components and software components, administrators, and users.

An Ethernet segmentation in the meaning of VLANs tagging is configured to split
the traffic according to the software component requirements by using the
following perspective:

» Management VLAN (VLAN 42)

The management VLAN allows the technical support team to connect to the
environment for management purposes. Externally from the switch, VLAN 42
has a VLAN ID of 42; internally, the vNIC Group to which it belongs has a
private VLAN ID of 127. It connects all Flex components (FSM, compute
nodes, storage, and switches) and VMware ESXi hosts. For security reasons,
management traffic is not shared with the user access segment
(Public/Access).

» Kernel/VMotion VLAN (VLAN 10)

The Kernel/VMotion VLAN is used for VMware ESXi operation; this VLAN is
responsible for allowing the virtual machines to be transferred from one
physical node to another in case of maintenance or hardware failure.
Externally from the switch, VLAN 10 has a VLAN ID of 10; internally, the vNIC
Group to which it belongs has a private VLAN ID of 128. This internal VLAN is
defined only on the VMware ESXi internal DvSwitch; however, the vNIC
Group to which it belongs has a physical link to one external switch port. If the
IBM Flex System is placed in an existing environment, it allows VMs to be
migrated on chassis-external hosts.

» Public/Access Network (VLAN 20)

The Public/Access Network segment is used for user access. This VLAN is
available for clients access their virtual desktops, active directory
authentication, database interactions, and access and for VMware
View-specific transactions. Externally from the switch, VLAN 20 has a VLAN
ID of 20; internally, the vNIC Group to which it belongs has a private VLAN ID
of 128. As with the VLAN 10, this VLAN is defined only on the ESXi internal
DvSwitch. The vNIC Group to which this connection belongs has a link to an
external port trunk because of its heavy load.

Each compute node has a maximum of four vNICs.
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Figure 5-6 shows how it is named and the switch internal connections.
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Figure 5-6 Compute nodes to switch internal vNIC names and connections
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Figure 5-7 show the logical view of the connections.
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Figure 5-7 Connections logical view

Table 5-2 shows the bandwidth that is allocated on any port-related VLAN.

Table 5-2 Adapter bandwidth allocation

VLAN vNIC Bandwidth allocation
VLAN 42 INTAX.1 25%
VLAN 10 INTAX.2 25%
VLAN 20 INTAX.3 50%

Bandwidth allocation is part of the steps to virtualize the network adapters, where
virtual network interface cards (vNICs) are created and then presented to the
hosts as traditional adapters that are configured at your own VLAN.
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Bandwidth allocation is configured at the IBM Flex System Fabric EN4093
Scalable Network Switch level to the specified vNICs that forms the related Port
Group.

Because the Management Cluster is not expected to grow, it uses standard
vSphere network switches. The standard switches are used for the management
port group (VLAN 42), Public VLAN 20, and vMotion VLAN 10.

To have a consistent network configuration across all VDI hosts and to ease
future scalability, a single distributed virtual switch (dvSwitch) is created for VDI
Cluster VM traffic that contains all networks for VLAN 42, VLAN 20, and VLAN 10
for vMotion.

5.6 VDI solution planning

Flex System Manager (FSM) is used to manage the following Flex System
components:

» Compute nodes
» Shared storage
» Network and storage switches

FSM is also used to create the patterns that are applied in the computer nodes to
standardize the configuration characteristics and accelerate the deployment.

The virtual desktop infrastructure is distributed across two different VMware
clusters within the same data center.

This allows for segmentation of the resource usage and to align with a standard
pattern that is deployed in production environments in which the following
clusters have a specific purpose:

» Management VMware cluster

This two-node cluster contains all of the infrastructure’s servers that are used
to deliver the essential VMware View services.

This cluster is based on two compute nodes and contains Active Directory
server, SQL server, View Connection server, View Composer server, View
Administrator Console, and VMware vCenter.
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Note: In this lab, the vCenter is a virtual machine that is in the same cluster
it manages.

In this two-node cluster configuration, if the node that hosts the vCenter
server fails, some manual intervention must be done to migrate the
vCenter virtual machine on the running instance of VMware ESX unless
VMware HA Admission Control is enabled and configured at least 50% of
cluster resources to be available.

» VDI VMware cluster
This two-node cluster contains all of the virtual desktops and all Desktop
pools.

The shared storage that is used by the clusters is provided by the IBM Flex
System V7000.

Each compute node has its local storage that is used to cache virtual machine
stateless disks.

The following SAN volumes are presented to physical hosts:

» One volume that is to be used as a datastore for the Management cluster
» One volume that is to be used as a datastore for the VDI cluster

The network traffic is split on different VLANs, which are managed by the IBM
Flex System Fabric EN4093 10Gb Ethernet Scalable Switch. It also provides
external connectivity for client device connections.

The storage connections are managed by the IBM Flex System FC3171 8Gb
SAN Switch. Different storage zones are created for each ESXi node.
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Table 5-3 shows the relationship between the software components and the

infrastructure servers.

Table 5-3 Software components that are installed on each server

Client agent

VMware Horizon View 5.2
Client agent

Server role Installed operating system and | Dedicated server
software component
ESXi Server VMware ESXi 5.1 Yes
vCenter and VMware » Windows 2008 R2 Yes
Horizon View 5.2 » VMware vCenter 5.1
Administrator » VMware Horizon View 5.2
Administrator
» VMware Horizon View 5.2
Composer
SQL Server » Windows 2008 R2 Yes
» SQL 2008 R2 Server
Active Directory Domain » Windows 2008 R2 Yes
Controller DNS and DHCP | » Domain Controller
» DHCP and DNS
AD-integrated zones
File Server » Windows 2008 R2 Yes
» File Server role enabled
VMware Horizon View 5.2 » Windows 2008 R2 Yes
Connection server » VMware Horizon View 5.2
Connection server
VMware Horizon View 5.2 » Windows 7 x64 Professional N/A
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5.6.1 Management Cluster component model

Management Cluster is formed by using x240_node_1 and x240_node_2 IBM
Flex System compute nodes. It has access to a management shared volume that
is defined on the IBM Flex System V7000 Storage Node and contains the
following virtual machines:

vyVyVYyVvYyYVvYyYy

Domain Controller

DNS DHCP

File Server

SQL Server

vCenter and View Composer
View Connection Server

You should consider adding more virtual disks to specific VMs (for example, the
SQL Server) to separate DB files from the log files.

Table 5-4 shows the VM role and its functionality in the VMware View
implementation.

Table 5-4 VM roles and functionality

VM role

Function

VLAN

Domain Controller

Provides authentication services to users, Group Policy

Public VLAN 20

databases

DNS & DHCP settings, network name resolution, and IP addresses to
View Desktops

File Server Stores user’s profile that is used by VMware View Persona | Public VLAN 20
Manager

SQL Server Contains the vCenter and View Composer main Public VLAN 20

VMware vCenter

Infrastructure’s main management console

Public VLAN 20
Management VLAN 42

VMware View
Composer

Installed on vCenter server, creates linked clones from a
parent VM

Public VLAN 20

VMware View
Connection server

Point of contact for client devices that are requesting
virtual desktops. View Connection Server authenticates
users and directs the request to the appropriate VM or
desktop. After the authentication is complete, users are
directed to their assigned VM or desktop.

Public VLAN 20
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VM role

Function VLAN

VMware View
Administrator
Console

Web-based application allows administrators to configure | Public VLAN 20
View Connection Server, deploy and manage View
desktops, control user authentication and troubleshoot
user issues. lt is installed during the installation of View
Connection Server.

Active Directory represents a crucial part of the VMware View implementation;
therefore, you should accurately configure domain controller replicas and provide
a full redundancy of Active Directory domain controllers.

A specific root VDI organizational unit (OU) that contain two other sub-OUs
Users and Computers are needed to organize users and virtual desktops.

Specific Group Policy Objects (GPOs) are needed to centrally assign users
permission to connect to specified desktops.

For more information, see Chapter 7, “Deploying VMware Horizon View
infrastructure” on page 277.

5.6.2 VDI Cluster component model

VDI Cluster is formed by using x240_node_3 and x240_node_4 IBM Flex
System compute nodes. It has access to a VDI shared volume that is defined on
IBM Flex System V7000 Storage Node and contains all Virtual Desktops and all
Virtual Desktop Pools.

The following Virtual Desktop Pools are available:
» Full Virtual Machine (FVM) desktop pool

This pool generates a virtual desktop that is based on an existing VM
template. FVM virtual desktops user assignments can be configured in the
following distinct ways:

— Dedicated-assignment pool: Each user is assigned a virtual desktop at the
first-time login. The same desktop is assigned when the same user logs in.

— Floating-assignment pool: Each user receives a different virtual desktop
from the pool at login.

» Linked-Clone (LCVM) desktop pool: This pool generates a virtual desktop that
is based on a running VM snapshot, which is also called parent VM. LCVM
desktops share with the parent VM the base operating system disk. As a
result, each linked-clone generated virtual desktop uses less hard disk drive
disk space than the FVM.
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LCVM virtual desktops user assignments can be configured in the following
two distinct ways:

— Dedicated-assignment pool: Each user is assigned a virtual desktop at the
first-time login. The same desktop is assigned when the same user logs in.

— Floating-assignment pool: Each user receives a different virtual desktop
from the pool at login.

For each pool at creation time, the Virtual Desktop retention also can be defined
and the action to perform when the user logs off; for example, to switch off the
virtual desktop, delete the virtual desktop, or reset it to default to be ready for the
next assignment.

Desktop Pools often are based on user-type.

Some users might require a full permanent desktop assignment where they can
also install more applications. For other types of users, a linked-clone desktop in
floating-assignment is enough for their daily work.

In our lab, we configure the following Desktop Pools:

» FVM with dedicated assignment for power users
» LCVM with floating assignment for standard users (task workers)

For LCVM desktops, local compute node’s SSDs can be used to store the linked
clones desktops for improved performance. View Storage Accelerator manages
of this and is enabled by default on each Desktop Pool.

Two replicas must be stored for each master image. Each LCVM virtual desktop
requires a linked clone, which tends to grow over time until it is refreshed at log
out. Because of the stateless nature of the architecture, there is no need to
configure SSDs in a redundant RAID 1 configuration.

Each virtual desktop runs Microsoft Windows 7 x64 Professional and is
configured as shown in Table 5-5.

Table 5-5 Virtual Desktop Configuration

User type Virtual CPU Amount of vRAM | Virtual Desktop
type

Power user 4 vCPU 8 GB Full Virtual
Machine

Standard user 2 vCPU 4 GB Linked-Clone
Virtual Machine
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Standard user’s profiles are managed by VMware View Persona Manager, which
is responsible to preserve user’s profiles in a centralized File Server store.

Unlike classical Roaming Profiles, VMware View Persona Manager permits
synchronizing the entire profile and provides files to the user only when the files
are needed.

Power users do not need any profile management scenario because their virtual
desktops are in dedicated assignment.

5.6.3 Desktop pool consideration

134

As described in 5.6.2, “VDI Cluster component model” on page 132, with View
Manager, we can create pools of desktops that deliver desktop access to users.
In Chapter 9, “Operating VMware Horizon View infrastructure” on page 373, we
configure two specific desktop pools for power users and for standard users.

Each Desktop Pool is configured to have a minimum of three VMs to a maximum
of 20 VMs.

Because of the permanent assignment, no refresh is done on virtual desktops for
the power users. For standard users, the VM is available at logoff to other users
for login.

View Storage Accelerator is enabled by default on each desktop pool and
enables ESXi hosts to locally cache virtual machine disk data.

This feature can reduce IOPS and improve performance during boot storms, or
when many desktops are using hard disk drive-intensive applications at once.
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Deploying IBM Flex System

In this chapter, we describe how to fully deploy IBM Flex System and its
components in the lab environment that is described in Chapter 5, “IBM Flex
System and VMware View lab environment” on page 117.

The lab environment operates on an IBM Flex System Enterprise chassis. The
four x240 compute nodes have the following components installed:

» Embedded 10Gb Virtual Fabric Ethernet Controller
» VMware ESXi 5.1 embedded hypervisor
» FC3052 8Gb Fibre Channel Adapter

The network is operated by the Flex System Fabric EN4093 10GB Ethernet
switch. Compute nodes are connected to three different VLANs each. IBM Flex
System V7000 Storage Node presents volumes to x240 compute nodes.

Each x240 compute node is part of a dedicated VMware cluster (Management or
VDI) and has access to only one volume that is presented by IBM Flex System
V7000 Storage Node.

The Management Cluster is based on VMware vSphere ESXi 5.1 and contains
all of the infrastructure-related virtual servers on its own data store. The VDI
Cluster is based on VMware ESXi 5.1 and contains all of the Virtual Desktop and
Virtual desktop pools on its own data store.
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This chapter includes the following topics:

Initial configuration of Chassis Management Module
IBM Flex System Manager Setup wizard

Selecting a chassis to manage

Discovery and inventory collection

IBM Flex System Fabric EN4093 10Gb configuration
IBM Flex System x240 compute node configuration
IBM Flex System V7000 Storage Node configuration
VMControl activation

vVVyVYyVYVYVYYVYYyY
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6.1 Initial configuration of Chassis Management Module

In this section, we describe how to initially configure the Chassis Management
Module (CMM) to enable chassis management tasks.

6.1.1 Connecting to the CMM

The CMM is configured with a static IP address but can respond to DHCP offers
first before it uses its static pre-configured IP address. You can cable the CMM to
support a management connection that best matches your site configuration. For
the initial setup configuration, you connect an external client system to the CMM
to configure and manage the IBM Flex System Enterprise Chassis.

By default, the CMM does not have a fixed static IPv6 address. For initial access
to the CMM in an IPv6 network, you can use the IPv4 address or the IPv6
link-local address.

The HTTP connection is not available when the CMM security policy is set to
Secure (that is, the manufacturing default setting). When the security policy is set
to Secure, Ethernet connections must be made by using HTTPS only.

Complete the following steps to connect to the CMM:

1. Ensure that the subnet of the client computer that is used to initially configure
is set to the same value as in the CMM (the default CMM subnet is
255.255.255.0). The IP address of the CMM also must be in the same local
network as the client computer. To connect to the CMM for the first time, you
might have to change the Internet Protocol properties on the client computer.

You can also point-to-point connect the client computer to the CMM by using
an Ethernet cable.

2. Open a web browser on the client computer and enter the CMM IP address.
For the first connection to the CMM, use the default IP address of the CMM,
as shown in Figure 6-1.

ttps://192.168.70.100

Figure 6-1 Initial CMM IP address
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Note: The CMM has the following default settings:
» |IP address: 192.168.70.100

» Subnet: 255.255.255.0

» User ID: USERID (all uppercase letters)

» Password: PASSWORD (the number zero, not the letter O, is used in
PASSWORD)

3. Inthe CMM window that is shown in Figure 6-2, log in to the CMM by using
the default credentials USERID/PASSWORD. Click Log in.

IBM Flex System Manager™

User ID:
USERID

Password:
(11211171}

Licensed Materials - Property of IBM Corp. IBM Corporation and other(s) 2008,
2012. IBM is a registered trademark of the IBM Corporation, in the United
States, other countries, or both.

Figure 6-2 CMM login window
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The CMM main window opens, as shown in Figure 6-3.
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Figure 6-3 CMM main window

6.1.2 Using the initial setup wizard

For the initial configuration of the CMM, use the initial setup wizard. The initial

setup wizard can help you configure the CMM through a web interface. The
wizard starts automatically when you first access the web interface of a new

CMM or a CMM that was reset to its default settings.
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Complete the following steps to start the initial setup wizard manually and
perform the initial configuration:

1. From the CMM web interface home window, click Mgt Module Management,
as shown in Figure 6-4.
IBM Chassis Management Module USERID Settings | Log Out | Help

System Status  Multi-Chassis Monitor  Events »  Service and Support v  Chassis Management
Wed, 19 Jun 2013 16:48:16

| Mgt Module Management « | Seareh. . .

Chassis | Change chassis name = | System Information ¥ |

Chassis Active Events

Table View

Figure 6-4 CMM main window: Mgt Module Management
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The initial setup wizard is in the Configuration menu, as shown in Figure 6-5.

Mgt Module Management - Search. . .

User Accounts Create and modify user accounts that will have access to this web console
Firmware View CMM firmware information and update firmware

Security Configure security protocols such as S5L and S5H

Network Metwork settings such as SMMP and LDAP used by the CMM
Configuration Backup current configuration and restore a configuration
Properties Properties and settings such as Date and Time and Failover

License Key Management Licenses for additional functionality

Restart Restart the CMM, Typically only needed when experiencing problems
Reset to Defaults Sets all current configuration settings back to default values

File Management View or delete files in the CMM local storage file system.

Figure 6-5 Mgt Module Management window

Several options are displayed for managing the CMM configuration.

2. For the first-time connection, click Initial Setup Wizard, as shown in
Figure 6-6.

Manage Configuration

The CMM web console configuration settings can be exported to and imported from an external file. This is primarily for back
to.

| Backup Configuration to File | | Restore Configuration from File | Initial Setup Wizard |

Figure 6-6 Manage Configuration window
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3. When the wizard starts, the first window displays the steps on the left side of
the window that are performed. The basic description of the steps is displayed
in the main part of the window.

Figure 6-7 shows the Welcome window of the setup wizard. This wizard is
similar to other IBM wizards. Navigation buttons for the wizard are in the lower
left corner of each window. Click Next.

Initial Setup Wizard

|
Welcome

Inventory and Health

Import Existing Configuration
General Settings

Date and Time

IP Configuration

I0 Modules

Security Policy

DNS

Event Recipients

Confirm

Welcome

Description

Getting Started

Some of the information provided by the wizard is based on the hardware components
inserted into your chassis. At this time, ensure that all the required hardware is properly
installed, then click Next.

Also at this time you may wish to make note of the informaton that will be needed to
complete this wizard:

WO T W e

. Confirm - View a surnmary of the configuration you have created

Inventory and Health - Shows the currently detected inventory and health of your
components

Import Existing Configuration - Import a configuration file that you previously saved to
either a file or the chassis

General Settings - General settings for the chassis and management module

Date and Time - Indicate how you wish the date and time to be set on the manageme
IP Configuration - IP configuration for the management module

10 Modules - Configure basic settings for your I0 modules

Security Policy - Set the overall chassis security policy

DNS - Relevant IP addresses for Domain Mame Server

Event Recipients - Set up email address where you wish to be notified of events

Figure 6-7 Welcome window
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4. Select the Health status tab on the Inventory and Health window to view the
detected components in the Chassis and their current health status, as shown
in Figure 6-8. Click Next.

Initial Setup Wizard

) Welcome

i Inventory and Health
Inventory and Health Shows the currently detected inventory and health of your components
Import Existing Config

Examine the list of your components below and confirm that all components are present and have a normal he:

General Se

ngs

Date and Time

1P Configuratiar Health status | Active events

10 Modules Device Name Device Type Health Status Bay Machine Type Serial Numbe

Securty SN#Y030BG1CLO01 Ianagement Module [ Normal 1 Y030BG1CLOD

DS node01 Blade 4 Normal 1 Y030BG2370
node02 Blade B Normal 2 Y032BG17G0.
node03 Blade &4 Normal 3 Y032BG1750:

R node04 Blade @ normal 4 Y031BG19R0
nodels Blade A Normal 5 Y030BG22A0:
node0s Blade & Normal 6 YL101124300|
nodel8 Blade [ normal 8 Y031BG19P0
node0? Blade [ Nermal ] Y030BG2240
node10 Blade kﬂNemal 10 YL101124500
Power Module 1 Pawer Module D’Ei&zl:mai\ 77777 1 ZK105119L02
Power Module 2 Power Module Normal 2 ZK105123C00
Power Module 3 Power Module 4 Normal 3 ZK105123C0\

<Back || Next> |  Finsh | Cancel |

Figure 6-8 Inventory and Health window
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5. If you saved a configuration file, you can select the file by using the Import
Existing Configuration window. It automatically enters the appropriate values
in the fields of the wizard, as shown in Figure 6-9. This example shows a first
configuration. So, you can ignore this window and click Next.

Initial Setup Wizard

(2l Welcome Import Existing Configuration
b b b To fadlitate your task of setting up the management module, you can import a configuration file that you previously saved to
il Inventory and Heafh chassis. Importing 2 configuration will automatically il in the fields of this wizard with the appropriate values.

Impaort Existing Configuration
] ) If this is your first time setting up a chassis, you will not have a configuration file to import. These files are usefy
BRI 2 your management module settings, or for configuring multiple chassis. To create a configuration file, you can us
Date and Time console under Mgt Module Management -> Configuration.
IP. Connguration Upload configuration file:

Browse for file

[0 Modules

Decode with passphrase

Cancel

Figure 6-9 Import Existing Configuration window
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6. In the General Settings window, enter some descriptive information about the
Chassis, including location and contact person, as shown in Figure 6-10.
Click Next.

Initial Setup Vizard x

2 Welcome General Settings

e General settings for the chassis and management module
&7l Inventory and Health E =

o ) Management module name | SN#Y030BG1CLOO1
1l Import Existing Configuration
Chassis description

General Settings

Contact person Mo Contact Configured
Date and Time Chassis location No Location Configured
) Room ID
1P Configuration
Rack ID
10 Modules Lowest I-position 0
Security Policy Unit height of chassis 10
DNS
Event Rec
Confirm
| < Back | Finish | | Cancel |

Figure 6-10 General Settings window
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Set the date and time for the CMM in the Date and Time window, as shown in
Figure 6-11. There are two options to sync the time: by using NTP or setting it
manually. Click Next.

Initial Setup Wizard

= Welcome

i Inventory and Health

[ General Settings
Date and Tima

IP Configuratior

10 Modules
Security Policy

DNS

Event Reciplents

Confirm

< Back ||

il Impart Existing Configuration

Date and Time
Date and time settings for the management module

Indicate how you wish the date and time to be set on the management module. The management module date and time values:
the event log, for example.

Select method Synchronize with an NTP server| -

" NTP server host name and/or IP address

Synchronization frequency (minutes) 20
4 Enzble NTP v3 Authentication

NTP v3 Authentication key index 2
NTP v3 Authentication key (M - MD5) | 93CB9CDS

NTP last updated the clock on 06/12/2012 23:40:20 by 0 s.
GMT Offset:|-5:00 - Eastern Standard Time (Eastern USA, Ontario, Quebec)

=4 Automatically adjust for daylight savings time (DST)

| Cancel |

Figure 6-11 Date and Time window
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8. IBM Flex System has two CMMs. Each CMM is configured with the same
static IP address. Use the IP Configuration window that is shown in

Figure 6-12 to create a unique static IP address for each CMM. If DHCP is not
used, only one CMM at a time can be added onto the network for discovery.

Adding more than one CMM to the network without a unique IP address
assignment for each results in IP address conflicts. Click Next.

Initial Setup Wizard

= Welcome

¥ Inventory and Health

i) Import Existing Configuration
¥} General Settings

i~ Date and Time

IP Configuration

o

("< Back \

IP Configuration
1P configuration for the management module
Host name MMSCF3FC25E3B7
Domain name
Register this interface with DNS

1Pv4 IPv6

Currently assigned IPv4 address information
IP address: 9.27.20.56

Subnet mask: 255.255.252.0

Default gateway:9.27.20.1

IP zddrass assignment methods:

Use static IP address

Gtatic IP Address Settings

*Changing settings requires 3 CMM restart.
Static address: | 9.27.20.56

Subnet rmask: 255.255.252.0

Default gateway: 9.27.20.1

| Canceal |

Figure 6-12 |Pv4 configuration window
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9. If you need to set up IPv6, select the IPv6 tab, as shown in Figure 6-13. Click
Next.

Initial Setup Wizard

7 Welcome IP Configuration

& Inventory and Heath 1P configuration for the management module |

Host name MM5CF3FC25E3B7
i) Import Existing Configuration

Domain name
(7l General Settings Register this interface with DNS
Il Date and Time

IPyd
P Configuration
— | [E4 Enable IPvE

10 Modules

Link local address: fe80::5ef3:fcff:fe25:e3b7
Security Policy
X IP Address prefix Length
3 tateless address:
DNS fd55:faaf:e1ab:1015:5ef3:fcff:fe25:23b7 64
Default gateway: 0::0

Evant Recipients
I Stateful addrass:

Confirm A
IP address assignment methods:
|4 Use stateless address autoconfiguration
4 Use stateful address configuration (DHCPVE)
Use statically assigned IP address
< Back || Next > | Finish | | Cancel

Figure 6-13 IPv6 configuration window
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10.You can view the status and configure the options for the I/O modules that are
connected to the CMM, as shown in Figure 6-14. Click Next.

Initial Setup Wizard

(2 Welcome IO Modules
Configure basic settings for your IO modules

(] Inventory and Health

. : ___ !Device Name | Health Status Enable Enable Preserve new
L e Canfiguiation. ¢ external ports external IP conf. on all
s : ] manag. over all resels
Izl General Settings : : it
il Date and Time 10 Module 1 [ Normal ¥ 4
(¥ TP Configuration 10 Module 2 & Normal 7| B
" 10 Module 3 4 Mormal ] 7]
10 Modules =
Security Polcy
DNS
Event Recipients
Canfirm
<Back || Next> | Finsh | Cancel |

Figure 6-14 1/O Modules window
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11.Select the security policy for the CMM, as shown in Figure 6-15. Click Next.

Initial Setup Wizard

) Welcome Security Policy

= Set the overall chassis security policy
) Inventory and Health
Use the vertical slider control below to adjust the security policy level.

i Import Existing Configuration

& General Settings =1-Secure Policy Setting: Secure
(7l Date and Time ) )

This is the default security setting that establishes a secure chassis infrastructure with a
¥ TP Configuration level of user control over the chassis configuration. The Secure level of security policy pi

L following settings:
& 10 Modules g :
—Legacy ;
Password policies are automatically checked and required to be strong

Wellknown passwords for network login are automatically

DNS required to be changed after initial setup

Only secure communication protacols may be enabled

o Certificates for establishing secure and trusted connections to

applications running on management processors are automatically generated

Security Policy

-

and managed by the system

< Back |[[1

| Cancel

Figure 6-15 Security Policy window

Important: When the CMM is set to the Secure mode, you can use secure
file transfer methods only (such as HTTPS and SFTP) for firmware updates
and other tasks that involve file transfers. These other tasks include
transferring a backup configuration file to restore a configuration. The
insecure file transfer protocols, such as HTTP, FTP, and TFTP, are disabled
when security is set to the Secure mode.
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12.Select the appropriate DNS options for the CMM, as shown in Figure 6-16.

Click Next.

Initial Setup Wizard
=) Welcome

DNS

Il Inventory and Health

¥ Import Existing Configuration Enable DNS
L Preferred DNS address type:
¥l General Settings 1Pvd

kv Date and Time
Send DDNS updates to these servers
i1 1P Configuration
) 10 Modules
() Security Palicy

DNS

< Back | Next > | i___CanceI |

Relevant IP addresses for Domain Name Server (DNS)

Figure 6-16 DNS setup window
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13.Enter the email addresses where natifications are to be sent when CMM
events occur, as shown in Figure 6-17. Click Next.

Initial Setup Wizard

) Welcome Event Recipients

S inventory and Heakh Set up emall address where you wish to be notified of events.

i i S E-mail address
) Import Existing Configuration

[+ General Settings

Simple Mail Transfer Protocol (SMTP) settings

() Date and Time Spedify either the IP address or, if DNS is enabled and configured, the hostname of a desired SMTP server. This will be used if y
alerts to be sent via E-Mail,

(¥l 1P Configuration

=1 10 Modules IP address or host name:
SMTP E-mail domain name:

¥ Security Policy

+ DNS

Event Recipients

Confirm

| Cancel |

Figure 6-17 Event Recipients window
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14.Confirm all of the information that you entered in the setup wizard, as shown
in Figure 6-18. Click Finish.

Initial Setup Wizard
Ql.Welcume

) Inventory and Health

[ Impart Existing Configuration
) General Settings

() Date and Time

(7} TP Configuration

Confirm
View a summary of the configuration you have ceated

1 10 Modules Chassis description:

) Seciirtty Polcy Contact person: No Contact Configured
Location: No Location Configured

i~] DNS Room ID:

) Event Recipients Rack ID:
Lowest U-pasition: 0

Confirm Z
Unit height of chassis: 10

Step 5 - Date and Time
Select method: Synchronize with an NTP server
Date: Tue Jun 12 2012 00:00:00 GMT+0900
Time: 11:56 PM
GMT Offset:
-5:00 - Eastern Standard Time (Eastern USA, Ontario, Quebec)
Automatically adjust for daylight savings time (DST):  Enabled
NTP server host name and/or IP addraess: 9.27.20.28
< Back | | Next ‘?lsh | cancel |

You have completed entry of all the information necessary to get your chassis running and communicating with
network.

Step 4 - General Settings

Managemeant module name: SN#Y030BG1CLOD1

Figure 6-18 Confirm window
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6.1.3 Configuring IP addresses for the chassis components

By using the Component IP Configuration menu, you can set the IP parameters
on 1/0 modules and compute nodes, as shown in Figure 6-19.

Component IP Configuration
Configure IPv4 and IPv6 address information for the components belaw.
I/O Modules
Bay Device Mame IPv4 Enabled IP Address
1 EMN4093 10GkD Ethernet Switch Yes View
2 gﬁijgh% 10Gb Converged o i
3 FC3171 8Gb SAM Switch Yes View
Compute Nodes
Bay Device Mame IPv4 Enabled IP Address
1 Yes View
2 noded2-x240 Yes Wiew
3 node03-x240 Yes View
4 noded4-x240 Yes Wiew
5 node05-FsM Yes View
10 node(6-p270 Yes View
Storage Nodes
Bay Device Mame IPvd Enabled IP Address
11-14:1 node0 Yes View
M-14:2 noded2 Yes Wiew

Figure 6-19 Component IP Configuration window
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Click the 1/0 module or compute node link to open its IP properties window, as
shown in Figure 6-20.

IP Address Cunﬁguraticln node01-x240 |

General Setting IPv4 IAvE
Current IP Configuration

Metwork Interface athl

Configuration Method  Use Static IP Address
IP Address 0.42.171.16

Subnet Mask 255.255.254.0
Gateway Address 0.42.170.1

Change IP Configuration

Configuration Method |Use Static IP Address

New Static Address Information
IP Address

Subnet Mask

Gateway Address

| Apply

Close

Figure 6-20 IP Address Configuration node01 window

6.2 IBM Flex System Manager Setup wizard

IBM Flex System Manager is an appliance that has all of the required software
preinstalled. When this software stack is started for the first time, a startup wizard
opens. This wizard guides you through the required configuration process, such
as licensing agreements and TCP/IP configuration for the appliance.

When configuration is complete, Flex System Manager is ready to manage the
chassis it is installed in and up to 16 more chassis. After the chassis is managed,
individual components, such as compute nodes and switches, also can be
managed.
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Flex System Manager is based on an x86 compute node and has the same
options for obtaining an initial console. You can use the IMM2 remote console or
use the supplied dongle and front port on the Flex System Manager node to
connect directly to a keyboard, display, and mouse or a console manager unit.

To monitor the Flex System Manager startup process, connect a console by
using one of the methods that are described in this section before the Flex
System Manager node is powered on. The following steps use the IMM2 remote
console method:

1. Start a browser session as shown in Figure 6-21 and browse to the IP
address of the Flex System Manager IMM2.

Tip: The IP address of the IMM2 of x86 compute nodes can be determined
from the CMM or command-line interface (CLI). By default, the interface is
set to use DHCP. However, it can be changed to a static address by using
the CMM, a CLI, or a console that is connected directly to the VGA port on
the front of Flex System Manager. The console is accessible with the use

of the console breakout cable.

Integrated Management Module

Lsr rmsrme:

USERID

Password:

Inachve session himeout;

'._.

U RE

Mezsage

Hease remember to use |00 CUIT (or “eet” va
C11] to properly dose your sssann.
Log In
Mole: To ensure secunby and avord logm conlhcls, always

and your se55i0ns using the “Log out”™ aption in the upper
right area of the web page.

Figure 6-21 IMMZ2 login
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2. After you log in to the IMM2, click Server Management — Remote Control,
as shown in Figure 6-22.

IBM Integrated Management Module II

Welcome USERID

System Status Events v  Service and Support +

Server Management ~

Settings Log out

IMM Management v | Search. . |

Server Firmware

View firmware levels and update
firmware

System Descriptive Name:

ITME-TB-002

Change. . .

Remote Control

Allows you access into the operating
system of your system

System Status and Health

The System Status and Health page provides an at-a-glance ove
information and actions are co-located on this one page.

System Status

Power: On
System state:  Booting OS or in unsupported 0S

| System Information ~ || Power Actions ~ | | Remote Contre

Active Eventsg

Server Properties

Server Power Actions

Disks

Memory

Processors

Server Timeouts

PXE Network Boot

Latest OS Failure Screen

Various properties and settings related
to your system

Power actions such as power on, power
off, and restart

Hard disk drives installed directly in your
system

RAM installed in your system
Physical CPUs installed in your system
Configure watchdogs, etc.

Settings for how your system performs
boot from PXE server

Windows systems only. View an image
of the most recent failure screen.

| Severity ~ | Source \ Date
Hardware Health .

Component Type Status
Disks @ Normal
Processors Normal
Memory Normal
System Normal

Figure 6-22 Remote control option in IMMZ2
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3. In the Remote Control window, click Start remote control in single-user
mode, as shown in Figure 6-23. A Java applet starts on the local desktop that
is a console session to Flex System Manager.

" IBM Integrated Management Module I - Welcome USERID  Settings |

System Status Events »  Service and Support v  Server Management v  IMM Management v

Remote Control

Allows you to control the server at the operating system level. A new window will appear that provides access to the Remo
Console functionality. The Remote Disk functionality is launched from the Remote Console window, "Tools" drop-down meny
Remote Disk function does not support multiple users). For more detailed information, click on the "Guide for Remote Disk a

link below.
Guide for Remote Disk and Remote Console

Use the ActiveX Client
© Use the Java Client

Your current browser Java version (1.6.0.0) is supported for use with remote control.

4 Encrypt disk and KVM data during transmission

| Start remote control in single-user mode |

Gives you exdusive access during the remote session. No other users will be able to use
remote control on this system while your remote session is active.

| Start remote control in multi-user mode |
Allows other users to start remote sessions while your session is active.

Figure 6-23 Starting remote console from IMM2
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4. Flex System Manager can be powered on from several locations, including
the physical power button on Flex System Manager or from the CMM. For this
example, selecting the Tools — Power — On option from the remote console
menu, as shown in Figure 6-24, is the most convenient method.

File View Macros | Tools| Help

Session Options

| Power ¥ on |

| Single Cursor Off
Stats Reboot
Sync LED Status Cycle

Launch RDP
Launch Virtual Media

<<<<VideoStopped_OutOfRange>>>>

Figure 6-24 Powering on Flex System Manager from the remote console session
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Agreements:

5. As Flex System Manager powers up and boots, you can monitor the process.
No input is accepted until the License Agreement window (as shown in

Figure

License Agreement

IBM Flex System Manager License Agreement

By clicking on | agree, you agree that (1) you have had the opportunity to review the terms of all agreements presented below and (2) suc
govern this transaction. If you do not agree, click | do not agree.

IBM Programs:

Third Party Licenses:
Red Hat EULA

IBM Flex System Manager
Separately Licensed Code

You can view and print copies of the above referenced agreements by selecting an agreement and clicking Print.

6-25) displays. Click | agree to continue.

Language: English [en] = ]

Agreement text:

International Program License Agreement
Part 1 - General Terms

BY DOWNLOADING, INSTALLING, COPYING, ACCESSING, CLICKING ON AN "ACCEPT" BUTTO
OTHERWISE USING THE PROGRAM, LICENSEE AGREES TO THE TERMS OF THIS AGREEMENT. IF YO
ACCEPTING THESE TERMS ON BEHALF OF LICENSEE, YOU REPRESENT AND WARRANT THAT YOU
FULL AUTHORITY TO BIND LICENSEE TO THESE TERMS. IF YOU DO NOT AGREE TO THESE TERMS,

- DO NOT DOWNLOAD, INSTALL, COPY, ACCESS, CLICK ON AN "ACCEPT" BUTTON, OR USH
PROGRAM; AND

- PROMPTLY RETURN THE UNUSED MEDIA, DOCUMENTATION, AND PROOF OF ENTITLEMENT T
PARTY FROM WHOM IT WAS OBTAINED FOR A REFUND OF THE AMOUNT PAID. IF THE PROGRAI

DOWMIOAANED DESTRAV All CADIES NE TLIE DRAOGEDAN

‘ | agree ‘ | do not agree ‘ ‘ Print ‘

Figure 6-25 IBM Flex System Manager license agreement

The startup wizard Welcome window displays, as shown in Figure 6-26.

> Welcome
Date and Time
Password
MNetwork Topology
LAN Adapters
Host and Gateway
Advanced Routing
DNS

Summary

Welcome
Use this wizard to complete the following set up tasks to install and configure t

Setup Prereguisites

® Date and Time
Set the system level User ID and password
Configure Local Area Network (LAN) adapters

Configure network settings

* & = @

Configure Domain Name System (DNS)

Figure 6-26 Flex System Manager Welcome window
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6. To continue, click Data and Time from the wizard menu to display the window

that is shown in Figure 6-27. Set the time, date, time zone, and Network Time
Protocol server, as needed. Click Next.

Welcome

> Date and Time
Password
Network Topology
LAN Adapters
Host and Gateway
Advanced Routing
DNS
Summary

Date and Time

Set the date and time and select the correct time zone for the system, if neces

Date:
[amszont 8]
Time:
[pzzmamm =
Time zone:
America/New_York - | k
[#] Automatically adjust clock for Daylight Saving Time (DST)

Network Time Protocol (NTP) Server
Specify an NTP server to automatically synchronize the system clock periodically.
Time server hostname or IP address:

| Add >
NTP version [not specified v | [

[J Use NTP authentication

Key index: [

Key type: M - MD5

Key: |

Learn more about a network time protocol server

< Back Next = 1

Figure 6-27 Setting the Flex System Manager date and time
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7. Create a user ID and password for accessing the GUI and CLI. User ID and
password maintenance, including creating more user IDs, is available in Flex
System Manager after the startup wizard completes. Figure 6-28 shows the
creation of the USERID user ID and entering a password. Click Next to
continue.

System-Level User ID and Password

Enter a user ID and password for the system-level access user. The default user ID is
'USERID', which matches the CMM user ID. This password will be applied to all local
administrative accounts, including 'pe' (product engineer) and 'root’.

*User ID: USERID
*New password: sesesene
*Confirm password: [eeeessese

Group: smadmin

Note: You can change this password and add additional users after setup is complete.

Figure 6-28 Flex System Manager system level user ID and password step

8. Network topology options include separate networks for management and
data or a single network for both data and management traffic from the
chassis. Often, it is best to have separate management and data networks. To
simplify this example, a combined network is configured by using the topology
that is shown on the right side of Figure 6-29 on page 163. Click Next to
continue to the actual network configuration.
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Network Topology

There are two possible network topologies that can be cofigured for Flex System Manager (refer tt
network diagrams below). Note: Your network topology determines Ethernet adapter(ethO and etk
settings that will be made on later pages in this wizard.

Separate networks for data and management traffic. One network for both data and management traffic.
Separate Management and Data Networks Single Management and Data Network
- I
s et (e RS mIYEEE ot W S

Compute nade Compute node

(=]
H |

F r

/;ta Network

1
-

Advanced Routing

[Ji want to set up advanced routing in this wizard. Advanced routing provides settings for multiple gateways or subnets
within your network. (Advanced routing invelves defining specific network paths for data traffic. If you are unfamiliar with
network paths, do this after the management server is running.)

Figure 6-29 Flex System Manager network topology options
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9. LAN adapter configuration is shown in Figure 6-30. There are two adapters
that are listed. The first adapter is from the Flex System Manager
management network that allows Flex System Manager to communicate on
the chassis management network. Traffic from this adapter flows through the
CMM and uses the CMM physical connection to the network.

The second LAN adapter represents one of the integrated Ethernet ports or
LAN on motherboard. Traffic from this adapter flows through the Ethernet
switch in the first I/O switch bay of the chassis. This switch is often used as a
separate data connection to Flex System Manager. The first adapter is
preselected in Figure 6-30.

Click Next to continue.

Configure Local Area Network (LAN) Adapters
Configure a LAN adapter for networl access to the system.

Select the LAN adapter to configure and click Next.

Sele: | Adapter Description IP address | Configured this session
@®  eth0 SCF3FCSF Management Network 9.27.20.199 No
()  ethl SCF3FCSF Data Network 0.0.0.0 No

Figure 6-30 Flex System Manager LAN adapter configuration
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10.In the Configure IP Address window that is shown in Figure 6-31, select the
DHCP or static IP options for IPv4 and IPv6 addressing. Select the options
that you want, enter the information as required, and then click Next.

Configure IP Address

Configure the IP addresses for the specified LAN adapter. If the adapter is configured
DHCP and is unable to get an IP address, the management server will not start.

LAN interface address: SC:F3:FC:5F:40:E5 eth0 (Management Network)
[#]1/Pv4 address:

O obtain an IP address automatically

® Use the following IPv4 address:

Static IP address: [3.27.20.199

Metwork mask:  [255.255.252.0
[1!Pv6 address:

() Use DHCPv6 or Stateless Auto Configuration to configure IP settings
® Use the following IPv6 address:
Specify new static IPv6 address information and click Add:

IPv6 address: | "

Prefix length: | Add

Configured static IPv6 addresses:

| IPv6 address | Prefix length | Remove |
‘feSO:0:0:0:5ef3:fcff:fe5f:40e5 64 Remove |

[ 2]

Figure 6-31 Flex System Manager IP address assignment
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The wizard returns to the Initial LAN Adapter window and preselects the next
adapter in the list, as shown in Figure 6-32. This example uses a combined
network topology and a single adapter, so it does not need more IP
addresses.

Attention: Click to clear the perform network validation option (which is
selected by default) if DNS is not available or not configured.

Select No for “Do you want to configure another LAN adapter”, as shown in
Figure 6-32. Click Next to continue.

Configure Local Area Network (LAN) Adapters
Configure a LAN adapter for network access to the system.

Do you want to configure another LAN adapter?
Select the LAN adapter to configure and click Next.

®iNo
O es, I want to configure another LAN adapter

_Sele-___: Adapter Description IP address Canfigured this session
() etho SCF3FCSI Management Network 9.27.20.199 Yes cClear Configuration
(=) ethl SCF3FCSF Data Network 0.0.0.0 Mo

4

Perform network validation and recovery when the setup wizard is complete. If the specified configuration
produces errors, the management server will not start, the system will be reset to factory defaults, and thi
wizard will restart to allow you to change your network settings.

Figure 6-32 Flex System Manager LAN adapter configuration continue option
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11.After IP address assignment, the host name and gateway are configured, as
shown in Figure 6-33. Enter the host name, domain name, and default
gateway address. Ensure that the IP address and the default gateway adapter
are correct. Click Next to continue.

Tip: The host name of the Flex System Manager should be available on
the domain name server.

Configure Host and Gateway

Specify host name information, verify the domain name for the host, and specify the
default gateway address and device.

*Host name IP address: 9.27.20.199 | ¥ |

*Short name: [r2-cl-chlitmel
*Domain name: [stglabs.ibm.com
*Default Gateway address: [9.27.20.1

#*Default Gateway device: _ethd| = |

Figure 6-33 Flex System Manager host name and gateway configuration
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12.You can enable the use of a DNS service and to add the address of one or
more servers and a domain suffix search order. Enter the information as
shown in Figure 6-34 and then click Next to continue.

Configure Domain Name System (DNS)

Enable DNS services and configure the search order for DNS servers and domain suffixes.
An incorrect DNS can prevent the management server from starting.

[¥]Enable DNS services
DNS server search order:
15.0.?.1 Add

EM

Remove

Domain suffix search order:
| Add

\ 2

Remove

Figure 6-34 Flex System Manager DNS services configuration
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13.A summary window of your configured options opens, as shown in
Figure 6-35. To change a selection, click Back. If you do not need to make
any changes, click Finish.

Summary

Review the following settings, then click Finish. To change any other settings, click Back.

Date and Time

Date: 12/05/2011

Time: 9:28:00 PM

Time zone: America/New_York

[«
Time servers: F
=l

LAN Adapters

LAN interface address: ethO 5CF3FC5F40ES
IP address: 9.27.20.199
Netwaorlk mask: 2552553520
Static IPv6 address:  Prefix length

Host and Gateway

#Short name: r2-cl-chl-itmel
*Domain name; stglabs.ibm.com
*Default Gateway address: 9.27.20.1

IPv6 gateway address:

*Default Gateway device: etho

*Host name IP address: 9.27.20.199

Figure 6-35 Flex System Manager startup wizard summary window
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When you click Finish, the final configuration and setup continues
automatically without the need of further input. Figure 6-36 shows the
processing status display.

System Setup Processing

This page shows processing information for the Setup wizard. After the setup tasks are completed, click Continue 1

-“?é%- The system setup is in progress..... E 4

Setup task status and progress details:
Setup task | Status | Start time | Stop time |
Date and Time %Success 12/5/11 9:28:24 PM 12/5/11 9:28:24 PM

Setting password @@m Progress 12/5/11 9:28:24 PM  --
Host and Gateway @ Not Started -- -

Figure 6-36 Flex System Manager system setup processing status
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Figure 6-37 shows the message when the processing is complete.

System Setup Processing

oilo Congratulations. All setup tasks completed
A successfully.

Setup task status and progress details:

Setup task Status Start time Stop time
Date and Time Cgsuccess 12/5/119:28:24 PM 12/5/11 9:28:24 PM

Setting password @ESuccess 12/5/11 9:28:24 PM 12(5/11 9:28:36 PM
Host and Gateway @ Success 12/5/11 9:28:36 FM 12/5/11 9:28:36 PM

Figure 6-37 Flex System Manager system setup processing completed

Figure 6-38 shows the message when server is started.

(4, Attention: The web server is being restarted as part of the setup process. Network setup can talke up to £
after which the setup process will continue for approximately 45 minutes. If there are networlk errors, you will i
notification within 5 minutes, after which the setup process can continue unattended. Do not close this page or

your browser window.
- Please walt while the network settings are being applied

Figure 6-38 Flex System Manager startup
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Figure 6-39 shows the startup process display.

Current Time:Mon Dec 05 21:33:43 EST 2011

Warning:

Do not reboot or power off the system until the system becomes
Active. This process can take up to 1 hour. Rebooting or powering off
the system before it becomes Active may corrupt the installation thus
requiring a reinstall.

Lerver status is:Inactive
Server status is:Inactive
Server status is.Inactive
Server status is:Inactive

Server status is:Starting

Figure 6-39 Flex System Manager startup status
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14.When the startup is completed, the local browser on the Flex System
Manager also starts. A list of untrusted connection challenges displays. Click |
Understand the Risks, as shown in Figure 6-40. Accept these challenges by
clicking Add Exception.

@ > | This Connection is Untrusted

'y You have asked Firefox to connect securely to localhost: 8422, but we can't
- . confirm that your connection is secure.
Normally, when you try to connect securely, sites will present trusted

identification to prove that you are going to the right place. However, this
site's identity can't be verified.

What Should | Do?

Ifyou usually connect to this site without problems, this error could mean
that someone is trying to impersonate the site, and you shouldn't continue.

Get me aut of here!

Technical Details
| Understand the Risks

If you understand what's going on, you can tell Firefox to start trusting this
site’s identification. Even if you trust the site, this error could mean that
sameane is tampering with your cannection.

Don't add an exception unless you know there's a good reason why this site
doesn't use trusted identification.

Add Exuptinn..,l

Figure 6-40 Flex System Manager browser add exception
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15.With the security exceptions cleared, the Login window of the IBM Flex
System Manager GUI opens. Enter the User ID and credentials that you
entered in the startup wizard, and then click Log in, as shown in Figure 6-41.

IBM Flex System Manager

User ID:
USERID

Password:
00000000

Licensed Materials - Property of IEM Corp. IEM Corporation and other(s) 2008, 2011. IBM is
a registered trademark of the IEM Corporation, in the United States, other countries, or
both.

Figure 6-41 Flex System Manager Login window

The startup wizard and initial login are now complete. Flex System Manager is
ready for further configuration and use. This example uses a console from the
remote console function of the IMM2. A secure browser session can now be
started to Flex System Manager.
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6.3 Selecting a chassis to manage

Most tasks in Flex System Manager can be performed with more than one
method when you are using the GUI. In this example, the most common methods
are shown.

After the initial setup of Flex System Manager, it discovers any available chassis.
Selections can then be made as to which chassis are managed by the current
Flex System Manager. Complete the following steps to select chassis:

1.

From the Home tab, go to the Initial Setup tab to display the Initial Setup

window. Click Configure Chassis Components, as shown in Figure 6-42.

Initial Setup

Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration tasks, andCheck and Updat

access additional information.

Additional Setup @ Plug-ins Administration Applications Learn

3
93‘

Perform the following initial setup tasks to set up IBM Flex System Manager™ for the first time.

Check and Update Flex System Manager

Obtain and install updates for IBM Flex System Manager™. This will require a restart of IBM Flex
System Manager™.

u Updates completed on Jul 256, 2012 2:558:09 PM.

Select Chassis to be Managed
View all chassis and Flex System Managers in your environment and select which to manage.

You are currently managing 1 chassis. View chassis

045

Configure Chassis Components
Configure basic settings for chassis components including compute nodes, storage nodes, and I/O
modules.

g
i

Deploy Compute Node Images

For Red Hat Enterprise Linux 6.2-6.3, Red Hat Enterprise Linux 6.2-6.3 with Kernel-based Virtual
Machine (KVM] and VMware vSphere 5.1 with IBM Customization, you can deploy the image directly
from the Flex System Manager to System x compute nodes. To deploy other operating systems, or to
deploy to System p compute nodes, see the link below for more information.

I'E':l Learn more about deploying operating systeams.

Update Chassis Components

Update chassis components including compute nodes, storage nodes, and I/O modules.

Launch IBM FSM Explorer
IEM FSM Explarer is an easy way to find and browse resources, monitor status and events, and launch
management tasks.

Figure 6-42 Flex System Manager initial setup window
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2. Alist of available chassis opens. Select the chassis that you want to manage,
as shown in Figure 6-43. Click Manage.

Flex System Manager Welcome USERID

Home Chassis Man... | Flex System... K.‘\

Flex System Manager Management Domain
Select one or more chassis in the table below to be managed within 3 single Flex System Manager management domain.
managing the selected chassis.

[ Discover new chassis ]

Filter chassis list: | All known chassis E

Select one or more chassis to be managed.

| Manage | Unmanage Actions ¥ | | Search the table... Search

Select Manage selected chassis £ | CMM IP $ | Serial Number
|_| e . - :dd83 fe80::5ef3:fcff:fe25:dd83, 9.27.20... 23DWNS55
] fe80::5ef3:fcff:fe25:daB35 fe80::5ef3:fcff:fe25:da85, 5.27.20... 23DWNS55
[V: feB0::5ef3 fcff:fe25:d65f feB0::5ef3:fcffife25:d65f, 9.27.20.... 23DVG50

Figure 6-43 Flex System Manager chassis selection for management
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The Manage Chassis window shows a list of the selected chassis, as shown
in Figure 6-44. A drop-down menu shows the available Flex System Manager
systems. Ensure that the chassis and Flex System Manager selections are

correct.
IBM Flex System Manager Welcome USERID
Home Chassis Man | Flex System... X

Manage Chassis

Select the Flex System Manager to that will manage the selected chassis: | r2-cil-chi-itmel (0) El

Chassis Name £ | Serial Number $ | Managed By & | Statu
fe80::Sef3:fcffife25:d65SF 23DVGS50 Unmg
M4 Pagelofl PM |1 » Total: 1

[¥] Authenticate using the Flex System Manager user registry (known as Centralized Management),
Alloves you to manage the system by logging into the Flex System Manager without logging into the system directly.

[ Manage"][ C..a.n.cel..]

Figure 6-44 Flex System Manager Manage Chassis options

3. Click Manage to update the Message column from Waiting to Finalizing, as
shown in Figure 6-45.

IBM Flex System Manager Welcome USERTD Help | Logout

Home Chassis Man... Flex System... % ™. --- Selact Action --- -

Manage Chassis

Chassis Name % | Serial Humber 4 Status % | Message &
f280:: Sef3feffifa25:d6SF 230VGES0 *E Processing... Waiting for object creation
H4 pagetof L FF |1 - Total: 1

Show all chassis

Figure 6-45 Flex System Manager manage chassis: Step 1
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The Message column changes to Managed, as shown in Figure 6-46.

IBM Flex System Manager Welcome USERID

Home Chassis Man | Flex System.. x

Manage Chassis

Chassis Name % | Serial Number $ | Status 4 | Mess
fe80:0:0:0:5ef3:fcffife25:d65f%eth0 | 23DVGS50 < Processing... Finali
<
44 pagelofi bk 1 » Total: 1

Show all chassis

Figure 6-46 Flex System Manager manage chassis: Step 2

4. After the successful completion of the manage chassis process, click Show
all chassis, as shown in Figure 6-47.

IBM Flex System Manager Welcome USERID Problems 0@ o |Comp

Home Chassis Man ‘ Flex System_.. X °

Manage Chassis

Chassis Name £ | Serial Number £ | Status & | Mes:
fe80:0:0:0:5ef3:fcff:fe25:d65f%eth0 | 23DVGS0 Success Mana
M4 Pagelof1 M 1 » Total: 1

Show all chassis

Figure 6-47 Flex System Manager manage chassis steps completed
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The original Flex System Manager Management Domain window opens with the

target chassis as

the managing Flex System Manager, as shown in Figure 6-48.

IBM Flex System Manager

Select one or more chassis in the table
managing the selected chassis.

I Discover new chassis |

Filter chassis list: | All known chassis

Select | Chassis Name

feB0::5ef3:fcffife25:dd83

] fe80::5ef3:fcff:fe25:da8s

Home Chassis Man Flex System... X o

Flex System Manager Management Domain

Select one or more chassis to be managed.

Manage Unmanage | ‘A:h‘cms g | Search the table... Search

55f%eth0 | fe80:0:0:0:5ef3:fcffife25:d65f, fe... 23DVGS0

Welcome USERID Problems @ o

below to be managed within a single Flex System Manager management domain.

[v]

2 | CMM IP % | Serial Number

feB0::5ef3:fcff:fe25:dd83, 9.27.20... 23DWNSS

feB0::5ef3:fcff:fe25:da85, 9.27.20... 2Z3DWNS55

Figure 6-48 Flex System Manager with management domain updated

The Enterprise Chassis is now managed by Flex System Manager.

6.4 Discovery and inventory collection

To manage a resource within an environment or view inventory data about it, that
resource must first be discovered. After access is granted, an inventory must be
collected. The resource is recognized and added to the comprehensive list of
native resources and native attributes for the system. Discovery and inventory
collection are the two primary tasks that are used to connect to supported
network resources and collect information about them.
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6.4.1 Discovery

Discovery is the process by which Flex System Manager identifies and
establishes connections with network-level resources that Flex System Manager
can manage. These resources include compute nodes, switches, storage
devices, operating systems, hypervisors, and virtual machines. Use system
discovery to identify resources within your environment, collect data about those
resources, and establish connections with them.

Choosing which discovery method to use

Discovering your resources in the most efficient manner means deciding which
method best suits your needs. Each method has advantages and disadvantages
to consider.

Collecting the inventory of a chassis component requires the following overall
steps:

1. Discovery
2. Grant Access
3. Collect Inventory

There are several paths to discover and collect the inventory on Flex System
components. In this section, we describe the method that uses Discovery
Manager. The next sections describe different paths to discover the three main
components in an Enterprise Chassis (CMM, compute nodes, and I/O modules).

Discovery protocols

A discovery protocol is any network communication protocol that Flex System
Manager uses during the discovery process to discover a resource. The default
discovery profile uses a predetermined list of protocols. When you specify a
single IP address, a single host name, or a single range of IP addresses, system
discovery uses one or more protocols. These protocols are based on the
selected target resource type. With a discovery profile, you can refine the target
resource type and configure specific protocols that you want to use.

The communication protocols that Flex System Manager uses during discovery
depend on the protocols that are used by the target resource type. You must
decide about the different protocols only when you create or edit a discovery
profile. The Discovery Profile wizard helps you select and configure the correct
protocol for the type of resource that you want to discover.

180 Implementing VMware Horizon View on IBM Flex System



When you are discovering many resources, network traffic that is associated with
the discovery process might cause timeouts. These timeouts might result in
some discoverable resources remaining undiscovered. To help prevent this
problem, use one or more discovery profiles. With a discovery profile, you can
target specific resources and limit the number of communication protocols that
are used during discovery.

By default, Flex System Manager supports the following discovery protocols:
» Agent manager discovery

Agent manager discovery specifically targets the discovery of Tivoli common
agents. In the Tivoli paradigm, Service Location Protocol (SLP) is not
supported. Management nodes must contact an agent manager that knows
about the agents in their environment. You can select the agent managers
that you want to use in discovery.

» Common Agent Services discovery

This discovery uses SLP discovery with which clients can locate servers and
other services in the network.

» Common Information Model (CIM) discovery

CIM discovery uses the SLP for discovery. With CIM discovery, clients can
locate servers and other services in the network.

» Interprocess communication (IPC) discovery

IPC uses services that Flex System Manager provides that components use
to communicate with each other. By using these services, a server task can
communicate with an agent task that is running on a target.

» Secure Shell (SSH) discovery

Secure Shell is a command interface and protocol that is based on UNIX for
securely accessing a remote computer. With SSH discovery, you can specify
a single IP address or a range of IP addresses upon which to run discovery.

» Simple Network Management Protocol (SNMP) discovery

SNMP is a network management standard that is widely used in Internet
Protocol networks. SNMP runs management services by using a distributed
architecture of management systems and agents. SNMP provides a method
of managing network hosts, such as workstation and server computers,
routers, bridges, and hubs from a centrally located computer that runs the
network-management software.
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» Storage Management Initiative Specification (SMI-S) discovery

With SMI-S discovery, clients can locate servers and other services in the
network. This design specification was developed by the Storage Networking
Industry Association (SNIA). It specifies a secure and reliable interface with
which storage management systems can identify, classify, monitor, and
control physical and logical resources in a storage area network (SAN). The
interface integrates the various devices to be managed in a SAN and the tools
that are used to manage them.

» Windows distributed component object model (DCOM) discovery

Use Windows DCOM, which is an extension of the Microsoft Component
Object Model (COM), to support objects that are distributed across a network
configuration. Use DCOM to specify a single IP address or a range of IP
addresses on which to run discovery.

Discovery Manager

With Discovery Manager, you can discover and connect to the systems at your
site. This window displays an overview of all discovered systems, the systems
you have access to, and the systems from which you collected inventory. It has
options to explore all discovered resources, in order by category, as shown in
Figure 6-49 on page 183.
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Complete the following steps to use Discover Manager:

1. Select System Discovery under Common tasks, as shown in Figure 6-49.

Discovery Manager

Discovery Manager

Manage the discovery of your systems in your environment. Discover your systems, configure access to the systems, then o)
(_?) Leam maore about usng ;1ISZ:-Z]\J’1.‘I’H’

Discovery and Inventory

9 Operating systems:
M & No agent systems
. 0 Platform agent systems

D 1 Commaon agent system

7 Systems with no inventory collected

Access and Authentication

Common tasks

System Discovery

View and Collect Inventory

Resource Explorer

Access for 18 systems

S5 systams

D 12 Full access systems

Common tasks

Request aco

Manage Credentials

Figure 6-49 Discovery Manager window

Tip: You can run a discovery on a single IP address or on an IP address

range.
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2. In this example, you run a discovery on an IP range. Select Range IPv4
address, as shown in Figure 6-50.

System Discovery

Use system discovery to discover mansgeabla resourcas now or schedule your discovery to run later. You can discover = rasource for a sing
resources of the same type for a ranga of IP addresses, or use a discovery profile. Discovery profiles enable you to custamize discoveries,
raquasting access to and collacting inventory for the discovarad resources.
(@) Learn more about using discovery SR L
Salact = discovery option:

Range of 1Pv4 addrasses [+]

Single IPv4 address
Single IPvE address
Single host name

Creste naw profils

Manage discovery profiles

Discavery jobs

Range of IPv4 addresses
Range of IPv6 addresses
| Select a discovery profile to run

Select the resource type to discover:

All [=]

Schedule.

Figure 6-50 IP address range selection

Tip: You can also choose to schedule your discovery, if required.
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3. Enter your IP address range and click Discover Now, as shown in
Figure 6-51.

System Discovery

Use system discovery to discover manageable resources now or
host name, discover resources of the same type for a range of
discoveries, including importing IP addresses, and requesting a

@ Learn more about using discovery

Select a discovery option:

Range of IPv4 addresses El

Starting IP address:

Ending IF address:

Select the resource type to discover:

All [+]

Schedule...

Figure 6-51 Enter IP address range for discovery
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4. A blue information square displays and indicates that the job is started, as
shown Figure 6-52. Click Display Properties to check the job status.

System Discovery

W ATKCOR102I
The fallowing job has been created and started successfully: System Discovery - 9.2
EDT

|I Display Properties II | Close Message |

Use system discovery to discover manageable resources now or schedule your discovery to run later. Yo
discover resources of the same type for a range of IP addresses, or use a discovery profile. Discovery p
1P addresses, and requesting access to and collecting inventory for the discovered rescurces.

If] Learn more about using discovery A
Select a discovery option: cC
Range of IPv4 sddresses |g M

o

Starting IP address:
e |.27 |.1& |.]75
Ending IP address:

2 |27 |18 |.|77

Select the resource type to discover:

All [+

£ Processing discovery protocols | Step New Discovery...

Figure 6-52 Discovery job information
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Wait until the progress bar reaches 100%, which indicates that the discovery
is complete, as shown in Figure 6-53.

Active and Scheduled Jobs

Active and Scheduled Jobs (Properties)

Mame: System Discovery - 9.27.16.75-9.27.16.77 - June 14, 2012 7:40:09 PM EDT | Actiors -

General | Targets = History || Logs  Discovered Systems
Status: Complete
Progress [ 100% |
Last Run Status: Complete
Description: Run once on 6/14/12 at 7:40
=]
MNext Run:
Last Run: 6/14/12 at 7:40 PM
Task: System Discovery
Created By: aouizerats

e

Figure 6-53 Discovery completed
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If granting access to your object is required, the system displays No access in
the Access field, as shown in Figure 6-54.

Resource Explorer

172284AB-52D9-11E1-BA26-DAE467A3EF41 (Properties)

Name: _| 1722844B-52D9-11E1-BA26-DAE4ETAZEFA] | Actiors -

IA.:ceEE: B No access I

Status: [ OK

General Active Status Applied Activities Event Log Inventory Service and Support
Type: Server Additional Propertie|
Description: fd55:faaf:elab:1015:5ef3:fcff:fe75:36d Location

fd55:faafielab:1015:5ef3:fcffife75:36d Support Files
Sc-f3-fc-75-03-6d

Agent Time Zone Offset:

System Beoard UUID: 172284AB-52D9-11E1-BA26-DAE4G7TA3SF41
Communication State: Communication OK
Event Actions Suspended: False

Management Controller Text ID: fd55:faafielab:1015:5ef3 :fcffife75:36d

Management Controller Type: Easeboard Management Controller
Query Vital Properties Interval: Every 6 hours

Verify Connecticn Interval: Every 15 minutes

Virtual: False

Figure 6-54 Object with no access

To manage the object, you must request access. Complete the following steps
to request access:

a. Click the No access link. A new window opens in which you enter the
UserlD and password to request access.

b. Complete the information, as shown on Figure 6-55 on page 189.
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Request Access

Specify the user ID and password to authenticate Flex System Manager to one or more target systems. Then clis
users access to the target systemis).

#User I10:

|

®password:

| Request Access | | Close |

Selected targets:

Name Access Trust State
ESXi_Node_4 | E No access I:' Not applicable
4

44 pPageiofl bk |1 » | Total: 1

Figure 6-55 Authenticating to request access
c. Click Request Access, and then click Close, as shown in Figure 6-56.

Reguest Access

Specify the user ID and password to authenticate Flex System Manager to one or more target sy
users access to the target systemi(s).

User ID:
root
Password:

Reguest Access Close

Selected targets:

Nama Access Trust State

& esxi_node_a | Mo (M) nat zpplicable
4

44 Pagalofl kM i | Total: 1

Figure 6-56 Success on granting access
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5. After you request access to the object, ensure that access is granted by
clicking the General tab, as shown in Figure 6-57.

Resource Explorer
IBM 8737ACL DSYD123 (Properties)

Name: J IBM 8737AC1 D5Y0123 | Actions v

Access: [l OK
Status: [l oK

General Active Status Applied Activities Configuration Event Log Inventory Service

Type: Server
Description:

IP Addresses: 9.27.16.76, fe80:0:0:0:5ef3:fcffifece:dfc, fe80:0:0:0:5ef3
169.254.95.118, fd55:faafielab:1015:5ef3:fcff:febe:dfd

Slots Occupied: 4

IP Hosts: pureflexrbZ.rtp.stglabs.ibm.com

MAC Addresses: Sc-f3-fc-6e-3a-be, Sc-f3-fc-6e-0d-fe, S5c-f3-fc-6e-3a-b8, Se
Agent Time Zone Offset:

System Board UUID: 38835BDD-EA39-11E0-9601-A34660BESED 1

Architecture: %86

Chassis Name: r2-c2-ch2-mm.rtp.stglabs.ibm.com

Chassis Slot: 4

Communication State: Communication OK

Figure 6-57 Access is granted

Remember: Do not forget to grant access for every object on which you
want to collect inventory.
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6. Go to the Resource Explorer tab, and click Action — Inventory — View and
Collect Inventory, as shown in Figure 6-58.

Resource Explorer

IBM 8737AC1 DSY0123 (Properties)

Relstsd Rescurcss »

i ‘ =
Name: {] IBM 8737AC1 DSY0123 S P

Access: @] OK Configure IMM Network

Stte: BOK Creste Group
. Graphical View .
General Active Status App| n Event Log Inventory Serviced]
| . - Rename... . . -
Add to
Type:
Aut ti
Description: el
[P Addrezzes: el 80:0:0:0:5ef3
Collect Inventery fe6e:dfd
Slots Occupied: Power On/Off View and Collect Inventory
[P Hosts:

Release Management Network Topelagy Inventary

MAC Addresses: TTeTTTTT 3a-b8, S5e

Ramots Acosss
Agent Time Zone Offset: Security
System Board UUID:
Architecture:

Ssttings 0-5601-A34660BESEDL

System Ceonfigurstion
System Status and Health

Chassis Name:
Chassis Slot:

Cemmunication State:

blabs.ibm.com

v | v Vv vV vV VvV VvV VEAEAY Vv WV

Service and Support

Figure 6-58 Inventory collection

7. Click Run Now. Your object is selected as the Target system. Click Collect
Inventory, as shown in Figure 6-59.

w and Collect Inventory

To view the inventory of any rescurce, select a target system, select a profile, and dick Refresh View. T
Inventory.

Target systems

[1em 8737ac1 23RvZ7?

I g ey —

View by

|2l 1Aventory [¥] | Manage Profies |
| | || Coliect trvertory ||

I Export Al ] I Vi=w Report |

Figure 6-569 Collect Inventory button
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8. To begin the inventory collection, select Run Now, and click OK, as shown in
Figure 6-60.

Schedule | Notification | Opticns

Job name znd schedule

*¥Job Name:

Collect Inventory - June 14, 2012 7:57:51 #M EDT
Choose when to run the job.

@ Run MNow

O schedule

Figure 6-60 Run collect inventory

9. A blue information square indicates that the job is started, as shown in
Figure 6-61. Click Display Properties to check the job status.

View and Collect Inventory

| ATKCOR1021
The following job has been created and started successfully: Collect Inventory - Juni

|| Display Properties || | Close Message

To view the inventory of any rescurce, select a target system, select a profile, and click Refresh View. Ti
Inventory.

Target systems

[1BM 8737AC1 23RVZ77 vl | mmee

View by
| Refresh Vizw | | Coli=ct Inventory
| Export All ‘ | Wiew Report

Figure 6-61 Collect inventory information
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Wait until the job completes, as shown Figure 6-62.

Active and Scheduled Jobs (Properties)

MName: System Discovery - 9.27.16.75-9.27.16.77 - June 14, 2012 7:40:09 PM EDT | Actions P

General Targets History Logs Discovered Systems
Status: Complete
Progress: 100%
Last Run Status: Complete
Description: Run once on 6/14/12 at 7:40
PM
MNext Run:
Last Run: 6/14/12 at 7:40 PM
Task: System Discovery
Created By: aouizerats

Figure 6-62 Collect inventory is completed
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6.4.2 I/0 modules

Compilete the following steps to discover I/O modules:
1. Select your chassis from the Chassis Manager view, as shown Figure 6-63.

IBM Flex System Manager™ Welcome USERID  Frobler|

Home Management ... “\

Management Domain

Selact one or more chassis from the table to be managed in a management domain. CH|
System Manager that is managing it.

(?) Learn more about management domains.

[ Discover New Chassis

» Filter chassis list: | All known chassis El

Select one or more chassis to be managed.

Manage Unmanage | | Actions ¥ | | Search the table... Sea
Select Chassis Name L | CMM IR & | Ser
[l c its i c 9.42.170.215 KQe

Figure 6-63 Chassis selection

194 Implementing VMware Horizon View on IBM Flex System



A graphical front view of the chassis is shown, as shown in Figure 6-64. You
can get information about chassis components by positioning the cursor over
them.

x240 -Node_2:

Figure 6-64 Front chassis view (left part of the window)
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You also see a rear view that functions in the same way, as shown in
Figure 6-65.

Figure 6-65 Rear chassis view (right part of the window)
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2. Select your chassis component (in this case, the switch module in bay 1), as
shown in Figure 6-66.

fdootaafe lab: 101 5:364 0 b 5E e Lebef

Type Switch
Problems [n]
Seral number Y2EOMTEZ13055

Communication State Communication OK

Figure 6-66 Select |0 module component from the physical view
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3. Scroll down to the Action menu and select Security — Configure Access, as
shown in Figure 6-67.

Chassis Man... x *_Home

IEM [ =
[@l' B b |2<rj 2 Related Resources »

Topology Perspectives b

. . Create Group
Details for: anced properties

fd55:faaf:elab:1015:3640:b5ff:fe41:ebef Graphical View
Remove...
J General | Réravia
) Add to b »
Type: Switch , , Anloration » deltlo:_lai
Description: Flex 10Gb \irtual Fabric Switc sy . . roperties
IP Addresses: 9.27.21.117, fe80:0:0:0:3640: Certificate Trust Store
Release Management P | View Certificates
Slots Occupied: 1 e , ; 7
IP Hosts: r2-c2-ch4-swi.rtp.stglabs.ibm < Configure Single Sign-On Cre
MAC Addresses: 34:40:b5:41:eb:ef : Request Access
; System Configuration » | Revoke Access...
e D e St System Status and Health b RS A
Manufacturer: IBM : oniigure CCSS
Qarial Nimbar: VIEMUTI12NEE Senvice and Support » | Verify Connection

Figure 6-67 Configure access
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The general access status is shown as Partial access, as shown in
Figure 6-68.

)
IBM Flex System Manager™ Welcome aouizerats Froblems 0@ o compliance @ oh |Help | Logout
Chassis Man... Home | Configure A... )\
Configure Access ES

Access to the identified system for all authorized Flex System Manager users is specified below in the Access field. The table contains
an Access State column, which indicates the access state of the individual access points that are used to evaluate the overall status.

Select Request Access to enter 3 user ID and password to gain access to the identified system. Select Revoke Access to remove
authentication access to the identified system.

E System: fd55:faafielab:1015:3640:b5ff:fed4l:ebef

Becaas B Partial access

Request Access | ‘ Revoks Access

For basic system management function, a remote system credential is needed to grant all authorized Flex System Manager users accass
to individual access points. Click an Access Type link to view the list of manageable credentials configured for authentication on the
selected access point. Certain types of access point credentials might not be viewable or configurable. Some examples include CAS and
IPC credentials.

fd55:faafielab:1015:3540:b5ff:fe41:ebef (Remote Service Access Point)

| Certificata Trust Stora || pctions w | | [Sesrch ths tebls...

Figure 6-68 /O switch module partial access

4. Different protocols are available, and most have no access. Click Request
Access, as shown in Figure 6-69.

1BM Flex System Manager™ Welcome aouizerats sroclzms 0@ oAy compliance @ o }-e\p Logout
Chassis Man Home * | Canfigure A... - &
Access: B  Partial access | Recuestaccess | Ravoke Accass | L

For basic syatem management function, a remots system credental is needed to grant zll autharized Flex System Manager users access
to individuzl access peints. Click an Access Type link to wiew the list of manageable credentials configured for authenocation on the
selected access point. Certain types of access paoint credentials might not be viewable or configurable. Some examples include CAS and
IPC credentials.

:faaf:elab: 1015:3640:b5ff:fe41: ebef (Remote Service Access Poink)

Certificate Trust Stors Attions ¥ Search the teble...

L Selacl Access Type & | Access State & Trust State & | Access Infermatg$  Port 4
O EHrme @ Unknown [M|nok spplicable | http://e.27.21.117: ED
F [ Mot applicaole  [MiMot applicable  http://[fd55:faaf:e a0
il B Mo access ot applicable | https://9.27.21.11% 443
B | B Mo access [WNot applicable | https://[Fd55:faafs 443
O | [ offline [EiNot applicable  snmped/[fd55:faatze 161
0 [ Offline (M Nok applicable | snmp://0.27.21.113 161
O | B o accese |®imot spplicable  ssh:fie.27.21.117: 1z
El B Mo access [M| ot applicable  ssh://[fdss:faaf:al i
O | ENot applicable  [M]Nokt applicable  telnet://[fdS5:faaf: 23 [

Figure 6-69 IBM switch protocols
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5. Enter the credentials for your /O module and click Request Access, as
shown in Figure 6-70.

- 1}
Request Access

Specify the user ID and password to authenticate Flex System Manager to one or more target systems
grant all authorized Flex System Manager users access to the target system(s). '

*¥User 1D:
USERID
¥Password:

| Request Access 1 | Close !

Selected targets:

Name Access Trust State
o[ fd55:faaf:e1ab:1015:36| BB Partial access M Trusted
M4pPagelofl *¥ [t | % | Total: 1

—

Figure 6-70 Partial access on an Ethernet I/O module

You might receive a message that not all of the protocols are enabled on the
managed component. This error message indicates that not all discovery
protocols are supported by the switch, as shown in Figure 6-71.

Request Access

The Request Access attempt was not successful on one or more target systems within
the Access column for the most current access level. Resources with OK access have fu
Resources that do not display OK access might have a request access failure. For more
handling request access failures, see the product documentation.

l Product Documentation : Close Message

Specify the user ID and password to authenticate Flex System Manager to one or more target systems
grant all authorized Flex System Manager users access to the target system(s).

*User ID:
USERID
#Password:

Retry on Failed ‘ { Close J

Figure 6-71 Partial access message

200 Implementing VMware Horizon View on IBM Flex System



6. Scroll down to note that more protocols are enabled now, as shown in

Figure 6-72.

IBM Flex System Manager™ Wwelcome aouizerats Foblems

0@ B

compliance

@

ol |Help | Logout

Chassis Man Home

Configure A... %" Request Acc

IPC credentials.

fd55:faaf:eiab:1015:3640:b5ff: fe4i:ebef (Remote Service Access Paoint)

Certificate Trust Store | ctionz ¥ | S=arch the table...

Access State | Trust State

i
o
o
r

r

ct Access Type

F O EHrTe @ Unknown B Mot applicable
O E.HTTR WMot applicable |B Mot applicabls
O LHTTPS Eex [mniot applicatle
O EHTTRS ok [minot applicable
O t.SHvP [®, Cffline [W Mot applicable
O t.snvp [® offline [ENot applicabls
O EssH Mok |® ot applicabls
Fl. | E.s5n R o access [miNot applicable
O ETEWNET [@Not applicable  [ENot applicable
O & TENET <@ unknown [®Not applicable

% | Access Informat & | Port

snmp://[fd55:faaf:e

snmp://9.27.21.11%
//9.27.21,117:0
fds5 faafatl

For basic system management function, a remote system credential is needed to grant all autharized Flex System Manager users access
to individual access points. Click an Access Type link to view the list of manageable credentials canfigured for authentication on the
selected access point. Certain types of access point credentials might not be viewable or configurable. Some examples include CAS and

Figure 6-72 Partial access with more protocols

Remember: Some protocols must be directly enabled on the 1/O module.
For example, if SSH was not enabled, you must enable it on the switch
before you enable access for this protocol from Flex System Manager. To
enable SNMP on the switch, you must configure SNMP credentials.
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7. To collect inventory for the I/O modules select Action — Your I/O module
name — Inventory — View and Collect Inventory, as shown in Figure 6-73.

IBM Flex System Manager™

Chassis Man Home

IPC credentials.

Welcome aouizerats Froblems

@ o

Compliance

@ ofh |He\p Logout

|. Configure A... x' Request Acc.

[=-seiocr action -—-f

fd55:faaf:elab:1015:3640:b5ff:fed41:ebef (Remote Service Access Point)

Certificate Trust Store

select| Access Type

E O | EHTTP

£, HTTP
&, HTTPS
£, HTTPS
£, SNMP
£, SNMP
t, SSH
¥,SSH
£, TELNET
£, TELNET

i

-
¥

For basic system management function, a remote system credential is needed to grant all authorized Flex System Manager users access
to individual access pants. Click an Access Typa link to view the list of manageable credentials configured for authentication on the
selected access point. Certain types of access point credentials might not be viewable or configurable. Some examples include CAS and

Related Resources »
Topology Perspectives ]
Actionz w Search the table... == Create Group
fdEE faaf-olab: 1015:3640:bEffod 1:abof Graphical View @
Remowe....
Certificate Trust Store 80
Rename. .
Columns... T 3 80
0 2
Export 443
Automation 3 447
Selact All
ento Collect Inventory
Deselect All Releass Management b | Discover OS and Updats Firmware
Show Filter Row
Remote Access » ew and Colle ento
Clear All Filters 5 4 »
: SEEL Metwork Topology Inventory
Edit Sort
System Coenfiguration b 53
Al System Status and Health  » =
Z Unknown W TGt applicable 23
Senice and Support ]

Figure 6-73 /O module inventory collection

8. Click Collect Inventory, as shown in Figure 6-74.

Target systems

EN4093 10Gb Ethernet Switch [+

View by

All Inventory E Manage Profiles

| Refresh View | | Collect Inventory | Last collected: August 1, 2013 3:16 PM
| Export &ll | | View Report |

Figure 6-74 Collect Inventory
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9. Click OK to run your collection task, as shown in Figure 6-75.

Schedule | MNotification | Options
Job name and =chedule

#Job Name:

Collect Inventory - Jun= 14, 2012 5:26:55 PM EDT
Choose when te run the job.

® Run Now

O Schedule

Figure 6-75 Run job

10.Click Display Properties to see the job status, as shown in Figure 6-76.

View and Collect Inventory

ATKCOR1021
=—  The following job has been created and started successfully: Collect Inventary - June 14, 2012 5:40:28
II Display Properlies II | Ciose Messagse |

To view the inventory of any rescurce, select a target system, select a profile, and click Refresh View. To collect the mest curr)
Inventory.

Target systems

[Fd55:72af12125:1015:3640: 05 a4 1 abef [na] [
View by

[AH [nventory [a] Iw‘

| i i | | i | Last collected: June 14, 2012 3:54 PM
| Export All ‘ | View Report |

Figure 6-76 Job information
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It takes a few minutes for the job to complete. You can check the status, as
shown in Figure 6-77.

Active and Scheduled Jobs (Properties)

Name: Collect Inventory - June 14, 2012 3:53:30 PM EDT | Actions W

General Targets = History Logs
Status: Complete
Progress: [ 100%

Last Run Status: Complete

Description: Run once on 6/14/12 at 3:53 PM
Next Run:

Last Run: 6/14/12 at 3:54 PM

Task: Collect Inventory

Created By: aouizerats

/7.

Figure 6-77 Job completed

6.5 IBM Flex System Fabric EN4093 10Gb configuration

In this section, we describe the configuration of the Flex System Fabric EN4093
10Gb, as a preparatory step for the configuration that was designed previously.

The virtual network interface card (vNIC) is configured on top of a system’s
physical network adapter. Flex System can have a maximum of four vNIC for
each physical network adapter port. To gain the maximum benefit from Flex
System, the examples in this book use a virtual fabric adapter vNIC that also
offers flexibility for bandwidth configuration.

Virtual fabric adapters are switch-dependent, which means that no manual
intervention is needed on the Ethernet adapter to change bandwidth allocation or
to expand vNIC group membership. This type of configuration is made centrally
on the switch from Flex System Manager by using server patterns.

To connect specific vNICs each other, you create vNIC groups. You also use
vNIC group to bridge an internal switch port to an external switch port or trunk.
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For each vNIC group that exists in the Flex System Fabric EN4093, you configure
an internal, unique, and independent VLAN. Then, that VLAN is used only by the
vNIC group members. All packet inside the VLAN is tagged with the internal
VLAN tag. When the packet leaves the vNIC group, the tag is deleted
automatically and the resulting frame is untagged.

The Flex System Fabric EN4093 10Gb has the following configuration:
» 14 internal ports activated (from INTA1 to INTA14)
» 10 external ports activated (from EXT1 to EXT10)

Because vNIC was distributed within configuration patterns, as described in 6.6,
“IBM Flex System x240 compute node configuration” on page 222, compute
nodes 1 - 4 are connected on the internal port from INTA1 to INTA4 of the Flex
System Fabric EN4093 10Gb Ethernet switch.

Table 6-1 shows the internal vNIC to physical compute node ports association.

Table 6-1 vNIC-to physical association

Physical switch interface | vNIC internal name | Function
Port1 INTA1.1 vNIC1 for the first compute node
INTA1.2 vNIC2 for the first compute node
INTA1.3 vNIC3 for the first compute node
INTA1.4 vNIC4 for the first compute node
Port2 INTA2.1 vNIC1 for the second compute
node
INTA2.2 vNIC2 for the second compute
node
INTA2.3 vNICS3 for the second compute
node
INTA2.4 vNIC4 for the second compute
node
Port...
Portx INTAX.x VNIC x for the x compute node
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Figure 6-78 shows the vNIC to switch connections. EXT1 (port 43), EXT2 (port
44), EXT3 (port 45), and EXT4 (port 46) are external ports of the network switch.

INTA1 |:

INTA2
Ethernet port1 on node2

Ethernet port1 on node1

EN4093 10 GB Ethernet

Switch

INTAX |: Ethernet port1 on nodex

Figure 6-78 VvNIC to switch interconnections

The following procedure shows how to configure the switch internal and external
ports to reach the following connections:

Port EXT2 connected to VLAN 42 and internal vNIC Group 1

Port EXT1 connected to VLAN 10 and internal vNIC Group 2

Ports EXT3 and EXT4 in Trunk Group for VLAN 20 and internal vNIC Group 3
Relevant bandwidth settings for all switch ports

v

vYyy
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Figure 6-79 shows the relationship between internal interfaces,

groups, and external interfaces.

switch port

EEEEEEEEEEEN
INTA1

I
INTA1.1
INTA1.2

INTA1.3 ESXi
INTA1.4 node 1

I

—

INTA2.1
INTA2.2

INTA2.3
INTA2.4

ESXi
node 2

I

VLAN |
20
I—J INTA3.1
INTA32 | ESX]
EXT3 \ I INTA3.3 | node 3
HEEEEEEEE=EE | INTA3S
I——I INTA3 — |
VLAN 20 LJ |
EXT4 INTA4.1
INTA42 | ESX]

EEEEEEEEEEEHN
INTA4

EN4093 10 GB Ethernet Switch

INTA43 | nhode 4
INTA4.4

—

Figure 6-79 Switch configuration

Figure 6-79 shows the following network characteristics:

» VNIC Group 1 has an outer tag for VLAN 127. The group consists of vNIC
pipes INTA1.1, INTA2.1, INTAS3.1, INTA4.1 and external uplink port EXT2.

This vNIC Group represents the Management network.

» VNIC Group 2 has an outer tag for VLAN 128. The group consists of vNIC
pipes INTA1.2, INTA2.2, INTA3.2, INTA4.2 and external uplink port EXT1
(dotted to show a possible external chassis link to other vMotion networks).

» VNIC Group 3has an outer tag for VLAN 129. The group consists vNIC pipes
INTA1.3, INTA2.3, INTAS3.3, INTA4.3 and external uplink trunk of port EXT3

and EXT4. This vNIC Group represents the Public network.

» VNIC bandwidth on ports INTA1.3, INTA2.3, INTA3.3 and INTA4.3 is set to

50%.

» Interfaces INTAx.4 are disabled and not connected to any vNIC Group.
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Complete the following steps to configure the EN4093 switch:

1. Connect to the EN4093 switch from a web browser by using HTTPS. At the
login window, enter the default credentials and click Submit, as shown on
Figure 6-80.

[userD

Figure 6-80 EN4093 login window

Note: The default login and password for EN4093 are
USERID/PASSWORD (where the sixth character is the number zero, not
the letter O).
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2. Select Configure in the upper frame. From the left menu, click
Virtualization — VNIC — General and select On from the Global VNIC
On/Off drop-down menu. Click Submit, as shown on Figure 6-81.

Statistics

Configure

Apply __Save __Revert
10. Aug 814:3223942171.8INFO mgmt idleb

Dashboard

Networking OS

Durip SiiowLog _Felp _Logout

{3 IBM Flex System EN4093 10Gb ScSwil
3 System
2 Switch Ports
-3 Port-Based Port Miroring
‘(1 Layer2
3 RMON Menu
-2 Layer 3
3 QoS
{21 Access Control
@ cee
@ FCOE
- Virtualization
@ urP
3 VNIC
i [@ General
¢ B VNICs
[8 VNIC Groups
+[3 Virtual Machine
“@ Eve
@ sPar

VNIC Configuration

Global VNIC On/OfF| On ~

Figure 6-81 Enable vNIC feature

3. Under the Configure menu, click Apply.

Tips: No feedback is received after the Apply or Save action menu is
selected. Also, the Show Log function is useful to monitor switch activities

and configuration changes.
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4. From the left frame, select Layer 2 — Trunk Groups, as shown in
Figure 6-82. Click Trunk Group 1.

Configure Statistics Dashboard Networking OS

Apply Save Revert Dump

2 Aug 814:32:23942171.8INFO  mgmt Current

Bl Flex System EN4093 10Gb Scs +
-3 System

~{Z1 Switch Ports

~{Z1 Port-Based Port Mirroring
23 Layer 2

-1 802.1x

-3 Vittual LANs

~{Z1 Spanning Tree Groups
-1 MSTP/RSTP/PYRST
~@ LLDP

-~ ECP

(2] Failover

(2] Hot Links

(2] Trunk Groups

(] Trunk Hash

B LACP

2] PVST+ compatiblity

~[2] VLAN Auto STG Assignment
~[2] MAC Address Motification
-1 RMON Menu

-3 Layer 3

Figure 6-82 Trunk Groups configuration
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5. Configure Trunk Group 1 as it is shown in Figure 6-83. Click Submit.

114. Aug 815:24:04 9421718 INFO  mgmt fc/sys/ntp/mdSkey 43539

IBM Flex System EN4093 10Gb ScS ~

Configure Statistics Dashboard NetV\/Orking OS

Revert i Dump

-1 System
~{] Switch Ports

-3 Layer 2
-3 802.1x

-@ uor

-@ EcP

2 Failover

“[21 Hot Links
~[2) Trunk Groups
~[B) Trunk Hash

~(1] Port-Based Port Mirroring

-3 Virtual LANs

~E3 Spanning Tree Groups
-3 MSTP/RSTR/PVRST

Figure 6-83 Trunk Group 1 configuration

6. Go to Virtualization — VNIC — VNIC Groups and select vNIC Group 1, as
shown in Figure 6-84.

Apply Sa Revert Diff Dump

46. Aug 8 15:22:58 0.0.0.0 NOTICE sei link up on portINTAT0

[=3 IBM Flex System EN4093 10Gb ScSw{lUpgrade1)
2 System
~E3 Switch Ports
{21 Port-Based Port Mirroring _ .
0 Layer2
3 RMON Menu
3 Layer3
- QoS
{3 Access Control
~@ CEE
1 FCOE
~&3 Virualization
@ UFP
& VNIC
B General
“B UNICs
“ [ VNIC Groups
(3 Virtual Machine
- EvB
@ sPAR

Figure 6-84 vNIC Groups
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7. Configure the vNIC Group 1 as it is shown on Figure 6-85. Click Submit.

Configure

Diff Dump

-1 System
23 Switch Ports

~{1 Port-Based Port Mirroring
@ Layer2

-1 RMON Menu

~@ Layer 3

- Qo8

~{1 Access Control

@ cee

~@ FCOE

~23 Virtualization

- UFP

~E3 VNIC

¢ S General

B vnIcs

2 VNIC Groups

- Virtual Machine

-1 SPAR

Figure 6-85 vNIC Group 1 configuration

8. Select OK when you are prompted o enable the vNIC interfaces, as shown in
Figure 6-86.

Confirm enabling VNICs INTAT.1, INTAZ2.1, INTA3.1, INTA4.1?

ok | [ cancel |

Figure 6-86 Interface enabling window
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9. Select VNIC Groups in the right menu and click to select vNIC Group 2.
Complete the information as shown in Figure 6-87. Click Submit.

Apply

(3 Port-Based Port Mirroring
-3 Layer 2

-3 802.1x

@3 EDB

{3 Virtual LANs

{0 Spanning Tree Groups
-1 MSTP/RSTP/PVRST
@ LLDP

@ ECP

[ Failover

[ Hot Links

“[B Trunk Groups

“[B Trunk Hash

“[E) PVST+ compatiblity

“(Z3 RMON Menu
-(Z3 Layer 3
2 Qos
(3 Access Control
@ CEE
-3 FCOE
~E3 Virtualization
@ UFP
3 VNIC

-2 General

~[E1 VNICs

~[E] VNIC Groups
i3 Virtual Machine
~@ EVB
[0 SPAR

Configure atistics ashbo Networking 0s

200. Aug 8 16:54:26 9.42.171.8INFO mgmt by

“[E] VLAN Auto STG Assignment
~[E) MAC Address Notification

Dump

Figure 6-87 vNIC Group 2 configuration

10.Select OK when you are prompted to enable the vNIC interfaces, as shown in

Figure 6-88.

Confirm enabling VNICs INTA1.2, INTAZ2.2, INTA3.2, INTA4.2?

ok | [ cancel |

Figure 6-88 Interface enabling window
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11.Select VNIC Groups in the right menu, and click to select vNIC Group 3.
Complete the information as shown in Figure 6-89. Click Submit.

Configure  Statistics ashboar Networking 0S

Apply Revert Diff Dump
168. Aug 8 16:54:209.421718INFO  mgmt admin

~E3 Layer 2
@ 802.1x
@ EDB |
(3 Virtual LANs
[0 Spanning Tree Groups !
[0 MSTP/RSTP/PVRST = —7
3 Lop I |
-@ EcP
[2 Failover
B Hat Links
2 Trunk Groups
[ Trunk Hash
B LacP
[ PVST+ compatiblity
B VLAN Auto STG Assignment
[2 MAC Address Notification
-3 RMON Menu
2 Layer3
-1 QoS
{1 Access Control
@ cee
-@ FCOE
33 Vintualization

“E1 UFP

=R
i B General
B VNICs
[& VNIC Groups
@ Virtual Machine
@ Evs

& SPAR

4 I v

Figure 6-89 vNIC Group 3 configuration

12.Select OK when you are prompted to enable the vNIC interfaces, as shown in
Figure 6-90.

Confirm enabling VNICs INTA1.3, INTAZ2.3, INTA3.3, INTA4.3?

i) (mCzecel

Figure 6-90 vNIC Group 3 configuration
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13.Select VNICs in the right menu and select INTA1.3. Configure the bandwidth
as show in Figure 6-91. Repeat this step for INTA2.3, INTA3.3, and INTA4.3.

Configure E - Ne’[\NOrking o s

Apply Revert Diff Dump

371. Aug 817:24:11942171.8INFO  mgmt /* Done */

-1 System
{2 Switch Ports
~(] Port-Based Port Mirroring
-3 Layer2
~1 RMON Menu
@ Layer3
~@ QoS
~{Z1 Access Control
8 CEE
@ FCoE
~E3 Virtualization
~@ urP
~E3 VNIC
& General
. Bvnics
3 VNIC Groups
{23 Virtual Machine
~C3 EVB
-~ SPAR

Figure 6-91 Bandwidth for INTA1.3

14.Click Apply in the upper menu and then click Save. The final vNIC Groups
configuration displays as shown in Figure 6-92.

Figure 6-92 vNIC Groups final configuration

Chapter 6. Deploying IBM Flex System 215



15.In the top menu, select Dashboard. From the left menu, select Layer 2 —
Virtual LANs. Figure 6-93 shows the final configuration.

Dashboard Networking OS

Apply Save Revert Diff Durnp

258, Aug 8 16:58:45942.171.8 NOTICE dcbx Detected DCBX peeron port INTATO

[ System

(3 Switch Ports
(@3 Pon-Based Port Mimoring 1. Search Range
&3 Layer2 VLANID (1 - 4095) From 1
@ 802.1x 2. Search Options
@ EDB VLAN Name
~& Virtual LANs VLAN State
~Add Add VLAN

~{Z] Spanning Tree Groups
X1 MSTP/RSTP/PVRST
@ uopP

@ Ecp

2 Failover

[ Hot Links

[21 Trunk Groups

~[2] Trunk Hash

[ LACP

B PVST+ compatiblity

21 VLAN Auto STG Assignment
Bl MAC Address Notification
X1 RMON Menu

@ Layer3

Figure 6-93 Final VLANSs configuration

216  Implementing VMware Horizon View on IBM Flex System



16.Select Virtualization — VNIC — VNICs. Figure 6-94 shows the final vNICs
configuration.

Networking OS

Felp  Logout_

E3 IBM Flex System EN4093 10Gb ScSw{Upgr:
3 System vNICs Dashboard
{3 Switch Ports
{1 Port-Based Port Mirroring 1. Search Range
22 Layer2 WNICS(INTAL.1-UNK 4) From INTA1.1 To UNK4
{1 RMON Menu 2. Search Options
2 Layer3 State any
2 QoS Max Bandwidth(0 = any) 0
{3 Access Control ¥NIC Group(0 = any) 1]
@ CcEE Search Operation or v
{3 FCOE
{23 Virtualization vNIC State VNIC Group Max. Bandwidth Type MAC Address
@ UFP INTALL enabled 1 25 Gefault 34:40:b5be-7d:00
£3 VNIC INTAL2 enabled 2 25 defanlt 34:40:b5-be-7d:01
B General INTAL3 enabled 3 50 Gefault 34:40:b5be-7d:02
B vhice INTAL4 disabled 0 25 defanlt 34:40:b5be-7d:03
INTA2 1 enabled 1 25 Gefault 34:40:b5:be-8e:00
[E VNIC Groups
INTA22 enabled 2 25 defanlt 34:40:b5:be-8e01
@ Virtusl Machine INTAZ3 enabled 3 50 Gefanit 34:40°h5 b 8e 92
@ EvB INTA24 disabled 0 25 defanlt 34:40:b5:be-8e03
O sPAR INTA3 1 enabled 1 25 Gefault 34:40:b5be-83:d0
INTA3 2 enabled 2 25 defanlt 34:40-b5be-83:d1
INTA3 3 enabled 3 50 Gefault 34:40-b5be-83:d2
INTA3 4 disabled 0 25 defanlt 34:40-b5be 83:d3
INTA4 1 enabled 1 25 Gefault 34:40-b5be-94:38
INTA42 enabled 2 25 defanlt 34:40:b5be-94:59
INTA43 enabled 3 50 Gefault 34:40:b5:be-9d:52
INTA4 4 disabled 0 25 defanlt 34:40:b5be-9d:5b
INTAS | disabled 0 25 defanlt none

Figure 6-94 vNICs final configdration

You can also connect to the EN4093 Switch by using the CLI that uses SSH.

The following examples show the configuration from a CLI perspective.
Example 6-1 shows all information that is related to the switch physical ports.

Example 6-1 Output of /info/port

>> Main# /info/port

Alias Port Tag Type RMON Lrn F1d PVID NAME VLAN(s)
INTAL 1 y Internal d e e 1 INTAl 1 127 128 129

INTA2 2 y Internal d e e 1 INTA2 1 127 128 129

INTA3 3 y Internal d e e 1 INTA3 1 127 128 129

INTA4 4 y Internal d e e 1 INTA4 1 127 128 129

INTA5 5 n Internal d e e 1 INTA5 1

INTA6 6 n Internal d e e 1 INTA6 1

INTA7 7 n Internal d e e 1 INTA7 1

INTA8 8 n Internal d e e 1 INTA8 1

INTA9 9 n Internal d e e 1 INTA9 1
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INTA10
INTALl
INTA12
INTA13
INTA14
INTB1
INTB2
INTB3
INTB4
INTB5
INTB6
INTB7
INTB8
INTB9
INTB10
INTB11
INTB12
INTB13
INTB14
EXT1
EXT2
EXT3
EXT4
EXT5
EXT6
EXT7
EXT8
EXT9
EXT10
EXT15
EXT16
EXT17
EXT18
EXT19
EXT20
EXT21
EXT22
EXTM
MGT1

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
43
44
45
46
47
48
49
50
51
52
57
58
59
60
61
62
63
64
65
66

<< I 3> ;> I I 3  3;3 3;3 3>~ 3 ;3 33 035;] D 03D 0 3 ;3 0353 0 33 035 033 33 005 3 05; 505 5 3 3 3 3 3 5 S

Internal
Internal
Internal
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Internal
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Internal
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Internal
Internal
Internal
Internal
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External
External
External
External
External
External
External
External
External
External
External
External
External
External
External
External
External
Mgmt

Mgmt

= PVID is tagged.

*
# = PVID is ingress tagged.
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Example 6-2 shows all defined VLANs and their related ports.

Example 6-2 Output for command /info/l2/vian

>> Information# /info/12/vlan

VLAN Name Status MGT Ports

1 Default VLAN ena dis INTAI-INTB14 EXT5-EXT10
EXT15-EXT22

127  VLAN 127 ena dis INTAI-INTA4 EXT2

128  VLAN 128 ena dis INTAI-INTA4 EXT1

129  VLAN 129 ena dis INTAI-INTA4 EXT3 EXT4

4095 Mgmt VLAN ena ena EXTM MGT1

Example 6-3 shows the vNICs, bandwidth, VLANSs, and the physical MAC
address that is connected.

Example 6-3 Output for command /info/virt/vnic/vnic

>> Layer 2# /info/virt/vnic/vnic

vNIC vNICGroup Vlan MaxBandwidth Type MACAddress Link
INTAL.1 1 127 25 Default 34:40:b5:be:7d:00 up
INTAL.2 2 128 25 Default 34:40:b5:be:7d:01 up
INTAL.3 3 129 50 Default 34:40:b5:be:7d:02 up
INTA2.1 1 127 25 Default 34:40:b5:be:8e:90 up
INTA2.2 2 128 25 Default 34:40:b5:be:8e:91 up
INTA2.3 3 129 50 Default 34:40:b5:be:8e:92 up
INTA3.1 1 127 25 Default 34:40:b5:be:83:d0 up
INTA3.2 2 128 25 Default 34:40:b5:be:83:d1 up
INTA3.3 3 129 50 Default 34:40:b5:be:83:d2 up
INTA4.1 1 127 25 Default 34:40:b5:be:9d:58 up
INTA4.2 2 128 25 Default 34:40:b5:be:9d:59 up
INTA4.3 3 129 50 Default 34:40:b5:be:9d:5a up

Example 6-4 shows vNIC groups. Uplink port EXT1, EXT3, and EXT4 appear
to be down because there is nothing that is connected to these ports.

Example 6-4 Output for command /info/virt/vnic/vnicgrp

>> yNIC Information# /info/virt/vnic/vnicgrp

vNIC Group 1: enabled
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VLAN
Failover

INTAL.1
INTAZ.1
INTA3.1
INTA4.1

VLAN
Failover

INTAL.2
INTA2.2
INTA3.2
INTA4.2

. 127
: disabled

. 128
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vNIC Group 3: enabled

VLAN : 129
Failover : disabled
vNIC Link
INTAL.3 up

INTA2.3 up

INTA3.3 up

INTA4.3 up

Port Link

EXT3* down
EXT4* down
* = The uplink port is in trunk 1

The switch is now configured to allow vNIC on the internal ports INTA1, INTA2,
INTA3, and INTA4.
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6.6 IBM Flex System x240 compute node configuration

By using configuration patterns, you can quickly provision or pre-provision
multiple systems from a single pattern. Then, subsequent pattern changes are
applied automatically to all associated systems. Server configuration patterns
give you the ability to configure local storage, I/O adapter, boot order, and other
integrated management module (IMM) and Unified Extensible Firmware Interface

(UEFI) settings.

Complete the following steps to configure and deploy the configuration patterns

on x240 Compute nodes:

1. In the Initial Setup tab of the Flex System Manager web interface, click

Launch IBM FSM Explorer, as shown in Figure 6-95.

tasks, and access additional information.

B Plug-ins | pyrinistration Applications Leam

IBM Flex System Manager™ Welcome userid | Problems 0@ o ‘Ccmplianc& 0@ ol ‘ Help | Logou
| Home x\ - Select Action - |w]
Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration Check 2nd Updats Flex System Managsr

Information Center

| [Initial Setup |  Additional Setup

Parform the falloving initial setup tasks to sst up IBM Flex Systam Manager™ for the first ima.

@"l“-’ Check and Update Flex System Manager
. Obtain znd install updates for IBM Flex System Manager™. This will require a restart of IBM Flax
System Manager™.
E Updates completed on May 24, 2013 3:27:12 PM.

6 y Select Chassis to be Managed

View all chassis and Flex System Managers in your environment and select which to manage.
You are currently managing 1 chassis. View chassis

9 7y Configure Chassis Components
W " Configure basic settings for chassis components including compute nodes, storage nodes, and
& 10 modules.

@ (3 Deploy Compute Node Images
(¥ - For Red Hat Enterprise Linux 6.2-6.3, Red Hat Enterprise Linux 6.2-6.3 with Kernel-based virtual

Machine (KVM) and VMware vSphers 5.1 vith IBM Customization, you can deploy the image

=

diractly from tha Flax System Manager to System x compute nodes. To deploy other operating
systems, or to deploy to System p compute nodes, see the link below for more information.

(%) Learn more about deploying operating systems.

@ Update Chassis Components
Update chassis components including compute nodes, storage nodes, and I/0 modules.

) T Launch 1BM FSM Explorer
i IBM FSM Explorer is an easy way to find and browse resources, monitor status and events, and
f— lzunch management tasks.

LA 4L

Figure 6-95 Launch Flex System Manager web interface
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2. In the Flex System Manager Explorer interface, from the Systems tab, select
Configuration Patterns, as shown in Figure 6-96.

IEM Flex System Manager™ ¥ Status (D)

Monitor - Security - Utllities -

Systems Configuration Fir
- All Groups Configuration Fatternz
. All 052

Power Systems Managemeant

Chassis (1)

Dizscover Deploy Compute Mode Images Deploy Virtual Appliance

Hoszts and VSs (200

Figure 6-96 Select Configuration Patterns
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3. In the Configuration Patterns: Getting Started window, select Patterns under

the Servers menu in the left column, as shown in Figure 6-97.

IBM Flex System Manager™ 4

Home ~ Systems =

Configuration Patterns

Common

=, Getting Started
@ Address Poals

Servers

Patterns
Profiles
Palicies
Standby Server Pools

Chassis

[ Patterns
|5 Profiles
[ Placeholder Chassis

Monitor ~

Security =

Configuration Patterns: Getting Started

Suggested Tasks (5)

s
-
&
B
&
Tl

Suggested tasks are shown to help you get started. Once a recommended task has been complete
action and context menus

Utilities ~

Concept Overview

Learn: Review Configuration Patterns Concept Overview
Review the key concepts and learn more about using Configuration Patterns to configur]

1. Configure System x Compute Nodes

Configure local storage, I/ adapters, boot order, and other Integrated Management Mo
settings

[ 4 compute nades withaut an assigned pattern and profile

Create a ne\ pattern from an existing compute node

Deploy an a server pattern

NS

2. Configure Chassis Management Modules (CMMs) and Other Chassis Components
Configure CMM management interface, users and security, power and acoustics setting
1 Chassis management modules without an assigned pattern and profile
eate a new chassis pattern from an existing chassis

Deploy an existing chassis pattern

3. Set Configuration Patterns Preferences
Cheose the server type, VO adapters, and /0 addressing methed you want to have as d

4, Create Standby Server Pool
Create a pool of System x servers to be used as failover targets in case of a monitored

5. Start Failover Monitoring
Start monitoring System x servers based on a failover policy.
4 System x servers without a failover policy

Figure 6-97 Patterns: Getting Started window
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4. Select New Server Pattern, as shown in Figure 6-98.

Home - Systems - Monitor ~ Security ~ Utilities ~

Configuration Patterns Configuration Patterns: Servers — Patterns
oG Configuration Patterns Preferences

::> Getting Started (-:::;. Server configuration patterns allow you to configure multiple servers from a single pattern.

© Address Pools

Servers By Type ~ : @ -~ Actions ~

[[ Patterns New Selr\-a'erPatlem

@] Profiles Name New System Information Pattern 8 Description
' Faolicies | MNew Management Interface Pattern

Clil Standby Server Pools * 8ystem Ity ey Power Schedule and Capping Pattern

Chassis * Managemel Mew Performance and Recovery Pattern

[ Patterns New Devices and /0 Ports Pattern

@2 Profiles * Power Sché New Fibre Channel Boot Target Pattern

%] Placeholder Chassis | New Adapter Pattern

-

Performang
Mew Fort Pattern

Devices And I/O Ports Patterns

-

-

Adapter Patterns

-

Port Patterns

-

Extended IMM Patterns

-

Extended UEFI Patterns

Figure 6-98 Create a server pattern
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5. Select Create a new pattern from scratch, as shown in Figure 6-99.

New Server Pattern Wizard

*Generaig *|ocal Storage 1/C Adapters *Boot

() Before you begin this wizard

Select a starting point

= &

Create a new pattern Create a new pattern
from an existing server fram scratch
Back Next Save

Firmware Settings

Save and Deploy Cancel

Figure 6-99 New Server Pattern Wizard: General configuration
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6. Select the pattern form factor and specify the name of the pattern, as shown
in Figure 6-100. Click Next.

New Server Pattern Wizard

* General *Local Storage I/O Adapters

* Boot Firmware Settings

-?"w Before you begin this wizard

Select a starting point
Create a new pattern from scratch

Specify pattern form factor

Form Factor:| 1 Bay Compute Node | =

Specify pattern name and description
#Name: ESXi VFA Server Pattern

Description (limit of 500 characters)

Back Next

Save and Deploy Cancel

Figure 6-100 New Server pattern Wizard: General tab
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7. Select Specify storage configuration to configure RAID1 automatically for
the internal compute nodes disks, as shown in Figure 6-101. Click Next.

Edit Server Pattern Wizard

* General *Local Storage 1/O Adapters *Boot Firmware Settings

Define the storage configuration that will be applied to target servers when this pattern is deployed.

Select local storage configuration

3 24 4

Specify storage
configuration

This option provides basic RAID configuration for the local boot device.

Specify storage configuration settings

Disk Type: SAS Hard disk drive (HDD) | =
Raid Level: RAID 1 (Mirroring) | =
Mumber of drives: | - =

A single volume will be created using the available array capacity.

Save Save As... Cancel

Figure 6-101 New Server Pattern Wizard: Local Storage

228 Implementing VMware Horizon View on IBM Flex System



8. Configure I/O Adapters by selecting Add I/O Adapter 1 or LOM, as shown in

Figure 6-102.

New Server Pattern Wizard
Firmware Settings

* General *Local Storage I/O Adapters *Boot
(& If desired you can modify adapter addressing and define additional adapters to match the hardware you
= expect to configure with this pattern.
Graphic view[ 1/0 adapter addressing: (7} Burned in Virtual
& [ | [ Advanced Settings | Assign Pattern | More ~
Location Type 1/0 Bay Configuration Pattern 1/0 Add
T Compute Node
=" Add 1/0 Adapter 1 or LOM ! 1-2
34

= Add 1/O Adapter 2

Figure 6-102 New Server Pattern Wizard.: I/O Adapters
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9. Select Embedded 10Gb Virtual Fabric Ethernet Controller, as shown in
Figure 6-103. Click Add.

New Server Pattern Wizard
Add 1/O Adapter 1 or LOM

Select type of adapter to add

Default « Adapter Description Physical Type

: Ports

,,,,,,,,,,,,,,, —
Embedded 1Gb Ethernet Controller (LOM) 2 Ethernet ]
Embedded 10Ghb virtual Fabric Ethernet Controller P Fabric
(LOM) Connector
IEM Flex System CN4054 10Gb Virtual Fabric Adapter 4 wirtual Fabric
IBM Flex System EN4132 2-port 10Gb Ethernet Adapter 2 Ethernet
IEM Flex System EN2024 4-port 1Gb Ethernet Adapter 4 Ethernet
IEM Flex System FCS022 2-port 16Gb FC Adapter 2 Fibre Channel
IBM Flex System FC3172 2-port 8Gb FC Adapter 2 Fibre Channel
IEM Flex System FC3052 Z-port 8Gb FC Adapter 2 Fibre Channel zl

Add Cancel

Figure 6-103 New Server Pattern Wizard, Add I/O Adapter 1, or LOM

10.Select the IBM provided patterns for the Initial Adapter and Initial Port
patterns, as shown in Figure 6-104. Click Add.

Add I/O Adapter 1 or LOM

Select type of adapter to add
Embedded 10Gb Virtual Fabric Ethernet Controller (LOM)

Select initial patterns (2)

Initial adapter pattem: (2) | IBM VFA-LOM Virtual Fabric Mods - Ethernet -| @5
Initial port pattern (@ IBM Vitual Fabric Balanced Ethernet = @ J
Add Cancel

Figure 6-104 /O Adapter specification
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11.Click Next, as shown in Figure 6-105.

New Server Pattern Wizard
+ + * .
General Local Storage /0 Adapters Boot Firmware Settings
3 If desired you can modify adapter addressing and define additional adapters to match the hardware you expectto B
@ configure with this pattern
Graphic view [ 1/0 adapter addressing: (Z)  Burned in Virtual
| Advanced Settings #  assign Patten Wore ~
Location Type 10 Bay Configuration Pattern g
~ Compute Node
¥ LOM Fabric Connector Virtual Fabric 1-2  IBM VFA-LOM Virtual Fabric Mode - £
== Add /0 Adapter 2 34
L 1 -
Back Next Save Save and Deploy Cancel

Figure 6-105 The I/O pattern defined
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12.Configure the Normal Boot Order to Embedded Hypervisor in the first position
of the boot sequence, as shown in Figure 6-106. Click Next.

New Server Pattern Wizard

* General *Local Storage /O Adapters *Boot

Review the boot configuration and modify as desired for the new pattern.

(Z)(CJUEFI Only Boot (@ UEFI First, Then Legacy  (J)Legacy Only Boot

Mormal Boot Order Walke on LAN (Wol) Boot Order

@ Specify boot options and boot device sequences

Firmware Settings

Sr[d Boot Option Boot Device Boot Target Pattern
=
L Embedded Hypervisor +
Back Next Save Save and Deploy Cancel

Figure 6-106 New Server Pattern Wizard: Boot
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13.Leave the default firmware settings shown in Figure 6-107. Click Save and

Deploy.

Category

System Info:

Management Interface:

Performance And Recovery:
Device And |0 Ports:
Extended IMM:

Extended UEFI:

Back

Power Schedule And Capping: (7)

®

7

New Server Pattern Wizard
* General *Local Storage /O Adapters *Boot Firmware Settings

Integrated Management Module (IMM) and Server Firmware Settings (UEFI)

Select existing or create new category patterns as desired to include in this server pattern,

Pattern
— No Pattern Selected — - \J
— No Pattern Selected — - \j
— No Pattern Selected — - J
— No Pattern Selected — T J
— No Pattern Selected — b \j
— No Pattern Selected — -
— No Pattern Selected — h
Next Save Save and Deploy Cancel

Figure 6-107 New Server Pattern Wizard: Firmware Seltings
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14.Select all of the compute nodes in the left column and import them into the

right column, as shown in Figure 6-108.

Deploy Server Pattern - ESXi VFA Server Pattern

Deploy the server pattern to one or more individual servers, or groups of servers (e.g. chassis). On deploy, one server profile is created for each individual server.

# Pattern To Deploy: -
Profile Activation:  (2) | Full —startirestart server now | =
Available Servers Selected Servers

Add Placeholder Chassis

i 1 Hame Bay Access l;‘fﬂi;lj:
Hame | Bay Access
‘ P No data to display
¥ cmm.itso.ralibm.com OK Tl
i b3
x240_Node_1 1 @ ok |3
&«
x240_Node_2 2 @ ok
x240_Node_3 q @ ok
x240_Node_4 4 OK L
‘ m 3 4 .
Deploy Cancel
Figure 6-108 Select compute nodes for pattern
15.Make sure to select Full- Start/Restart server now from the Profile
Activation drop-down menu. Click Deploy, as shown in Figure 6-109.
Deploy Server Pattern - ESXi VFA Server Pattern
Deploy the server pattern to one or more individual servers, or groups of servers (e.g. chassis). On deploy, one server profile is created for each individual server.
# Pattern To Deploy: -
Profile Activation: ()] Full — startirestart server now | -
Available Servers Selected Servers
Add Placeholder Chassis
Deploy
Name Bay Access Status
Name Bay Access
¥ cmm1.itso.ralibm.com
No data to display
Ny
f ¥240_Node_1 1 oK @ Unkno
<4
= x240_Node_2 e @ ox @ Unkno
x240_Node_3 3 i@ ok A Ready
1 i, 3 ] I m— 3
Deploy Cancel

Figure 6-109 Deploy Server Pattern
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16.Because the servers are online, a warning prompts you as to whether you

want to deploy the patterns and reboot the online compute nodes. Click

Deploy in the warning message that is displayed, as shown in Figure 6-110.

Some of the servers you selected are online. To fully activate the profile, these
servers will be restarted after deployment:
¥240_Mode_1, x240_MNode_2, x240_Node_3, x240_MNode_4

Do you want to deploy the pattern and restart the servers?

Deploy Cancel

Figure 6-110 Deploy patterns confirmation

When the deploy request is submitted successfully, a message displays, as

shown in Figure 6-111.

Deploy request was submitted.

started successfully Changes are being propagated to the following servers:

You can monitor job progress via the Jobs pod in the banner above.

Close

Job "Server Profile activation: Wednesday, August 7, 2013" has been created and

¥240_Mode_1, x240_Mode_2, x240_Node_3, x240_MNode_4, BayG, Bay7, Baysd, Bay3a

Figure 6-111 Deploy submission confirmation

The compute nodes are restarted and configured according to the server
patterns.
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6.7 IBM Flex System V7000 Storage Node configuration

In this section, we describe how to configure the Flex System V7000 Storage
Node, which has 10 internal drives available (136.23 GB, SAS, 15000 rpm).

For disk space purposes, create a single MDisk that consists of a RAID6 array
with nine disks member and one Hot Spare disk. The physical capacity is

942 GB.

This example configures one pool and implements the following data stores:

» A thin-provisioned volume with a capacity of 400 GB that is used for ESXi
management cluster data store.

» A thin-provisioned volume with a capacity of 600 GB is used as ESXi VDI
cluster data store.

The virtual capacity (600 GB) is higher than the physical capacity.

6.7.1 IBM Flex System V7000 Storage Node initial configuration

The following procedure guides you through the necessary steps when you are
using the Flex System Manager web user interface:

1. Open a web browser and point it to the IP address of the Flex System
Manager and log in. The menu panel that is shown in Figure 6-112 on
page 237 opens, which features several selections.

Select Launch IBM FSM Explorer from the menu list.
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1BM Flex System Manager™ Welcome USERID

[ ame

Check and Upda|

Uss thess tabs to parform some initial satup tasks, view or activate plug-ins, parform administration tasks, and access additional information

Initial Setup || Additional Setup Plug-ins Lesmn

Perform the following initial setup tasks to set up [BM Flex System Manager™ for the first time.
o=l
w Check and Update Flex System Manager

Obtain and install updates for [BM Flex System Manager™. This vill require a restart of 1BM Flex System Manager™.

e ‘ Select Chassis to be Managed
View all chassis and Flex System Managers in your envirenment and select which to manage.

You are currently managing 1 chassis. View chassis

Configure basic settings for chassis components including compute nodes, storage nodes, and /0 modules.

E 9\:‘ configure Chassis Components

6 Deploy Compute Node Images
5 For Red Hat Enterpriss Linux 6.2-6.3, Rad Hat Entarprise Linux 6.2-6.3 vith Karnal-basad Virtual Machine (KVM) and VMvare vSphara 5.1 with [BM Customization, you can daploy the image
5 directly from the Flex System Manager to System x compute nedes. To deploy other operating systems, or to deploy to System p compute nodes, see the link below for more information.

Learn more about deploying operating

9 Update Chassis Components
Update chassis companents incuding compute nodes, storage nodes, and /O modules.

6:— Launch IBM FSM Explorer
s 1BM FSM Explorer is an easy way to find and browse resources, monitor status and events, and launch management tasks.

Figure 6-112 Launch IBM FSM Explorer

Notice that a new browser tab opens in which you can select the applicable
enclosure from the Chassis Map, as shown in Figure 6-113.

IBM Flex System Manager™ ¥ Status (0) B Jobs (64) USERID
Home ~ Systems ~ Monitor ~ Security ~ Utilities ~ Find a
Chassis Managed Chassis
. =3 Al Compute Nodes
=8 Al Storage Nodes actions ~
[ Chassis (1) @ lons
- All Chassis
+ Ml ms0_chassis ' | Chassis Name Access Hardware Status | CMM 1P Compliance Firmware Level Firmwg
Ml rso_chassis @ ok Hok 9.37.117.144,1a8c:215 [ ok 1313 20121

[@ Network (3)

[4 Storage (3)

X

[ Favorites (2)

(

[ Al Systems (15)

Figure 6-113 Select and launch the chassis in the Chassis Manager
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2. In the Chassis Manager, select the applicable chassis that starts the chassis
map for that chassis, as shown in Figure 6-114.

IBM Flex System Manager™

B Status (0) B Jobs (17) RID

Home ~ Systems ~ Monitor - Security ~ Utilities ~

Chassis

- Hardware Map
. == Al Compute Nodes
= Al Storage Nodes
Chassis (1) = All Chassis

+ Il Enterprise Chassis

Hosts and VSs (43)

@

Server-7954-44X-SN1077E3B
e
Network (15) g =

e e X

¥
ESXihost4

Storage (2)

¥ ¥
ESKi host = ESXi host 2

Enterprise Chassis
R-BB-&-l0- B |

Enterprise Chassis - Summary View Details

)

Eapuites (0) Commen Actions
Problems: None (View Event Log)

i

Configuration Patterns
: Deploy Chassis Patte
Aforiemars) IP Addresses: 1eB0.0:0.0.5ef3 fcfHfeff-73d8, 9.42.170 215, [dBc:2150:178e:cDde Sef3fcfife25:2085 epjo) hiasoiaaSalerm
Communication State: Communication OK Invertory
System Board UUID: 2CE84A86-292E-3D28-8C23-725C87DOETCT Collect Inventory

Manufacturer: IBM Power OniOff

Serial Number: KQ5X28V Restart CMM

Mackime Type: j5721 Release Management
Show and Install Updates.

Figure 6-114 IBM Flex System Manager: Hardware Map
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Home ~ Systems ~

3. Right-click IBM Flex System V7000 Storage Node in the chassis map. Select

Menitor -

Remote Access and then click Launch IBM Flex System V7000 (as shown
in Figure 6-115) to start the Initial Setup wizard.

Security Utilities ~ Find a System or Task

=

Chassis (1)

Hosts and VSs (43)

@

Network (15)

Storage (2)

e

Faverites (0)

i

All Systems (74)

Chassis

Hardware Map

= All Compute Nodes

s gl Storage Nodes

= All Chassis

+ [l Enterprise Chassis

Table View

Details
Create Group
Remove.
Rename...
8 Storage System Properties
Addto
£ Automation
Inventory
Remote Access
Security

S System Configuration

Senvice and Support

- | A | + | | Advanced Properties

Enterprise Chassis - Summary ViewDetalls | common Actions

@

Problems: None (View Evert Log) Configuration Patterns
Verify Connection Interval: - Every 15 minutes Configuration Defails
IP Hosts: cmm1.itso.ral.ibm.com Deploy Chassis Patiem
IP Addresses: fe80:0:0:0:5ef3fcflfeff 7308, 9.42 170 215, fd8c2150-178e:c0de Sef3fcfife25 ed85

Communication State: Communication OK Inventory
System Board UUID: 2C684A86-292E-3D28-8C23-725C87DOETCT Collect Inventory
Manufacturer: 1BM Power On/Off
Serial Number: KQ5X28V Restart GMM

Machine Type: 8721 Release Management

Show and Install Updates Thursday, June 20, 2]

Figure 6-115 Launch Storage Manager

4.

The next window is a welcome window from the IBM Flex System V7000
Storage Node interface. You can create a system (cluster) or add to an
existing system, as shown in Figure 6-116. This example creates a system.
Select Create a new system and then click Next.

Do you want to create a new system or add to an existing
system?

Figure 6-116 First-time setup welcome window
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5. Select whether you are using an IPv4 or IPv6 management IP address (as
shown in Figure 6-117) and enter the IP address. (You can use DHCP or the
static address that was assigned.) The subnet mask and gateway already
have defaults that are listed, which you can edit.

Create a new system

© [Py ® P
IP Address:
Subnet Mask:

Gateway:

Figure 6-117 Creating a Storage Cluster

6. Click Finish to set the management IP address for the system. System
initialization begins and might take several minutes to complete.

When system initialization is complete, System Setup starts automatically.
The setup wizard takes you through the steps to configure basic system
settings, such as time and date, system name, and hardware detection and
verification.

6.7.2 IBM Flex System V7000 Storage Node Setup Wizard

After the initial configuration that is described in 6.7.1, “IBM Flex System V7000
Storage Node initial configuration” on page 236 completes, the IBM Flex System
V7000 Storage Node Welcome window opens, as shown in Figure 6-118 on
page 241.
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IBM Flex System V7000

User name:

USERID
d:

Welcome

Welcome to IBM Flex System V7000. This wizard guides you through the initial
configuration.

Learn More

P Visit the Information Center

@ View an e-Learning overview

Licensed Material - Property of IBM Corp. © IBM Corporation and other(s) 2012. 1BM and Flex System V7000 are
registered trademarks of the I8M Corporation in the United States, other countries, or both.

Figure 6-118 IBM Flex System V7000 Storage Node Welcome window

Tip: During the initial setup of IBM Flex System V7000 Storage Node, the
installation wizard asks for various information that you need available during
the installation process. If you do not have this information available or choose
not to configure some of the items now, you can configure them later through
the GUI.
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Complete the following steps:

1. Read and accept the license agreement, as shown in Figure 6-119. Click
Next after you accept the license agreement.

License Agreement (Step 1 of 7}

Read the llcenze agreement carefully.

License IEM MeHces || Java Metlces  Mon IEM Ucenccs | Additional Ucenscs and Netlcec

Trmerned mal TEATTST LOmeres LgTesmenn

Fav— = Someral Treee
T PORTORTTEE, T LTHE, COTVTEE, WWRSSTHR, aCTORTER O WY TRSTRET S T mEATSE TR TIT
FRoGEMd . LICEFIZE E3 TO THE TERME 2T TIIS AGREEMTHT. IT TOW 42T ACTEITTM ZEH3 oF ZTHALE OF

TTIFESTE. WdT = CHT ISREAGT TTIRT TN IRVE TR ATTIRTTY O RSN T O TITSE TREMS T

T LT 22 IC THE3E IERME.

= T CIUT TOWKTARR, TMETRET. SATY, DOTESS, STTOR ok B UESTERT EF=TodT, O ISR TR CEOCTRM; OET

= SECMPTTY NESTINN THE CTISRD MENC L DOTIREMTATION,  NT TOOHT AT RATTTIIMEET TR THR TRNTY FAOH WHOH TT
WAY USLALAED FO# A AXJUHL LN THE RNULHD WAL b LBY AAUGAAK WAt UOWRLCADEL, LeSDOS AL COUW_NS UK TRE
P b

Mefntrdars

"hutbzrized Lam”  Ene esecsEiec _acwo 4T maack _acenses 1s wuthorizes be mxeccbs or cuc bhe booozam.
“ans et wey e meneersd by nesnes of pesea, w117 0ane af csedes nee et [PHET) 0 Teaee ser Talee
Jnzza C&dJet), ez cthec level cf use spectiec by UM

TLEET - Lulwiraelivesl Eowsiiess Bacluees Ubepwselice o: ok ol tis subeodisiiws .

- mares with bre tarms ot liczce zgreeriznt

Tekrrer cnpraswala B Dmens o e e copaaeeml

e

Figure 6-119 Setup wizard: License Agreement

2. Specify a System Name and Superuser Password, as shown in Figure 6-120.
Click Next.

System Mame and Superuser Password (Step 2 of 7)

System Name

“hamed | Fuefpdis Y2000

L Ll

Haw Saperuacr Magsserc

R HEW CA3MLEar SEEIITT

Hea, -

Figure 6-120 Setup wizard: Set system name and superuser password
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3. Set up the system date and time, as shown in Figure 6-121. Click Next.

Date and Time (Step 3 of 7)

Enresnl Peate arnl D

PN 1 LNAAT
I i gome

FCUT 52021 US Easterr Tirel

Leam Hrrweer s e

il

Figure 6-121 Setup wizard: Set date and time

4. Optionally, you can enter System licenses (as shown in Figure 6-122) and
click Next. The System Licenses include External Virtualization Limit,
Remote-Copy Limit, and IBM Real-time Compression™ Limit. The
virtualization license for all directly attached expansion enclosures is included
in the System License. You do not need to add them here.

System License (Step 4 of 7)

v incudes wtializazon ofinternz| Saral Attacted SCI10
e T pr el bnoser any acddie snal aptiz s 1Fy

capaeles zauss pulbp's dusbers el oy Ui cassules
bar. The e of == s=paches somss s | spsharis ransk -ak
memeend wonr surhinciv e eopne e

ML wrne D e,

el al Vol sl o el

it =azlosures

famoe-Cozy dms

2 [ A
Tea e T
20 cadosurcs

Mol

Figure 6-122 System license
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5. Configure support notifications, as shown in Figure 6-123. Click Next.

Configure Support Motifications (Step 5 of 7)

T enzw e woun =eslae conlnuss Lo oan soeoollns s o cdi gias e e e o edlio s,

Cmal avant notizatons send messages shour amor, waming, of nioematiztal events 300 owenbory TE2ortE Toan
cni s reess af meal ar rertn supt o pecsnenel smeoee etk s eee cfremntins i5 wslid, srterase el nnHficson

LT T I B (T B S T

S semigneemrn 03 Lonfoure SUST e o oeia

Figure 6-123 Configure support notifications

6. Define company contact information as shown in Figure 6-124. Click Next.

Configure Support Notifications Step 1 of 4

Define Company Contact

Support personnel can contact this person to assist with problem resolution. Ensure that all
contact information is valid.

Email Contact

* Contact Name * Email Reply Address
John Doe jd@ibm.com
* Machine Location * Telephone (Primary) Telephone (Alternate)
305 9091234567 |
* Reguired

Next = Cancel

Figure 6-124 Define company contact
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7. Verify that all hardware was detected by the system correctly as shown in

Figure 6-125. Click Next.

Hardware (Step & of 7)

Ak ons -
B Fees pedarm_wane
W Coclesurs L

= Canister 2

werils L sal the s led Bardesane Sac Soenndebeciod D e sssoome

I the encosure £ not disp sved, 272ue £ hag bean czolad corretthy
“nel i nnweren nn.

M -

Figure 6-125 \Verify hardware
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8. Do not select Yes to automatically configure internal storage now because
you are creating a customized storage layout.

9. Click Finish to complete the Setup wizard task and log in to IBM Flex System
V7000 Storage Node, as shown in Figure 6-126. You log in as a Superuser
with your newly defined password. If you did not change the password, the
default is passwOrd.

Remember: The password includes a zero not the letter O.

IBM Flex System V /000

Storage Management (CexSystem_ )

Hewr
Paaswaon:

Conflirm
Password:

Figure 6-126 Setup wizard task complete
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After a successful login, the IBM Flex System V7000 Storage Node Home
Overview window looks similar to Figure 6-127.

V7000 Storage Node > Home > Overview ~

i~ Suggested Tasks ¥ |

w !

13 Internal 5 0 Fibre Channel
e i cmd & == el
iy == = <4
) - 0 MDisks 0 Pools 0 Volumes
@ 0 External 0 iSCSI Hosts

Storage Systems

]
S

l‘. Overview

ﬁ Watch e-Learning: Overview

Welcome!

o O b

The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task
!.Ef configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigatic

¥ visit the Information Center

Figure 6-127 IBM Flex System V7000 Storage Node Home Overview window
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IBM Flex System V7000 Storage Node initial configuration is complete and the
cluster is up and running, as shown in Figure 6-128.

IBM Flex System V7000 ‘Welcome, superuser tegal | Logout | Help
FlexSystem_V7000 > Monitoring > System Details ~
-~
et r
=] FlexSystem V7000
FlexSystem_V7000
=/ @@ Enclosure 1
[@ Drive Slets
=R Canister 1
L‘! e Canister 2
i =
System ID 0000000023A001BE b
Software Version 6.4.1.0 (build 72.4.1206280000)
m General
E’ Name FlexSystemn_V7000
1 0000000023A001BE
&’« Location Local
.
\# capacity
Total MDisk Capacity 2.30 TB
Capacity in Pools 2.90TB L
Capacity Allocated to
volumes 105.40 GB
Total Free Capacity 2.80TB
Total Volume Capacity 116.00 GB v
G Allocated: 1071568290 TB (4%0) ") < Running Tasks (0) D) [l— sealinSia Y

Figure 6-128 System details view in management GUI

You can continue to configure other functions and features for your environment
to meet your implementation requirements.
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6.7.3 MDisk configuration

Complete the following steps to configure the MDisk:

1. Return to the Overview window (as shown in Figure 6-129) and browse to the
Pools menu. Select Internal Storage.

1BM Flex System \m!nn

legal | Logout | Help  IEBL,

Flex System V7000 > Home > Overview ¥

! ' - Suggested Tasks =

=
L B

0 Fibre Channel

I H_‘} Hosts

0 Volumes

( External Storage ) L ml

System Migration ) 0 iSCSI Hosts

ﬁ I » Internal Storage

Internal storage are the drives that are physically located in the system. The drives can be of different sizes and use different

technologies. For best performance and availability, drives are used to form RAID arrays. Each RAID array is managed by the
system as an MDisk.

¥ Learn more

e i

» To manage Internal Storage, visit Pools

( htt;—;/fmz 171 20/gui#physical-internal H ¢ Bungng fasket0) ) “
Figure 6-129 IBM Flex System V7000: Overview
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2. Click Configure Storage, as shown in Figure 6-130.

V7000 Storage Node > Pools > Internal Storage +

Drive Class Filter 8,
#* Configure Storage

@ All Internal

All Internal
(096 ]

= 136.23 GB, SAS Capacity MDisk Capacity 0 bytes

& ILDEUgUr'D:Drpm Allocation Spare Capacity 0 bytes

- Total Capacity 2.97 TB

= 558.41 GB, SAS
m @ 10000 rpm iSAcions v H v @, capacity ¥
ia_grp0

L! 12 136.23 GB Candidate Online 1
" 136.23 GB Candidate Online 1
@ 10 136.23 GB Candidate Online 1
9 136.23 GB Candidate Online :
t& 8 136.23 GB Candidate Online 1
7 136.23 GB Candidate Online 1
@ 6 136.23 GB Candidate Online 1
13 136.23 GB Candidate Online ¥
H 4 136.23 GB Candidate Online 1
3 136.23 GB Candidate Online 1

&

Figure 6-130 IBM Flex System V7000: Internal Storage
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3. Choose Select a different configuration and Basic RAID 6. Select

Optimize for Capacity and specify 10 in the Number of drives to provision

field, as shown in Figure 6-131. Click Next. The RAID 6 consists of nine

drives and one drive is Hot Spare.

Configure Internal Storage

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.

Storage Found:

(10 drives) 136.23 GB, SAS, 15000 rpm, io_grp0
(3 drives) 558.41 GB, SAS, 10000 rpm, io_grp0

Use the recommended configuration
for the RAID level and drive class. The recommended configuration uses all the

drives to build arrays that are protected with the appropriate amount of spare
drives.

Select a different configuration

Drive Class: (10) 136.23 GB, SAS, 15000 rpm, io_grp0
Preset: Basic RAID-6

.| Automatically configure spares
Optimize for Performance
Optimize for Capacity

10 Number of drives to provision

Configuration Summary:

1 x Basic RAID-6 (136.23 GB, SAS, 15000 rpm, io_grp0):
9 drives
1 Hot Spares

0 Unconfigured Drives

Select this option to configure all available drives based on recommended values

Next = Cancel

Figure 6-131 Configure Internal Storage: RAID configuration
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4. Select Create one or more new pools and specify ESXiPool as the Pool
Name or Prefix, as shown in Figure 6-132. Click Finish.

Configure Internal Storage

Preset:
.
Basic RAID-6

Expand an existing pool

Create one or more new pools

Pool Name or Prefix
| EsxiPoal

@ Choose Icon &

< Back | | Finish | | cancel |

Figure 6-132 Configure Internal Storage: Pool creation

5. When the task completes, click Close, as shown in Figure 6-133.

Create RAID Arrays
[ The task completed
’ 100%

» Details

| (Close}

Figure 6-133 Create RAID Arrays task

You created the ESXiPool, based on a RAID6 + 1 Hot Spare drive.

Remember: Because the option to automatically configure spares was
selected as shown in Figure 6-131 on page 251, one of the 10 disks is
configured for hot spare.
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6.7.4 Zoning configuration

When the Flex System FC3171 8Gb SAN Switch is powered on, it includes a

preconfigured switch zoning that automatically includes all of the HBAs that are

connected to it. Figure 6-134 shows a conceptual representation of the new

zoning configuration that was implemented in this chapter.
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o, _ /’,— \\\
’, '~ e \
. '~ R ‘
/ . 7
: s 0 i
! ESXi03 HBA port1 \/\ ESXi04 HBA port1 /
4 !
\ / N /
\ S/ __ '\  ESXO4-portZone  /
ESX03-port1 Zone LT, i
. 17 V7000 \‘ J/
\ -7 N y
M 7 i \ ’
S, / 1 .‘ .., "4
N f-_ o
./( [ R *
‘S [ ’
/ 'S \Canister 1 Canister 2] o
/ '~ XS AT
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/ S / ESX02-port! Zone™.,
/. ESXOt-portt Zone / -
/ ESXi01 HBA port1 s ESXi02 HBA port1
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7
\ o0 e
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N

Figure 6-134 Zoning final layout
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To configure the appropriate zoning on the Flex System FC3171 8Gb SAN
Switch to support the storage configuration that is shown on Figure 5-5 on
page 124, complete the following steps:

1. From the Chassis Manager on Flex System Manager, right-click the image of
the FC3171 8GB SAN Switch, select Remote Access, and then click Launch
Web Browser, as shown on Figure 6-135.

Home Mansgement ... Chassis Man. x\
Managed Chassis >[cmm1.iso.ralibm.com|v|  Find: (0 Find a Task or Hardvare Table View

Create Group

WeOvrGan Remove...
Renzme...
Add to
Automation
Inventory

Pover On/OFff

Release Management

i isadcess

ecurity

ystem Configurstion

[ 6 = ]
| WM € .t m Status and Health b

Service and Support 3

B-BIB-E-C B

Details for: FC2171 8Gb FC Switch | Attiens ¥ | | Show basic properties

Advanced Properties

J General || Active Status || Applied Activities || Configuration |[ Eventlog || Inventory | service and suppart

Type: Switch

Figure 6-135 SAN Switch web access console start
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2. A new Web Browser window opens. If you are prompted to accept a Java

ActiveX installation, trust the signature and click No when you are prompted

for the security warning, as shown in Figure 6-136.

Warning - Security

i

Java has discovered application components that could
indicate a security concern.

Mome: verdpplet

Block potentially unsafe components from being run? (recommended)

Ulteriori informazioni...

_-i _|I The application contains both signed and unsigned code.
w Contact the application vendor to ensure that it has not been tampered with,

(T
L |

Figure 6-136 Java Security Warning connecting to Flex SAN Switch

3. Log in with the default user name and password (USERID and PASSWORD)

as shown in Figure 6-137. Click Add Fabric.

Remember: The password uses a zero and not the letter O.

|5, Add a New Fabric - QuickTools S

Login

Login Name: |USERID |

Password: |nuuu |

[ ] NAT mode

Add Fabric H Close || Help

Figure 6-137 IBM Flex SAN Switch login windows
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4. Click OK when prompted that your password was not changed, as shown in
Figure 6-138.

Password change required [i—E-J

Warning: Your user account (USERID) password on switch IBM8Gb has not been changed.
Itis strongly recommended that you do so before proceeding.

Figure 6-138 Password change reminder

5. From the main console menu, select Zoning — Edit Zoning, as shown in
Figure 6-139.

File Fabric Switch Port Zoning|yiew Wizards Help
Edit Zoning ...
LH Resolve Zoning 4

¢ 9421718 |
= IBMBGD | -

4 Edit Zoning Config ...
Activate Zone Set ...
: Deactivate Zone Set
! Restore Default Zoning
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6. Click to highlight Zone Sets at the root, and then click Zone Set to add a new
zone set. Enter ESXi to identify the zone set, as shown in Figure 6-140.

File Edit
= &
Zone Set| Zone Alias Insert Remove Copy

Sets: 0/256; Zones: 0 [2000; Members: 0/10000; Zones in Se

¢ Zone Sets |ne
ZoneSet ORPHAN ZONE SET 1¢
[£] Create a zone set &

Zone Set Name: [Egxi |

| ok || Cancel H Help |

Figure 6-140 Create a zone set

7. Right-click the ESXi zone set and select Create a Zone, as shown in
Figure 6-141.

File Edit
B = & =l
Zone Set  Zone Alias Insert Remove

Sets: 1/ 256; Zones: 0/2000; Members: 0/10000; Zong
¢ Zone Seis

ZoneSet: ORPHAN ZOME SET

ZoneSet ESXi

Create a Zone ...
Remove Zone Set
Rename ...

Expand

Figure 6-141 Create a zone
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8. Name the zone ESXi01-portl, as shown in Figure 6-142.

-
| £/ Create a zone @

Zone Name: [ESxi01-port1 |

| ok H Cancel H Help ‘

Figure 6-142 Zone name window

9. Repeat steps 1 - 8 to create zones that are named ESXi02-portl,
ESXi03-portl, and ESXi04-portl under the ESXi root.

10.Right-click Zone:ESXi01-port1 and select Create Members, as shown in

Figure 6-143.
¢ Zone Sets Ve
ZoneSet ORPHAN ZONE SET e

¢ [@)] zoneset Esxi

=] Zone: ESXi01-portd
= Zone: ESXin2-portt
=] Zone: ESXi03-portt
= Zone: ESXind-portt

Rename ...

Remove Zone From Set
Delete Zone

Add Zone Member(s)
Create Members
Properties

Expand

Figure 6-143 Create Zone Members
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11.Each created zone must contain a single ESXi host port. Domain1-Bay1 and
Domain1-Bay2 are the first and the second ESXi compute nodes host
because Domain1-Bay3 and Domain1-Bay4 are the third and the fourth ESXi
hosts. Complete the Enter hex value field and select the FC Address option
for the Domain1-Bay1 host, as shown in Figure 6-144. Click OK.

¢ Zone Sets

ZoneSet ORPHAN ZONE SET

¢ [@] zoneset Esxi

(=7 Zone: ESXi01-portt
=7 Zone: ESXi02-portt
=7 Zone: ESXi03-portd
=7 Zone: ESXi04-portd

i[Members -
¢ Hl |BM3Gh

-
| £ Create a zone member

Enter hex value: |{]1 0100

1 WWWN ) Domain/Port ® FC Address

| OK

H Cancel H Help |

Domain:1 Ext 1.0

e Domain:1 Bay 1
¢ [0 FcAddress: 010100
E WWHM: 10:00:00:00:c9:dc49:62 (Emule

e ! Domain:1 Bay 2
¢ [ FcAdaress: 010200
E WWHMN: 10:00:00:00:c9:dc4b4c (Emule T
! Domain:1 Bay 3

¢ [ FcAdaress: 010300
E WWHMN: 10:00:00:00:c9:dc4a:0c (Emule
! Domain:1 Bay 4

e |j FC Address: 010400

E WWN: 10:00:00:00:c9:dc:4a:ds (Emule |
Domain:1 Bay 5
Domain:1 Bay 6
Domain:1 Bay 7
Domain:1 Bay 8
Domain:1 Bay 9

T Domain:1 Bay 10

¢ [ FcAddress: 010a00

o

W™ Momained Bav 14 =
Il

| [¥]

| Apply || Close H Help |

Figure 6-144 Enter hex value
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12.0n the same ESXi01-port1 zone, add the two IBM Flex System V7000
Storage Node canisters Domain1-Bay13 and Domain1-Bay14, as shown in

Figure 6-145.
¢ Zone Sets |_|l TITIIT, 1000 00 U0 Co UL 8. UC [T TTOTE|
ZoneSet ORPHAN ZONE SET ¥ ? [ﬁ]msg:diaﬂ ——
i Address:
¢ @] Zoneset ESXi ; i
i NN WWHN: 10:00:00:00:c9:dc:4a:d8 (Emule

— 55 d
¢ (=] Zone: ESXi01-port1 gg 8| Domain:1 Bay 5

[l Fcaddress: 010100

[ Fcaddress: 010000  [stimebe
Ij FC Address: 010e00 §§ [¥% Domain:1 Bay 9
i o [H%| Domain:1 Bay 10

] e £ : ¢ [0 Fcaadress: 010a00
(=5 Zone: ESXi03-porti ; = o
1 | 0 - WWN: 10:00:00:90:fa:25:c0:7a (EMULE

= Zone: ESXiDd-port1 e S
i Domain:1 Bay 12

? Domain:1 Bay 13

¢ [ FcAddress: a10d00
i WWHN: 50:05:07:68:05:0c:03:70 (IBM C

T E Domain:1 Bay 14
¢ [ Fcaddress: 010e00

E WWN: 50:05:07.68:05:0c:03.71 (IBM C
¥ D omain:1 Ext 2:15
Domain:1 Ext 316
IE® Domain:1 Ext 417
[¥% Domain:1 Ext 5:18
: I¥%| D omain:1 Ext 6:19
Ao i >

Figure 6-145 Single zone membership

13.Repeat this procedure on the other ESXi zones for all the ESXi compute
nodes in Domain1-Bay2, Domain1-Bay3, and Domain1-Bay4.

Note: Each zone must contain a single ESXi host and the two IBM Flex
Canister on Bay13 and Bay14.
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Figure 6-146 shows the final configuration.

LS Eone Sets

ZoneSet: ORPHAN ZONE SET
¢ [&] zoneset Esxi
¢ =] Zone: ESXi01-port1
[[] FcAddress: 010100
[] Fc Address: 010doo
[ Fc adaress: 01000
¢ =] Zone: ESXio2-port1
[[] Fc rddress: 010200
[] Fc Address: 010doo
[ FcAddress: 01000
¢ [T Zone: ESXi03-port1
[[] FcAddress: 010300
[[] Fc rddress: 010don
[ FcAddress: 01000
¢ =] Zone: ESXi04-port1
[[] Fc address: 010400

¢ |2 Fc Address: 010300
“IET WWHN: 10:00:00:00:c9:dc:4a:0c (Emulel
¢ ! Domain:1 Bay 4
¢ [0 FcAddress: 010400
“IET WWHN: 10:00:00:00:c9:dc:4a:d8 (Emule

Domain:1 Bay 5
Domain:1 Bay 6 L
Domain:1 Bay 7
Domain:1 Bay &
Domain:1 Bay 9
9 Domain:1 Bay 10

¢ [0 FcAddress: 010a00
E WWHM: 10:00:00:90:fa:25:c0:7a (EMULH

Domain:1 Bay 11
Domain:1 Bay 12
9 Domain:1 Bay 13

¢ [0 FcAadress: 010400
“IET WWN: 50:05:07:68:05:0c:03:70 (IBM C
? ! Domain:1 Bay 14
¢ [ Fcrddress: 010e00

“IET WWN: 50:05:07:68:05:0c:03:71 (IBM C

D

[] Fc Address: 010doo

Domain:1 Ext2:15 —
[[] Fcrddress: 010e00

Domain:1 Ext 3:16 |

Domain:1 Ext 4:17 =
i I [*]

| Apply || Close || Help |

Figure 6-146 Final zoning configuration

14.Click Apply to write the configuration. In the Save Zoning & Error Check
window (see Figure 6-147), click Save Zoning.

Save Zoning & Error Check

‘ Perform Error Check H

Save Zoning | ‘ Close

Figure 6-147 Save Zoning & Error Check window
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15.When you are prompted to activate one zone after the zone save, select No,
as shown in Figure 6-148.

Save Zoning & Error Check

There were 0 errors found.

”
Zone set activation ﬂ

After the zoning save is completed would you like to activate one of the zone sets?

Status: Error Check Complete

| Perform Error Check H Save Zoning || Close

Figure 6-148 Activate zone set

16.When the zone save completes, click Close, as shown in Figure 6-149.

Save Zoning & Error Check C s A o —— g

Sending Changes...

Changes saved to IBM3Gb. Saving Zoning...
IBM&GhH Zoning save complete.

Duration 0 second(s).

IStatu s: Zoning save complete.

| Perform Error Check ‘ | Save Zoning ‘ | Close

Figure 6-149 Zoning save complete
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17.To return to the main window, on the Edit Zoning window, click Close to exit,
as shown in Figure 6-150.

? Zone Sets ? D FC Address: 010300 )
ZoneSel ORRRANZONE SET - wwn: 10:00:00:00:c0:dc-4a:0¢ (Emulel
? ZoneSet ESXi | ¢ EHDomain:1 Bay 4
¢ = zone ESXiI0I-port ¢ [J Fcaddress: 010400
Ij FC Address: 010100 E WWN: 10:00:00:00:c9:dc4a:ds8 (Emulg

Domain:1 Bay 5
Domain:1 Bay & L
Domain:1 Bay 7
Domain:1 Bay 8
Domain:1 Bay 9

Ij FC Address: 010d00
Ij FC Address: 010e00
¢ [=] Zone: ESXiD2-portt

|j FC Address: 010200 ? Domain:1 Bay 10
[l FcAddress: 010400 ¢ [ Fcadaress: 010a00
Ij FC Address: 010200 E WAWN: 10:00:00:90:fa:25:c0:7a (EMULHE
¢ [ zone: ES¥io3-portt Eggmzm g:ﬂ; B
|j FC Address: 010300 'S Domain:1 Bay 13
[ FcAddress 010d00 ¢ [d FcAddress: 010d00
|j FC Address: 010600 E WWN: 50:05:07:68:05:0c:03:70 (IBM C

¢ =] zone: ESXiD4-port I M Domain:1 Bay 14
: ? Ij FC Address: 010e00
Ij FC Address: 010400 i =
|j i - : " WWHN: 50:05:07:68:05:0c:03:71 (IBM C
Address:

Domain:1 Ext 215 F—
|j FC Address: 010e00 Domain:1 Ext 3:16

E; Domain:1 Ext 417
= Il | [»

[4]

| Apply || Close || Help |

Figure 6-150 Edit Zoning window

18.Select Zoning — Activate Zone Set, as shown in Figure 6-151.

File Fabric Switch Port gmmg| View Wizards Help

¢ @ 9421719 |: Edit Zoning ...
£ 1BMBGB | - Resolve Zoning »
: Edit Zoning Config ...

Activate Zone Set ...
Deactivate Zone Set

Restore Default Zoning

te Zone Set menu

Figure 6-151 Activa
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19.Select the ESXi zone set and click Activate. Confirm the activation, as shown
in Figure 6-152.

Activate Zone Set

Select Zone Set: lEs}ﬁ

[ ] o ]|

Activaite Zone SCOMMII— S

Zone Set "ESXi" activated.

Figure 6-152 Confirm the activation
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6.7.5 Configuring volumes

Complete the following steps to configure the volumes:
1. In the right side menu, browse to Volumes, as shown in Figure 6-153.

IBM Flex System V7000 Welcome, sup|

Flex System V7000 > Pools > Internal Storage ¥
Drive Class Filter 8
-
Q All Internal ‘
136.23 GB, SAS
15000 rpm
' io_grp0
| = Actions w

[ voumes — JRREESS TP ——
= — jvelD  |Capacity |Use | Status M

)

136.23 GB Candidate Online
{ Volumes by Pool b 1 136.23 GE Member Online m
(Volumes by Host ) 136.23 GB Member Online m
136.23GB  Member Onine  m
136.23 GB Member Online  m
() 136.23 GB Member Online m
6 13623 GBMember ¥ oOniine m
Figure 6-153 Volumes creation
2. Select New Volume, as shown in Figure 6-154.
IBM Flex System V7000 Welcome, supi

Flex System V7000 > Volumes > Volumes ¥

3 New Volume  i= Actions w
Name Status Capacity Storage Pool | uiD

B} Noitems found.

Figure 6-154 New volume
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3. Select Thin-Provision, as shown in Figure 6-155.

Thin-Provision: Create large-capacity volumes that only use the capacity that is written by the host application from the
pool.

ﬂﬂﬁﬁﬂﬁ

Generic Thin-Provision Mirror Thin Mirror Compressed

| Advanced... | ti Create n Create and Map to Host

Figure 6-155 Preset selection

4. Select the pool that is named ESXiPool, as shown in Figure 6-156.

Select a Preset

44314 &

Generic Thin-Provision Thin Mirror Compressed

B - @ ~ |-Fiter.
|Free Capacity | Capacity
ESXiPool Online 94200GE 94200 GB
Advanced... :'ti Create | | ﬁ Create and Map to Host

Figure 6-156 Pool selection
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5. Create a volume that is named ESXi Mgmt Volume and set the size to 400GB,

as shown in Figure 6-157. Click Create.

New Volume

Select a Preset

44 31 41 3

Generic Thin-Provision Mirror Thin Mirror Compressed
Select a Pool
Primary Pool: ESXiPoaol | Edit |

Volume Details

Quantity | 1 Ee Capacity | 400| |GB Mame | ESXi Mgmt Volume

Summary: 1 thin-provisioned volume, 400.00 GB virtual capacity, 8.00 GB real capacity, 934.00
GB free in pool

| Advanced... | |<G Create | HEl Create and Map to Host | Cancel |

Figure 6-157 ESXi Mgmt Volume creation

6. Click Close in the Create Volumes window when the task is completed.
Create a volume that is named VDI Volume and set the size to 600GB, as
shown in Figure 6-158. Click Create.

New Volume

Select a Preset
= P 0. Y = =
kg i
Generic Thin-Provision Mirror Thin Mirror Compressed

Select a Pool
Primary Pool: ESXiPool | Edit |

Volume Details
QLIEI'ItitV Capacity 600| GB| - Name | VDI Volume

Summary: 1 thin-provisioned volume, 600.00 GB virtual capacity, 12.00 GB real capacity,
921.00 GB free in pool

| Advanced... | |ﬁCreate | HE Create and Map to Host | Cancel |

Figure 6-158 VDI Volume creation
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6.7.6 Configuring hosts

268

For this part of the procedure, you must know the host's HBA WWPN to
successfully map the new volumes to the correct hosts. To retrieve the HBA
WWPN, complete the following steps and make note of the hosts-to-WWPN
association:

1. From the main page of Flex System Manager, click Select Chassis to be
Managed, as shown in Figure 6-159.

IBM Flex System Manager™ Welcome USERID  Problems 0@ ofy  compliance @ od Help | Leg.
| Home x ™ Chassis Man... Mansge Powe... Mansgement .
Use these tabs to perform some initial setup tasks, view or activate plug-ins, perform administration tasks, and access Check and Update Flex System Manager

itional information. nformation Center

‘ Additional Setup = @ Plug-ins Administration i Learn

Perform the following initial setup tasks to set up IBM Flex System Manager™ for the first time.

@F.“ Check and Update Flex System Manager
& Obtain and install updates for IBM Flex System Manager™. This will require a restart of IBM Flex System
Manzger™.
% [ updates complated on Jul 26, 2013 2:58:09 PM.

6 ‘ Select Chassis to be Managed #$——————
View all chassis and Flex Systermn Managers in your environment and select which to manage.

You are currently managing 1 chassis. View chassis

Configure basic settings for chassis companents including compute nodes, storage nodes, and 1/0 meodules.

L @s\f, Configure Chassis Components

@ Deploy Compute Node Images
[, For Red Hat Enterprise Linux 6.2-6.3, Red Hat Enterprise Linux 6.2-5.3 with Kernel-based Virtual Machine (KVM)
w and VMvare vSphere 5.1 vith 1BM Customization, you can deplay the image directly from the Flex Systemn Manager
to Systemn x compute nodes. To deploy other operating systems, or to deploy to System p compute nodes, see the
link below for mere information.

(@ Learn more about deploying oparating systams.
9 Update Chassis Components
Updata chassis componants including computs nodes, storage nodas, and /O modules.
@;— Launch IBM FSM Explorer
5 1BM FSM Explorer is an easy way to find and browse resources, monitor status and events, and launch

‘. management tasks.

Figure 6-159 Flex System Manager main page
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2. From the Management Domain tab, select the chassis, as shown in
Figure 6-160.

IBM Flex System Manager™ Welcome USERID  Problems @

Home Management ... K\

Management Domain
Select one or more chassis from the table to be managed in a management doemain. Changing the management dor
that is managing it.

(2} Learn more about management domains.

I Discover New Chassis I

Filter chassis list: I;\ll known chassis e

Select one or more chassis to be managed.

| | Actions W | | Search the table... | |
Select Chassis Name &+ | CMM IP % | Serial Number
I:l cmmi.itso.ral.ibm.com 9.42.170.215 KQ5X28V

Figure 6-160 Management Domain tab
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3. Select the x240_Node_1 compute node and go to the Inventory tab, as shown
in Figure 6-161.

IBM Flex System Manager™ Welcome USERID  Problems @ D compliance @

0

Home Management .. Chassis Man x\

Managed Chassis >[cmm1.itso.ralibm.com| v Find: [} Find a Task or Hardware! Table View

¥ [
—Flex System Manager

i D | i
" | u |
T x40-Node 3 _ """ o  wd

|®-2 B-8&-0- @ &
Details for: x240_Node_1 ‘ Actions 'I | Show basic properties
General H Active Status H Applied Activities H Event Log H Inventory H Service and Support H Configuration Patterns

To view the inventory of any resource, select a profile and select any resource. To collect the most current inventory values, dick Collect Tnventory.

View by

All Inventory ~ Manags Profiles

[ Refreshview | | Collect Inventory | Last collected: July 30, 2013 4:58 PM

Figure 6-161 Managed Chassis main window
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4. Scroll down the page and in the Collected Items section, expand Network
Configuration and the SCSI Interface subsection. The HBA WWPN
information is here, as shown in Figure 6-162.

Details for: x240_Node_1 | Actions ¥ | | Show basic properties

General || Active Status || Applied Activities || Event Log || Inventory Service and Su

To view the inventory of any resource, selact a profile and select any resource. To collact the m

View by

|ﬁ|l Inventory V| | Manage Profiles |

| Refresh View | | Collect Inventory | Last collectad: July 30, 2013 4:58 PM
| Export All | | View Report |

Collected Items SCSI Interface

B% Summary | 5
i Search the table...
E| Hardware Devices ugdisne
B = Network Configuration

Selact Name * | System name
ONS Interface |
O % 10000000C9DC4962 | %x240_Node_1
IP Interface
Bl [0 @ *F 10000000CSDC4963 | *240_Node_1
SCSI Interface
E] Physical Hardware 44 pagaiofi PH 1 » Selected: 0 Total:

Related Systems

Figure 6-162 SCSI Interface and WWPN section

5. Repeat steps 1 - 4 for the remaining compute nodes.

Complete the following steps to configure the hosts:

1. In the right side menu, browse to Hosts and click New Host, as shown in

Figure 6-163.

IBM Flex System V7000

Flex System V7000 > Hosts > Hosts ¥

% New Host | i= Actions w
[Name ~ [Sttus  |HostType  |#ofPorts |HostMappings |

L1 Noitems found.

|
Figure 6-163 New host
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2. Select Fibre Channel Host, as shown in Figure 6-164.

Create Host X

Choose the Host Type

\.fﬁ

Fibre Channel Host iSCSI Host
Create a host object with WWPN ports. Create a host object with iSCSI ports.

q’__] H |Canoel|

Figure 6-164 Choose the Host Type

3. Specify the Host Name, select a port from the list in Fibre Channel Ports field,
and click Add Port to List. Click Create Host, as shown in Figure 6-165.
Repeat this step for all the ESXi hosts.

Create Host x

Host Name (optional): | poyi 3

Fibre Channel Ports

|| | | & Add Port to List Rescan |

Port Definitions

10000000CSDC4ADC #

Advanced Settings

I/0 Group Host Type
L4 io_grp0 5 Generic (default)
| io_agrpl HE/UX
L4 io_grp2 OpenyMs
| io_agrp3 TPGS
|_|_7_| Adwvanced | |ﬂ Create Host | | Cancel

Figure 6-165 Create Host
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4. To modify the host mappings, select a host, right-click to display the menu,
and select Modify Mappings, as shown in Figure 6-166.

T New Host  := Actions

ESXi host 1 Online Generic 1 Yes i(3)
ESXi host 2 Online = b No

W] Modify Mappings
] unmap All Volumes

17 Rename

# Delete

] Properties

Figure 6-166 Modify Mappings

5. Assign the needed volumes to each host, as described in 6.7.5, “Configuring
volumes” on page 265. Click Map Volume, as shown in Figure 6-167.

Modify Host Mappings x
Host: ESXi_1 -
Unmapped Volumes Volumes Mapped to the Host
DMap EH ~ S8 4 2 EdtscsIID € Unmap B v 2 v |
e D D e D
VDI Volume: 600.00 GB 60050760008300018500000000000001 0 ESXiMgmt Volume ~ 6005076000830001500000000000000
>
£
Showing 1 volume | Selecting 0 volumes Showing 1 mepping | Selecting 0 mappings
|lﬂ Map. vn\ums‘ ‘bnnpp\y ‘ | Cancel

Figure 6-167 Modify Host mappings

Every volume is the shared disk volume for a two-node VMware Cluster.
Therefore, you must assign the same volume to two hosts.
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When you try to add a pre-assigned volume to another node, the message that is
shown in Figure 6-168 opens. You can safely click Map All Volumes to map the
volumes to the second node.

Warning
The following volumes are already mapped to another host.

Attention: If 3 volume is mapped to multiple hosts, the hosts
must coordinate access to avoid corrupting data.

VDI 'J:lu.me|

Map All Volumes Nao

Figure 6-168 Multiple nodes mapping warning

6.8 VMControl activation

VMControl includes an evaluation license, which enables the use of the optional
chargeable (fee-based) management function. The evaluation period begins
after you activate VMControl and then restart the IBM Flex System Manager
management node.

You must activate IBM Flex System Manager VMControl before it can be used.

Deactivation note: The evaluation period continues to run even if you
deactivate VMControl.
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Complete the following steps to activate VMControl:

1. From the plug-ins page of Flex System Manager, in the Additional Plug-ins to
activate section, click Activate 90-day evaluation now, as shown in
Figure 6-169.

IBM Flex System Manager™ Welcome USERID Problems 0@ o\ |compliance 0@ o

~
|| Home %\ Chessis han..

Use these tabs to perform some initial setup tssks, view or activate plug-ins, perform sdministration tasks, and access additional Check and Updste Flax Sy
information. i Info
Initiz| Setup Additional Setup ‘ @ Plug-ins | i Lezrn

IBM Flex System Manager™ contains the following plug-ins. Depending on its 'readiness’, the plug-in might be ready to

Additional plug-ins to activate
use, or might require additional setup and configuration.

___———' B vMControl

Activate 50-day evaluation now
Refresh Last refreshed: August 7, 2013 9:36:49 AM EDT
After purchasing a plug-in, dlick Mang
IBM Flex System Manager™ 121 Features on Demand Keys to add th
Ready Ly,
IBM FSM Explorer - Manage your Flex Resources  Chassis Manager Manage Features on Demand Keys

Management Domain  Manage Power Systems Resources

IBM Flex System Manager™ Server =321
Ready
Manage Usars

@ Discovery Manager s321
12 Systems have no inventory collected.
Systemn Discovery  Resource Explorer

View and Collect Inventory

Figure 6-169 VMControl 90-day trial activation

2. A message displays with the successful activation. Click Restart IBM Flex
System Manager Server to activate the VMControl plug-in, as shown in
Figure 6-170.

ATKWELO521

VMControl has been activated. A restart of the IBM Flex System Manager™ Server is required. Click on the message 1D for
more information on how to restart the management server.

| Restart IBM Flex System Manager™ Server ‘ | Close Message ‘

Figure 6-170 Restart for the VMControl plug-in to be effective

VMControl is now active.

For more information about how to manage VMware environment on IBM Flex
System to deploy and configure VMs by using VMControl, see Chapter 9,
“Operating VMware Horizon View infrastructure” on page 373.
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Deploying VMware Horizon
View infrastructure

This chapter provides the necessary steps to perform the installation and initial
configuration of VMware Horizon View components.

Important: To complete the steps in this chapter, IBM Flex System must be
deployed as described in Chapter 6, “Deploying IBM Flex System” on
page 135.

This chapter includes the following topics:

Installing vSphere components and infrastructure services
Configuring vSphere

Installing View Composer

Installing View Connection Server

Configuring View Connection Server initially

vVvyyvyVvyy
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7.1 Installing vSphere components and infrastructure
services

This section guides you through the installation and initial configuration of the
base vSphere components and necessary infrastructure services for a Horizon
View deployment on the Flex System that is deployed, as described in Chapter 6,
“Deploying IBM Flex System” on page 135.

7.1.1 Configuring ESXi

The x240 compute nodes are configured with an IBM Customized ESXi 5.1 USB
key that is installed on the node motherboard. The first mandatory configuration
that must be done on each host is that of the management network-static IP,
subnet, gateway, host name, and DNS. You also must configure the ESXi
management password. You can complete this configuration by using the direct
console user interface.

Complete the following steps to continue with the configuration:
1. Connect to an ESXi host by using vSphere Client.
2. Create local and shared data stores.

3. Upload the Windows 2008 R2 installation ISO to the Management shared
data store.

4. Create a virtual machine (VM) and install Microsoft Windows 2008 R2. Then,
shut down the VM.

5. Copy the VM or export and import by using the Open Virtualization Format
Archive (OVA) template. Then, deploy the VMs that are needed for the
infrastructure. For more information, see the VM configurations that are
described in Chapter 5, “IBM Flex System and VMware View lab
environment” on page 117.

6. Change the computer security identifier (SID) of each guest OS by using a
supported method.

Tip: You can change the computer SID by using the generalize feature of the
built-in Sysprep tool in Windows 2008 R2. For more information, see this
website:

http://technet.microsoft.com/en-us/1ibrary/hh824938.aspx
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7.1.2 Installing infrastructure services

The infrastructure services include the following components:

Active Directory
DNS

DHCP

File Server
SQL server

vyvyyvyyvyy

Active Directory, DNS, and DHCP are vital for the functioning of virtual desktops,
user authentication, and IP allocation of VMs. The example that is described
here also deploys MS SQL Server 2008 R2, which is required by several of the
Horizon View components. A file server is also commonly used in a View
deployment. The example in this book uses it for Persona management.

For more information, see the VM configurations that are described in Chapter 5,
“IBM Flex System and VMware View lab environment” on page 117.

Add the following server roles to the DCO1 server:

» Active Directory Domain Services
» DHCP Server
» DNS Server

Active Directory
Perform a standard Active Directory configuration and use the following settings:

» Domain name: companyA.local

» Domain name (pre Windows 2000): COMPANYA

» Domain functional level: Windows Server 2008 R2
» Forest functional level: Windows Server 2008 R2

Create a View Admins Global security group in the Users organization unit (OU),
which is used for Horizon View administrators.

Create a VDI OU with the following sub OUs, as shown in Figure 7-1 on
page 280:
» Computers

This OU contains the following sub OUs to store the virtual desktop computer
accounts:

— FVM: Stores full VMs computer accounts
— LCVM: Stores linked clone VMs computer accounts
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» Users
This OU contains the following objects:

Standard Users: Security group for standard virtual desktop users
VIP Users: Security group for VIP virtual desktop users

Standard User: Standard virtual desktop user account

VIP User: VIP virtual desktop user account

ioix
File Acton View Help
e HElolHo=Hml3e 7%
: Active Directory Users and Computers [DCO01. | Name | Tuge | pe
| Saved Queries Ismndard User  User
= ccfmpany.ﬂ..local 52 standard Users  Security Group - Global
J Builtin ,5 VIP User User
4 Computers AEJVIP sers Security Group - Global
2 | Domain Controllers
| ForeignSecurityPrincipals
| Managed Service Accounts
] Users
B [Z] vor
Bl [ Computers
I FyM
2| LCYM
2 Users
‘| oo ol | |
| | |

Figure 7-1 Active Directory OU configuration
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DHCP

Configure a DHCP scope in 10.20.20.x network, as shown in Figure 7-2.

= 3 companyA.local
| Builtin
| Computers

£}

2| Domain Contrallers
| ForeignSecurityPrincipals
| Managed Service Accounts
| Users
= =] VDI
=l |2] Computers
2| FyM
21 LCVM
2 | Users

ﬁi Active Directory Sites and Services
= (E;E DHCP Server
= _5_| dc01.companya.local
B & Pva
[l [ Scope [10.20.20.0] Public
i} Address Pool
1) Address Leases
1| Reservations
", Scope Options
.3 Server Options
%] Filters
B IPve
.3 Server Options
i?ﬁ DMS Server
ﬁ:.?i Features
i Diagnostics
ﬁ’l_!; Configuration

;I Address Pool
Start IP Address End IF Address Description

;3 Storage =
<] |

B

¥ 10,20,20.30 10.20.20.254
Scope [10.20.20.0] Public Properties i

General | DNS | Network Access Protection | Advanced |

Address range for distriby

2%

5
cope

Start IP address: 10 .20 .20 . 30

End IP address: I 10 .20 . 20 . 254

Subret mask:

Scope name:

Length: 24

Lease duration for DHCP clients

% Limited to:
Days: Hours: Minutes:
K- K K

" Unlimited

Description: I

Cancel

Apply

Figure 7-2 DHCP configuration window

DNS

DNS is automatically configured with the Active Directory Service when Active
Directory integrated DNS installation is performed. No other customization is

required now.
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MS SQL

Create the necessary DB instances by using the standard procedure that is
described in the following official VMware documentation:

» vCenter Server and SSO DB:

http://pubs.vmware.com/vsphere-51/topic/com.vmware.vsphere.install.d
oc/GUID-C6AF2766-1AD0-41FD-B591-75D37DDB281F.html

» View Composer DB

http://pubs.vmware.com/view-52/topic/com.vmware.view.installation.do
c/GUID-84F18501-3CF8-4584-9874-0243253786C3.htm]

Create the MS SQL database instances that are listed in Table 7-1.

Table 7-1 MS SQL DB instances

DB name Purpose Owner
VCDB vCenter Server vpxuser
RSA vCenter Single Sign-On RSA_DBA
ViewCMPDB View Composer vpxuser
ViewEvent View Event Database vpxuser
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7.1.3 Creating vCenter data source name

Complete the following steps to create the vCenter data source name:

1. Log in to the vCenter server OS. Browse to Start — Administrative Tools —
Data Sources (ODBC). Go to the System DSN tab, as shown in Figure 7-3.
Click Add.

&9 ODBC Data Source Administrator x|

"User DSN System DSN | File DSN I Drivers I Tracing I Connection Pooling I About I
System Data Sources:

Name | Driver | Add... |

Femave |
| e |

Canfigure...

m An ODEC System data source stores information about how to connect to
D; the indicated data provider. A System data source is visible to all users
= on this machine, including NT services.

QK I Cancel Goply Help

Figure 7-3 ODBC Data Source Administrator window
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2. Select SQL Server Native Client 10.0 and click Finish, as shown in
Figure 7-4.

Create New Data Source - x|

Select a driver for which you want to set up a data source.

Name | Version | Com)

| 6.01.7601.17514  Micn
7k SQL Server Native Client 10.0 2009.100.1600.01 I\"Iicrtl

| | i

< Back I Finigh I Cancel

Figure 7-4 Create New Data Source driver selection window
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3. Enter a name and description to which the data source and SQL Server
connect. Enter vcdsn as the name and 10.20.20.3 as the SQL Server
address, as shown in Figure 7-5.

Create a New Data Source to SQL Server ] -'_ ll

This wizard will help you create an ODBC data source that you can use to
connect to SOL Server.

What name do you want to use to refer to the data source?

i‘i_‘ MName: Ivcdsn

How do you want to describe the data source?

Description: |vCenter DSN

Which SQL Server do you want to connect to?
Server: [10.2020.3 |

Finizh I Mead = Cancel Help

Figure 7-5 Data Source name and target server window
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4. Select SQL Server authentication and enter the Login ID and Password that
has sufficient access rights to the vCenter DB instance, as shown in
Figure 7-6.

Create a New Data Source to SQL Server i x|

ﬁkﬁer\mrmnz

How should SGL Server verfy the authenticity of the login ID7?

" With Integrated Windows authentication.

SPH (Dptional: |

= With SQL Server authentication using a login 10 and password
entered by the user.

Login 1D: vamser

F'assword:luuuu|

v Connect to SGL Serverto obtain default settings for the
additional corfiguration options.

< Back I Mead > I Cancel Help

Figure 7-6 Data Source authentication details window
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5. Ensure that the default database is the pre-created vCenter database
instance; in this case, VCDB, as shown in Figure 7-7. If the default database
is not the vCenter DB instance, select Change the default database to and
choose the correct DB instance.

Create a New Data Source to SQL Server ll

[" Change the default database to:

= jvcoe =l

Eﬁ\mm &2 Mirror server:

SPN for mimor server {Optional);

™ Attach database filename:

¥ Use ANSI quoted identfiers.
¥ Use ANSInulls, paddings and wamings.

< Back I Mead > I Cancel Help

Figure 7-7 Data Source database instance selection
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6. In the next window, leave the default settings, and click Finish, as shown in
Figure 7-8.

Create a New Data Source to SQL Server P

% [~ Change the language of SQL Server system messages to:

I English j

[~ Use strong encryption for data

¥ Perform translation for character data
Use reqgional settings when outputting curency, numbers, dates and
LI times.

“- -
ﬂSEmermnz

[~ Save long running queries to the log file:

IC Mzers " ADMINI™1.COM \AppData®Local\ Temp Browsze... |
Long query time (miliseconds): |33:.:.:.

[~ Log ODBC driver statistics to the log file:

IC AlUsers\ADMINI™1.COM\AppData'\Local Temp Browse... |

< Back I Finish I Cancel Help

Figure 7-8 Data Source other configuration window
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7. Review the data source creation summary window and click Test Data
Source to ensure that the configuration is correct, as shown in Figure 7-9.
The test should return a “TESTS COMPLETED SUCCESSFULLY!” message.
Click OK.

i
Anew ODEC data source will be created with the following
configuration:

Microsoft SQL Server Mative Client Version 10.50.1600 ;I

Data Source Name: vcdsn

Data Source Description: vCenter DSN
Server: 10,20 20.3

lUse Integrated Security: Mo

Database: (Default)

Language: (Default)

Data Encryption: No

Trust Server Certificate: No

Multiple Active Result Sets(MARS): No
Translate Character Data: Yes

Log Long Running Queries: No

Log Driver Statistics: No

Use Reqional Settings: No

Use ANSI Quoted Identifiers: Yes

Use ANSI Mull, Paddings and Wamings: Yes

iz

| Test Data Source.. I QK | Cancel |

Figure 7-9 ODBC data source summary window
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8. The new data source name is shown in the list of System Data Sources, as
shown in Figure 7-10.

24 0DBC Data Source Administrator il |

‘UserDSN  System DSN | Fie DSN | Drivers | Tracing | Connection Pociing | About |
System Data Sources:

Narnel Driver | Add
wedsn SQL Server Native Client 10.0

Hemove

Configure,..

il

. An ODBC System data source stores information about how to connect to
Ej; the indicated data provider. A System data source is visible to all users
~! onthis machine, including NT services.

QK Cancel Apply Help

Figure 7-10 ODBC Data Source Administrator window
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7.1.4 Installing vCenter Server

Complete the following steps to install vCenter Server:

1. Insert the VMware vCenter Installer media and ensure that autorun starts the
main installation menu. From the list of products, select VMware vCenter
Simple Install. Click the Simple Install option, as shown in Figure 7-11.

=101x]
vmware vSphere* 5.1

Information you will need to install vCenter Server can be found at: 1

Vilware® Product VMware® vCenter™ Simple Install

WMware® vCenter™ Simple Install

ting the indiv
an On Br,

© important:
New improve
the VMware vSphere® Web Client.

\gent Pre-Upg

Install

Figure 7-11 VMware vCenter installation options
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2. The installation wizard opens. Click Next to continue. Then, read and accept
the license agreement to proceed to the next step. Specify a strong password
for the default vCenter Single Sign-On administrator, as shown in Figure 7-12.
Click Next.

|§- VMware vCenter Simple Install

vCenter Single Sign On Information

Set the password for the administrator account.

The password must have at least eight characters, at least one lowercase character, one
uppercase character, one number, and one spedal character,

User name: |admin-@5vstem-Domain

Password: Il

Confirm Password: |

In vCenter Server, users authenticate through vCenter Single Sign On. To manage the
wCenter Single Sign On server, vCenter Single Sign On users are created. The default
wCenter Single Sign On administrator user ID is ‘admin@System-Domain',

Inztallshield

< Back I Mext = I Cancel

Figure 7-12 Single Sign On administrator password
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3. SSO requires a database. Select Use an existing supported database, as
shown in Figure 7-13. Click Next.

{i§ VMware vCenter Simple Install i _ x|

vCenter Single Sign On Database
Select a database type for vCenter Single Sign On.

" Install a local Microsoft SQL Server 2008 R2 Express instance.,

< Use an existing supported database
The database must already be installed, and must be supported for the product.

You must create table spaces for the database before you can proceed with
the installation. You can create the table spaces by running the script
rsalMsLite <DEName =SetupTablespaces.sqgl. This script is provided with the
installer, in the following directory: <installation_source _directory >\Single
Sign On\DBScripts\S505erver \schema'\ <DB =\,

Instzllshield

< Back I Mext = I Cancel

Figure 7-13 Single Sign On database selection
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4. Enter the database type, IP address, database name, the database user
name and password, and the database DBA user name and password, as
shown in Figure 7-14. Click Next.

i?-.% VMware vCenter Simple Install i _ ll

Database Information
JDEC connection information for vCenter Single Sign On.

Database Type: IMssqI 'I Database Mame: RSA
Host name or IP address: |10.20.20.3 [” SetMSSQL instance with dynamic port
Part: |1433

Database user name: IRSA_USER Database password: I T )
Database DBA user IRS#._DB.\'-'. Database DBA I ........l

name: password:

™ 1wil enter the JDBC URL myself.

IDBC LRL: |

Installshield

< Back | Next Cancel

Figure 7-14 Single Sign On database configuration
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5. Enter the Fully Qualified Domain Name of the system where SSO is installed.
With vCenter Simple Install, SSO is installed on the same system as the
vCenter Server. Enter vCenter0l.CompanyA.local, as shown in Figure 7-15.

Click Next.

|§- VMware vCenter Simple Install

Local System Information
Enter the required information for the vCenter Single Sign On local system.

Fully Qualified Domain Name or [P address:  [Jroeerep ey

Installshield
< Back I Mext = I Cancel

Figure 7-15 Single Sign On system FQDN
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6. Configure the Security Support Provider Interface service to run in the default

Windows NetworkService account, as shown in Figure 7-16. Click Next.

i*é’- VMware vCenter Simple Install . ’

Security Support Provider Interface Service Information

Enter the Security Support Provider Interface service account information.

Configure the Security Support Provider Interface service to run in the default Windows
MNetworkService account, or enter the details for the administrator user service account
to run the service in.

[¥ Use network service acoount

User name: |

Password: |

Domain: |COMPAI—J'T'A
MNote ; Itis recommened to use same account as primary node of wCenter Single Sign On.

Installshield

X

< Back I Mext = I Cancel

Figure 7-16 Single Sign On Security Support Provider Interface

7. Accept the default settings for the vCenter Single Sign On installation folder

by clicking Next. Also, accept the default settings for the HTTPS port settings

by clicking Next.

Firewall: The setup process opens the HTTPS port (7444 by default)
automatically if the Windows operating system firewall service is running

on the system.
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8. Click Install to start the Single Sign On installation, as shown in Figure 7-17.

Ready to Install
Click Install to beqin the installation.

i'-.% VMware vCenter Simple Install i

installing vCenter Single Sign On, didk Cancel,

InztzllShield

To review or change any of your installation settings, dick Back. To exit the wizard without

x|

< Back

Install

Cancel

Figure 7-17 Single Sign On Install completion window
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9. SSO and VMware vCenter Inventory Service are installed after SSO. The
Simple Install setup starts the vCenter Server installation. Enter the license
key (as shown in Figure 7-18) and then click Next.

{i§ VMware vCenter Simple Install . _ x|
License Key
Enter the license key.

License key:

If you do not enter a license key, vCenter Server will be installed in evaluation
mode.

Installshield

= Back | Mext = I Cancel

Figure 7-18 vCenter Simple Install License key window
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10.Select Use an existing supported database and enter the DSN that you
created earlier (vcdsn), as shown in Figure 7-19. Click Next.

ii_% VMware vCenter Simple Install N ll

Database Options
Select an ODBC data source for vCenter Server.

wCenter Server requires a database.,

e Install a Microsoft SQL Server 2008 Express instance (for small deployments: up to 5
hosts and 50 virtual machines)

% Use an existing supported database

Data Source Name (DSM): I vedsn| j

NOTE: There is no DSM that can be used. YMware vCenter Server reguires a 64-bit
system DSM with supported types of databases and versions of drivers.

Instalshield

< Back | Mext = I Cancel

Figure 7-19 vCenter Install Database Options window
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11.Enter the database user name and password for the user with sufficient
access rights to the vCenter DB, as shown in Figure 7-20. Click Next.

{i¥ VMware vCenter Simple Install y x|
Database Options

Enter database server credentials.

DSH: vodsn

ODBC Driver: SQL Server Native Client 10.0

Database user name: |vpxuser

Database password: Iﬁ

InstzlShield

< Back | Mext = I Cancel

Figure 7-20 vCenter Install Database server credentials window
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12.Leave the “Use SYSTEM Account” option enabled, and enter the Fully
Qualified Domain Name of the vCenter server machine, as shown in
Figure 7-21. Click Next.

fie VMware vCenter Simple Install o ’ ll

vCenter Server Service

Enter the vCenter Server service account information,

Configure the vCenter Server service to run in the default Windows LocalSystem account,
or enter the details for the administrator user service account to run the vCenter Server
service in.

[¥ Use SYSTEM Account

Account name: I

Account password: I

Eully Qualified Domain Name: |vCenterDl.com|:|anyA.loca|

SECURITY ADVISORY: The vCenter Server installer grants the "Log on as a service” right
to user-specified accounts,

InstzlShield

< Back | Mext = I Cancel

Figure 7-21 vCenter Server Service account information window
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13.In the Configure Ports window, review the vCenter ports and leave the default
settings by clicking Next, as shown in Figure 7-22.

iz-.% VMware vCenter Simple Install R X

Configure Ports

Enter the connection information for vCenter Server,

HTTPS port: iz
HITP port: |80—
Heartbeat port (UDF): W
Web Services HTTF port: W
Web Services HTTPS port: 2443

Web Services Change Service Notification port: Im
LDAP port: Iﬁ
SSL port: =z |

™ Increase the number of available ephemeral ports

If your wCenter Server manages hosts on which you will power on more than 2000 virtual
machines simultaneously, this option prevents the pool of available ephemeral ports from

exhausted.
< Back | Mext = I Cancel

InstalShield
Figure 7-22 vCenter Server ports configuration window
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14.In the vCenter Server JVM Memory configuration window, select Small

Inventory Size and click Next, as shown in Figure 7-23.

il VMware vCenter Simple Install

vCenter Server ZVM Memory

Select vCenter Server Web services VM memory configuration.

describes your setup.

To optimally configure your deployment, select the vCenter Server configuration that best

Inventory Size Maximurm Mernaory

o Small (ess than 100 hosts or 1000 virtual 1024 MB
machines)

@ Medium (100-400 hosts or 1000-4000 virtual 2048 MB
machines)

¢~ Large (more than 400 hosts or 4000 virtual 3072 MB
machines)

Instzlshield

For more information on JYM Memory size and how it effects vCenter Server, visit the
vSphere Installation and Setup documentation or vSphere Upgrade documentation.

< Back | Next = I Cancel

Figure 7-23 vCenter Server JVM Memory configuration
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15.The vCenter Server installation settings are complete. Click Install to proceed
with the installation, as shown in Figure 7-24.

il VMware vCenter Simple Install |

Ready to Install the Program

The wizard is ready to beqin installation.

To review or change any of your installation settings, didk Back. To exit the wizard without
installing vCenter Server, dick Cancel.

< Back | Install I Cancel

Figure 7-24 vCenter Server Ready to Install window

vCenter Server installation is now complete. All of the required components
(SSO, Inventory Service, and vCenter Service) are installed. To connect to and
manager the vCenter Server, you can use the Windows based vSphere Client.
You can download the installation package from the VMware page. It is also
available on the vCenter Server installation media and on each ESXi host. By
using vSphere client, you also can connect and manage ESXi hosts directly.

vSphere 5.1 includes a vSphere Web Client with which you manage vCenter
Server through a browser. The vSphere Web Client is the core administrative
interface for vSphere and is platform-independent. The use of the vSphere Web
Client provides the following advantages:

» You do not need a local Windows vSphere client application to access
vCenter.

» The Tags feature provides user-defined labels or metadata with which you
organize vCenter inventory.

» By using the Work In Progress feature, you can pause a configuration wizard
and complete it later after you perform other tasks.

» An enhanced search feature provides a more granular search.
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vSphere Web Client often is deployed in a vSphere 5.1 environment.

7.1.5 Installing vSphere Web Client

vSphere Web Client acts as a web server that connects to one or more vCenter
Servers and accepts client browser connections. It can be installed separately
from vCenter. The examples in this book install it on the same server as vCenter.

Complete the following steps to install vSphere Web Client:

1. Return to the autorun installation menu of the VMware vCenter Installer

media. Select VMware vSphere Web Client and click Install, as shown in
Figure 7-25.

!'?r-' ¥Mware vCenter Installer

vmware vSphere* 5.1

Information you will need to install vCenter Server can be found at: [itp ey

VMware vSphere®Weh Client

Prerequisites:

Install

Explore Media  Exit

Figure 7-25 VMware vCenter Installer window
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2. The wizard opens. Click Next to continue. Read and agree to the license
agreement and then click Next to proceed. Specify the Web Client installation
folder and click Next.

3. Leave the default Web Client port settings (as shown in Figure 7-26) by

clicking Next.
il VMware vSphere Web Client | |
VMware vSphere Web Client Port Settings
Enter the connection information for Web Client.
HTTP port: Im
HTTPS port: 9443
Instalshield
< Back I Mext = I Cancel

Figure 7-26 VMware vSphere Web Client Port Settings
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4. Complete the Single Sign On information. Provide the information that was
used during the SSO installation, as shown in Figure 7-27. Click Next.

{i§ VMware vSphere Web Client B x|

vCenter Single Sign On Information
Enter the information to reqgister Web Client with vCenter Single Sign On.

vCenter Single S;gn On administrator user admin@System-Domain|
name {case-sensitive):

vCenter Single Sign On administrator |
password:

Lookup Service URL:

|htn:ls:HvCenherD1.com|:|anyA.Ion:a|: 7444 lookupservice fsdk

Instalshield

< Back I Mext = I Cancel

Figure 7-27 vCenter Single Sign On Information
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5. The installation configuration is complete. Click Install to proceed with the
installation process, as shown in Figure 7-28.

il VMware vSphere Web Client Iy x|
Ready to Install
Click Install to begin the installation.

To review or change any of your installation settings, dick Badk. To exit the wizard without
installing VMware vSphere Web Client, dick Cancel.

Instalshield

< Back I Install I Cancel

Figure 7-28 VMware vSphere Web Client Ready to Install window
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6. Open a browser and browse to the following web address:
https://<web client IP or hostname>:9443/vsphere-client/
For the example in this book, the following address is used:
https://10.20.20.4:9443/vsphere-client/

The Web Client login page opens, as shown in Figure 7-29.

Adobe Flex is required: The vSphere Web Client uses Adobe Flex. You
are required to install Adobe Flex on the system where the browser is
installed.

User name: VMware VSphere Web Client

Password:

on authentication

Figure 7-29 VMware vSphere Web Client login page
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7. Enter the credentials of a user who has access to vCenter.

Client Integration plug-in required: At the Web Client login window, you see
a link to download and install the Client Integration plug-in. The Client
Integration plug-in is required to use the vSphere Web Client to access a VM
console. Installing the Client Integration plug-in might require a system restart.

7.2 Configuring vSphere

After the vCenter Server is installed, you must configure the vSphere
environment. All of these steps can be performed by using the vSphere Client or
the vSphere Web Client.

Compilete the following steps configure vSphere:

1. Connect to vCenter by using vSphere Client or vSphere Web Client. Add
licenses for vCenter and ESXi.

2. Create a datacenter object that is named DatacenterA.
3. Create the following host clusters:

— Management
- VDI

4. Add esxi0l and esxi02 to the Management cluster and add esxi03 and
esx04 to the VDI cluster.
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Now, the configuration looks as shown in Figure 7-30.

Center01.companyA.local - vSphere Client

File Edit View Inventory Administration Plugins Help
ﬁ ﬁ |E} Home [ Eﬂ Inventory P @ Hosts and Clusters | é‘-!v Search Inventory |Q|
+ +
& & 85
=] @ vCenterD1.companyA.local esxil2 VMware ESXi, 5.1.0, 799733
= DatacenterA . :
= ﬁ Management | Getting Started ' Summary ' Virtual Machines ' Performance ReWDULMElDY Tasks & Events | Alarms ' Permissions [ |
eskil2 Hardware View: i
E lew: |Datastores Dewces|
DCo1 Processars Datastores Refresh  Delete Add Storage... Rescan All...
Cp MssQLo1 Memory Identification - | Status | Device ] |
{3 vCenterdl - =
= g vor + Storage B E=i02-local-01 & Normal LSI Serial Attach...
esxi03 MNetworking @ Management-Shared-01 & Normal 1M Fibre Channel...
@ esxild Storage Adapters < i | [l]
Metwork Adapters
Advanced Settings Datastore Details Properties. ..
Power Management
Software
Licensed Features P
[i] 1] ]m
Recent Tasks Name, Target or Status contains: - | Clear ®
Name | Target | Status | Details @
@ Rescan VMFS B eswi02 & Completed
¥ RescanallHBAs B eswioz @ Completed P
e e o S o M) = B - .
[ﬂ 1] | m
& Tasks @ Alarms | |License Period: 34 days remaining |Administrator A
L— =

Figure 7-30 VDI cluster configuration

5. Ensure that all local and the two shared data stores are created, as shown in
Figure 7-31.

=l [} vCenterDi.companyA local
E

ESXi01-local-01
ES¥Xi02-local-01
ESXi03-local-01
ES¥Xi04-local-01
Management-Shared-01
VDI-Shared-01

OOODEEE

Figure 7-31 Shared datastores
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312

6. Configure virtual networking on esxi01 and esx02, as shown in Figure 7-32.
The examples in this book use standard vSwitches for the Management
hosts. Every switch has a single vmnic that is presented as a physical
interface to ESXi but is, in fact, a vNIC that was created in Chapter 6,
“Deploying IBM Flex System” on page 135. The adapter speed reflects the
vNIC configuration on the physical switch.

Standard Switch: vSwitcha Remove... Properties...

Wirnuz! Maching Port Group Db e
Virtua| Machine Port Group — | Phiysical Adaprers

[ VM Management Network € -4l —e B vmnicd 2500 Full || £3

2 virtual machine(s)

Vidkarmal Port
wiMikemmel Fort

1 Management Network gﬂ'—:—
vmk0 : 9.42,171.21

Standard Switch: vSwitchUSB0 Remave... Properties...
Whkeme| Port — - Phiysical Adapters
3 IMM_Networkd @ oo EP vushd stand by i
vkl : 169.254.95.101
Standard Switch: vSwitchi Remave... Properties...
WMkeme| Port Physical Adapters
1 vMotionid @ ool o BB vmnic2 2500 Full | §J
vmk2 : 10.10.10.1 | VLAN ID: 10 l
Standard Switch: vSwitch2 Remave... Properties...
Wirtua! Machine Port Group Physica| Adaptars
3 Public20 @ oo BH vmnicd 5000 Full | 53
6 virtual machine(s) | VLAN ID: 20

Figure 7-32 Management Cluster virtual networking configuration
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LAN over USB interface note: IBM servers that are running ESXi 5.x with
IBM customization have a standard virtual switch that is called
vSwitchUSB0, as shown in Figure 7-32 on page 312. This vSwitch is
generated automatically if the integrated management module (IMM)
Ethernet over USB interface is enabled. If you remove this virtual switch,
the vSwitch is re-created within 60 seconds.

The LAN over USB interface enables in-band communications to the IMM.
The IMM hardware on the system board presents an internal Ethernet NIC
from the IMM to the operating system. LAN over USB is also called the
USB in-band interface in the IMM web interface.

The IMM IP address for the LAN over USB interface often is set to a static
address of 169.254.95.101 with a subnet mask of 255.255.0.0. If there is f
an IP address collision on the network, the IMM might obtain a different IP
address in the 169.254 . xxx .xxx range.

This interface is required for in-band flashing of the IMM, UEFI, and
dynamic system analysis (DSA) preboot firmware and for the Advance
Setting Utility (ASU). This interface is enabled by default and should remain
enabled.
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7. Configure virtual networking for the VDI cluster for the esxi03 and esxi04
hosts, as shown in Figure 7-33. Add port groups and vmkernel ports to a
single vSphere distributed switch (VDS). Remember the following points:

— Uplink 1 is active only for the Management portgroup and is unused for the
others.

— Uplink 2 is only active for the vMotion portgroup and unused for the others.
— Uplink 3 is only active for the Public portgroup and unused for the others.

(@ dpgManagement 0 % | (v vDSVDI-DVUplinks-162 )
V0LAM 1D — ¥ T& Uplink 1 (2 NIC Adapters)
¥ VMkernel Ports (2) L i~ wmnicO esxi03 i ]
wmkD : 9.42.171.24 o+ ]~ wmnicO esxi04 [ ]
wmkD : 9.42171.23 [ ] (I Ll ¥ &S Uplink 2 (2 NIC Adapters)
Virtual Machines (0) ]~  vmnic2 esxi03 i ]
> a ]~ vmnic2 esxi0d O
£ dpgPublic20 0 % v €8 Uplink 3 (2 NIC Adapters)
VLA 1D 20 ]~ vmnicd esxi03 (i ]
¥ Virtual Machines (1) CJ~  wmnicd esxi04 (1]
Windows7_haseDs FOHD /Y J
& dpgvMotion10 0 %
VLAM ID: 10

¥ YVMEkernel Pors (2)
vmkZ 01010103
wmkZ :10.10.10.4

Virtual Machines (0)

ee
L]

»

Figure 7-33 vSphere Distributed Switch configuration

8. Test vMotion and overall networking and storage configuration.
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7.3 Installing View Composer

You install View Composer on the same server where vCenter is running. Before
you start the View Composer installation package, create a DSN that points to
the Composer database instance that you created in advance on the MS SQL
server.

Complete the following steps to install View Composer:

1. Login to the vCenter server OS. Browse to Start —» Administrative Tools —
Data Sources (ODBC). Go to the System DSN tab, as shown in Figure 7-34.

Click Add.
B9 000C Doto Source pdmiistrator A

"UserDSM  System DSM | File DSNI Driversl Tracingl Connection F'u:u:nlingl About I

System Data Sources:

Name | Driver | Add... |
vodsn S0L Server Mative Client 10.0

Hemove

| e |
Corfigure... |

An ODEC Spgtem data source gtores information about how to connect to
the indicated data provider. & System data source iz visible to all uzers
on thiz machine, including MT services,

0K I Cancel Apply Help

Figure 7-34 ODBC Data Source Administrator window
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2. Select SQL Server Native Client 10.0 and click Finish, as shown in
Figure 7-35.

Create New Data Source E I

Select a driver for which pou want to zet up a data source.

Mame | Yerzion | Com
SOL Server E.01.7601.17514  Micn
GRUANY 2009100160001 Micn

=

|

| | i

< Back I Finizh I Cancel

Figure 7-35 Create New Data Source driver selection window
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3. Enter a name and description to which the data source and SQL Server
connect. Enter cmpdsn as Name and 10.20.20.3 as the SQL Server address,

as shown in Figure 7-36. Click Next.

Create a New Data Source ko S0L Server

Thiz wizard will help you create an ODBC data source that vou can use to

E; connect to SOL Server.

w'hat name do you want bo uze to refer to the data source?

§‘5¢I:Senrerm&2
Mame; |cpdsr

How do you want to describe the data source?

Description: [iew Compaser Database

whhich SOL Server do you want to connect ta?

Server IMSSBLEH ;I

Firizh I Mest » Cancel Help

Figure 7-36 Create New Data Source wizard server information
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4. Select the SQL Server authentication option and enter the Login ID and
Password that has sufficient access rights to the View Composer DB
instance, as shown in Figure 7-37. Click Next.

Create a New Data Source ko S0L Server
How should SQL Server verify the authenticity of the login D7
ey " With Integrated Windows authentication,
SQL Server zoms Rz

5PN (Dptionall. |

+ With SOL Server authentication using a login ID and password
entered by the uzer.

Lagin ID: va:-tuser

Password: [sesesesel

Connect to SOL Server to obtain default settings for the
v =] ; ! :
additional configuration options,

< Back I Mest » I Cancel Help

Figure 7-37 Create New Data Source wizard login information
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5. Select Change the default database to and choose the correct View
Composer DB instance from the drop-down menu. In this case, select
ViewCMPD, as shown in Figure 7-38. Click Next.

Create a New Data Source ko S0L Server

)

SQL Server s rz birrar server:

SFM far mirrar server [0 ptional]:

[™ Attach database filename:

W Use &M5| quoted identifiers.
v Use 8NS5 nulls, paddings and warnings.,

¥ Change the default database ta:

< Back I Mest » I Cancel Help

Figure 7-38 Create New Data Source wizard database instance
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6. Leave the default configuration settings (as shown in Figure 7-39) and click
Next.

Create a New Data Source ko S0L Server

,& [~ Change the language of SAL Server system messages to:

| Engiish =l

[~ Use strong encryption for data

Eﬁﬂl:Servermu

¥ Peform translation for character data

|Jze regional zettings when outputting cunrency, numbers, dates and
L firne:s.

[T Save long running queries to the log file:

IE:'\Users\ADMINI”1_CDM\AppData'\LocaI\Temp Browse,.. |
Long query time [millizeconds]: ISDDDD

[ Log ODEC driver statistics to the log fils:

IE:'\USEIS\ADMINIﬂ.CDM\.&ppData'\LocalkTem; Browse, . |

< Back I Finizh I Cancel Help

Figure 7-39 Create New Data Source wizard settings
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7. Review the data source creation summary window (as shown in Figure 7-40)

and click Test Data Source to ensure that the configuration is correct.

A niew ODEC data gource will be created with the following
configuration:

0ODBC Microsoft SQL Server Setup E I

ticrozoft SOL Server Mative Client Wersion 10.50.1600

[Data Source Mame: crpdsn

Drata Source Dezcription; YWiew Compoger Databaze
Server MSSALOT

|Jze Integrated Security: Mo

Databaze: WiewCMFPDB

Language: [Default)

Data Encryption: Mo

Trugt Server Certificate: Mo

tultiple Active Result SetzMARS]: Mo
Mirror Server:

Tranzlate Character Data: ez

Log Long Running Queries: Na

Log Driver Statistics: Mo

|Jze Regional Settingz: Mo

Jze AMSI Quoted |dentifiers: ves

Usze AMS| Mull, Paddings and W arnings: Yes

=

I

| Test Data Source. . I ak | Cahicel |

Figure 7-40 Create New Data Source wizard completion window
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8. When the DSN is created, proceed with the View Composer Installation. Copy
the installation package to the vCenter server where View Composer is
installed. The examples for this book used the current View Composer
version, VMware-viewcomposer-5.2.0-983460.exe. Run the file. In the
Welcome window, click Next, as shown in Figure 7-41.

i‘é’- ¥Mware Yiew Composer E I

Welcome to the Installation Wizard for
V¥hware Yiew Composer

The installation wizard will install WMware Wiew Composer on
wour compuker, To continue, click Mext,

VMware Horizon View Copyright @ 1998-2013 YMware, Inc, All rights reserved, This

COn'IpOSG'I' product is prokected by .5, and inkernational copyright and
inkellectual property laws, Wiware products are covered by

one or mare patents lisked at

EIPCalE hikbp: e wrvare, comfgofpatents,

= Back I ek = I Zancel

Figure 7-41 View Composer Installation wizard
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9. Read and accept license agreement and click Next to proceed. Specify the
installation destination folder (as shown in Figure 7-42), and click Next. For
the examples in this book, the View Composer destination folder is on the E:
drive; however, you can install it on any partition that has free space available.

ii;‘!&"' ¥Mware Yiew Composer

Destination Folder

Click Next to install ko this Folder, or click Change ba inskall to a different Folder,

G Install Yware Yiew Composer to:
E:\Program Files (560 YMwarelYMware Yiew Composer)

InstallShield
< Back ek = Zancel

Figure 7-42 View Composer Destination Folder
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10.Enter the View Composer DSN that you configured previously and specify the
username and password for the connection. The configuration for the
examples in this book is shown in Figure 7-43.

iiél- ¥Mware Yiew Composer

Database Information

Enter additional database configuration information,

Enter the Data Source Mame (03 for the YMware Yiew Composer database, To set up the
D3N click the ODBC Setup buttan,

Jempdsn ODEC DSM Setup...

Enter the username that yvou entered in the QDBC Data Source Adminiskrator,

IVDXUSEI’

Enter the passward For this database connection,

Installshield

< Back | Mexk = I Cancel

Figure 7-43 View Composer Database Information
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11.Accept the default port and SSL configuration settings that are shown in
Figure 7-44 by clicking Next.

i'é" ¥Mware Yiew Composer E

YMware Yiew Composer Port Settings

Enter the connection information For the WMware View Composer,

Specify the web access port and securiby sebtings For Wiware Wiews Composer,

SOAP Pork:

33l Certificate: Mo 33L certificates were Found on wour machine,
A default S5L certificate will be created For yvou,

Imstallshield

< Back. I Mext = I Zancel

Figure 7-44 View Composer Port Settings
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12.The installation configuration is complete. Click Install to proceed with the
installation process, as shown in Figure 7-45.

ii;‘!&"' ¥Mware Yiew Composer E

Ready to Install the Program

The wizard is ready ko beain installation,

YMware view Compaoser will be installed in:
Es\Program Files (xga)vMmaretviimare Yiew Composer',

IF wou wank to review ar change any of wour installation settings, click Back, Click Install to
beqgin the installation or Cancel to exit the wizard,

InstallShield

< Back I Install I Zancel

Figure 7-45 View Composer Ready to Install window

13.When the VMware View Composer installation is complete, you are prompted
to restart the system. Click Yes to restart now.
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7.4 Installing View Connection Server

You provisioned a Windows operating system 2008 R2 VM that is named CS0/
where the View Connection Server is installed. Before the installation is started,
ensure that the server is joined to a domain.

Complete the following steps to ensure that the server is joined to a domain:

1. Click Start. Right-click Computer and select Properties - Change
settings — Change.

2. Complete the domain information, as shown in Figure 7-46.

System restart: If the server was not part of a domain, you must restart
the system for the changes to take effect.

x
Computer Nama s e Al Dot |

Computer Name/Domain Changes ; x|

:k You can change the name and the membership of this
computer. Changes might affect access to network resources.

Cins More information

Computer name:
Cs

Full

Worky  Full computer name:

CS01
To rer I
workg Mare...
Member of
' Domain:

ICompanyA.local

" Workgroup:

|-.‘;-:J RKGROUF

ok | Cancd |

ok | caed | oo |

Figure 7-46 Join Computer to Domain window
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Optionally, to easy administration, you can enable Remote Desktop on this VM,
as shown in Figure 7-47.

'

(P:) l;_:] Lﬁ - Control Panel » System and Security = System - m I Search Control Panel

Control Pane! Home View basic information about your computer

) Device Manager Windows edition
'&‘ Remote settings System Properties i x|
&1 Advanced system settings .Computer Name | Hardwarel Advanced Remaote I

r~ Remote Assistance

[T &llow Bemaote Assistance connections tothis campuiter

Advanced).

0GHz 2.00 GHz

r Remote Deskiop

Click an option, and then specify who can connect, if needed.
this Display
' Dont allow connections to this computer

% Allow connections from computers running any version of
Remote Desktop {ess securs)

 Allow connections only from computers running Remate
Desktop with Metwork Level Authertication {mare secure)
See also

Help me choose Select Users... |
Action Center
Windows Update OK I Cancel | Apply |

Figure 7-47 Computer Remote settings window

Complete the following steps to install View Connection Server:

1. Copy the View Connection Server installation package to CS01. Double-click
the package to install it. The examples in this book used the following file:

VMware-viewconnectionserver-x86 _64-5.2.0-987719.exe

2. In the Welcome window, click Next. Select the View Connection Server
installation destination folder (as shown in Figure 7-48 on page 329) and click
Next.
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i'-.% VMware View Connection Server

Destination Folder
Click Mext to install to this folder, or dick Change to install to a different folder.

G Install VMware View Connection Server to:

C:'Program Files\WMware\WMware View\Server), Change |

< Back I Mext = I Cancel

Figure 7-48 View Connection Server Destination Folder
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3. Select the default option to install a standard stand-alone instance of View
Connection Server, as shown in Figure 7-49. Click Next.

”!;1- VMware View Connection Server [ .

Installation Options
Select the type of View Cannection Server instance you want to install.

Select the type of View Connection Server instance you want to install.

Perform a standard full install. This is used to install a
standalone instance of View Connection Server or the first

View Standard Server
View Replica Server
View Security Server instance of a group of servers.

View Transfer Server

< Back I Mext = I Cancel

Figure 7-49 View Connection Server instance type window
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4. Accept the default firewall configuration value as shown in Figure 7-50 by
clicking Next.

|§- VMware View Connection Server N

Firewall Configuration

Automatically configure the Windows Firewall to allow incoming TCP protocol
connections.

In order for View Connection Server to operate on a network, spedific incoming TCP ports
must be allowed through the local Windows Firewall service, The incoming TCP ports for
the Standard Server are 8009 (AJP13), 80 (HTTF), 443 (HTTPS), 4001 (IM5), and 4100
(IMSIR). If the Standard Server runs on a Windows Server 2008 R2 then the incoming TCP
and UDP packets on port 4172 are allowed through as well.

¢ Configure Windows Firewall automatically

" Do not configure Windows Firewall

< Back I Mext = I Cancel

Figure 7-50 View Connection Server Firewall Configuration
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5. Select Authorize a specific domain user or domain group and enter the
View administrators group that you created in Active Directory. For this
example, the administrators group is CompanyA.local\View Admins, as shown
in Figure 7-51. Click Next.

”!;1- VMware View Connection Server [ .
Initial View Administrators

Specify the domain user or group for initial View administration.

To login to View Administrator, you will need to be authorized. Select the local Administrators
group option or enter the name of @ domain user or group that will be initially allowed to login and
will be granted full admistrative rights.

The list of authorized administrator users and groups can be changed later in View Administrator,

" Authorize the local Administrators group

% Authorize a specific domain user or domain group

CompanyA.local\View Admins

{domainnameusername, domainname \groupname or UPN format)

< Back I Mext = I Cancel

Figure 7-51 View Connection Server Administrators window
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6. Specify the domain administrator details to access details of the previously
created domain group, as shown in Figure 7-52. Click Next.

|§- VMware View Connection Server

Domain Login

Enter domain credentials.

‘You need to login to the domain to access details of the previously specified domain user or
domain group.

Uszer name: ICompanyA.Ion:al‘\.administramr
(domainnameusername or UPN format)

Password: I""""

< Back I Mext = I Cancel

Figure 7-62 View Connection Server Domain Login window
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7. Clear Participate anonymously in the user experience improvement
program, as shown in Figure 7-53. Click Next.

|§- VMware View Connection Server o

User Experience Improvement Program

Basic Customer Demographics

YMware is constantly trying to improve the user experience of our products. You can

help us in this effort by agreeing to send product usaage statistics. This data is _I
completely anonymous, and is restricted to product usage metrics. For more details

about it visit the YMware user experience improvement web page by dicking the '...'

button.

[~ Participate anonymously in the user experience improvement program

Select yeur arasnzaton industry Gpes I j
Select lorafien 6f your aragnization s Headauarhers I j
Select approximate number of employees; I j

< Back I Mext = I Cancel |

Figure 7-53 View Connection Server User Experience Improvement Program

334 Implementing VMware Horizon View on IBM Flex System



8. The installation configuration is complete. Click Install to proceed with the
installation process, as shown in Figure 7-54.

i“% VMware View Connection Server
Ready to Install the Program
The wizard is ready to beain installation.

VMware View Connection Server will be installed in:
C:\Program Files\WMware\VMware View'\Server',

Click Install to begin the installation or Cancel to exit the wizard.

< Back I Install I Cancel

Figure 7-54 View Connection Server Ready to Install window

7.5 Configuring View Connection Server initially

VMware Horizon View Administrator is a web-based application that allows
administrators to configure View Connection Server. This interface is the main
interface for a View administrator to allow the deployment and management of

View desktops. It is installed automatically when you install View Connection
Server.
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To configure View Connection Server initially:
1. Open a browser and browse to the following web address:
https://<connection server IP or hostname>/admin/

In this example, the address is https://CS01:9443/admin/. The View
Administrator login page displays, as shown in Figure 7-55. Enter the user
credentials of a user member of the View Admins group and click Login.

VMware Horizon View Administrator

(I BT M = dministrator

Password:

Domain: COMPANYA
™ Remember user name

Login

Figure 7-55 Horizon View Administrator login window
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2.

VMware Horizon View Administrator

You must configure the View Manager license. In the Inventory section of the
left pane, select View Configuration — Product Licensing and Usage. In
the Licensing and Usage section of the right pane, click Edit License, as
shown in Figure 7-56.

About | Help | Logout (administrator)
Updated & z3 o) Licensing and Usage
Remote Sessions a
Local Sessions a Licensing Customer Experience Program
Problem Desktops a
Events © o0 Ao | Edit settings |
System Health BRI )
1110 A Mo valid license present for View Manager. Click Edit Send anonymous data to VMware  Off
= to add a valid license. hi s
Inventory Geographic Lacation:
= Business Vertical:
£0 Dashboard 0
48 users and Groups Number of Employees:
¥ Inventory
Pools
Us
| (1 Desktops =
I [} Pa.rs\stent Disks Reset Highest 2 I
,&gThlnApps =
» Monitoring Session Mode Current Highest
» Policies
i i & Total Remote o 0
¥ View Configuration
SRy Active - full virtual machines o ]
Product Licensing and Usage Active - linked clone o o
Global Settings Active - other desktop sources o i}
Registered Desktop Scurces Local o o
Administrators
ThinApp Configuration

Figure 7-56 View Administrator Licensing page

3. Enter a valid license serial number, as shown in Figure 7-57. Click OK.

Edit License

License serial number:  * |

Figure 7-57 View Administrator Edit License window
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4. Add a vCenter Server to the Connection Server configuration. From the left
Inventory menu, select View Configuration — Servers. In the vCenter
Servers tab, click Add, as shown in Figure 7-58.

Servers
Remote Sessions
Local Sessions
Problem Desktops
Events Y 0 A
System Health BE -
1 1 1 0 vCenter Server WM Disk Space Redla...

vCenter Servers Security Servers Connection Servers Transfer Servers

cocooc &

&

Wiew Storage Accelera... Provisioning

Inventory

£ Dashboard
&8 users and Groups
¥ Inventory
Pools
h Desktops
A Persistent Disks
| ﬁ*ThlnApps
» Monitoring

B Policies

¥ View Configuration

Product Licensing and Usage
Global Settings

Registered Desktop Sources
Administrators

ThinApp Configuration

Ewvent Configuration

Figure 7-58 View Administrator vCenter Servers page
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5. Complete the vCenter Server Settings information, as shown in Figure 7-59.
Use a user account with sufficient privileges for View operations. This
example uses an Administrator account that has administrator privileges for
vCenter. Leave all Advanced Settings as default. Click Next.

Add vCenter Server

Add vCenter Server
VC Information

vCenter Server Information

vCenter Server Settings

Server address: vCenterd L.CompanyA.local
User name: Administrator

Password:

Description:

Port: 443

Advanced Settings

Specify the concurrent operation limits.

Max concurrent vCenter

e g 20

provisioning operations:

Max concurrent power =
5

aperations:

Max concurrent View

Composer maintenance 12

operations:

Max concurrent View

Composer provisioning 2

aperations:

vCenter Server Settings

Before you add vCenter Server to
View, install a valid S5L certificate
signed by a trusted CA. In a test
environment, you can use the
default, self-signed certificate that is
installed with vCenter Server, but
you must accept the certificate
thumbprint.

Provide the vCenter Server FQDN or
IP address, user name, and
password.

Concurrent Operations Limits

Max concurrent vCenter provisioning
operations: the maximum number of
concurrent WM cloning and deletion
operations on this vCenter server
(full clones).

Max power operations: the
maximum number of concurrent VM
power-on, power-off, reset, and
configuration operations (full clones
and linked clones).

Max View Composer maintenance
operations: the maximum number of
roncurrant Viow Comnncar

Figure 7-59 Add vCenter Server window
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6. Unless you added a vCenter Server certificate that was signed by a trusted

Certification Authority, you are prompted with the warning that is shown in
Figure 7-60. Click View Certificate.

Invalid Certificate Detected

8/14/2013 3:27 PM

The identity of the specified vCenter Server cannot be
verified for the following reasons:

My Server's certificate is not trusted.

Ay Server's certificate cannot be checked.

YMware recommends the use of certificates siagned by a
trusted Certification Authority.

View Certificate... Cancel

Figure 7-60 vCenter Server certificate warning window
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7. This example uses the default self-signed vCenter Server certificate that is
shown in Figure 7-61. Click Accept.

Certificate Information

Issued to:
Issued by:
Valid from:

Subject:

Issuer:

Serial Number:

Version:

Signature Algorithm:
Public Key Algorithm:
Public Key:

VMware default certificate
vCenter0l.companvA.local
8/4/13 3:55 PM to 8/3/23 3:55 PM

EMAILADDRESS=support@vmware.com
CMN=VMware default certificate
OlU=vCenterServer_2013.08.05_152054
O=\VMware, Inc.

EMAILADDRESS=support@vmware.com
CM=vCenter0l.companyA.local
QlU=vCenterServer_2013.08.05_152054
O=\VMware, Inc.

10 00
0z

3
SHAZ56wiIthRSA
RSA

30820122300d0609 238564885f70d4d0101010500
820102028201 0100c2ed 0b47 ecc 35 44 d7 32 89 +

Accept | | Reject |

Figure 7-61 vCenter Server Certificate Information window
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8. Configure the View Composer Settings. Select View Composer co-installed
with vCenter Server and leave the default port, as shown in Figure 7-62.
Click Next.

Add vCenter Server

Add vCenter Server view Composer

C i A i
VC Information View Composer Settings
View Composer View Composer can be installed

() Do not use View Compaser on the vCenter Server host or a
standalone host.

View Composer Settings

(2) View Composer co-installed with vCenter Server

I I Before you add View Composer to

i View, install a valid SSL certificate
signed by a trusted CA. In a test
environment, you can use the

() Standalone View Composer Server default, self-signed certificate

that is installed with View

Composer, but you must accept

the certificate thumbprint.

1stalled on th

Port: 18443

| «Back || Next> || Cancel |

Figure 7-62 View Composer Settings window
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9. Unless you added a View Composer Server certificate that is signed by a
trusted Certification Authority, you are prompted with the warning that is
shown in Figure 7-63. Click View Certificate.

Invalid Certificate Detected

8/14/2013 4:38 PM

The identity of the specified View Composer Server cannot
be verified for the following reasons:

*A Server's certificate does not match the URL.

Ay Server's certificate is not trusted.

YMware recommends the use of certificates siagned by a
trusted Certification Authority.

View Certificate... Cancel

Figure 7-63 View Composer Server certificate warning window
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10.This example uses the default self-signed vCenter Server certificate that is

shown in Figure 7-64. Click Accept.

Certificate Information

Issued to:
Issued by:
Valid from:

Subject:

Issuer:

Serial Number:

Version:
Signature Algorithm:
Public Key Algorithm:

PR PR PR

VCENTERO1
VCENTERO1
8/14/13 4:29 PM to 8/14/15 4:29 PM

C=US

ST=CA

L=CA

O=\Mware Inc.

OU=\Mware Inc.

CMN=VCENTERDO1
EMAILADDRESS=support@vmware.com

C=UsS

ST=CA

L=CA

O=\VMware Inc.

OU=\Mware Inc.

CMN=VCENTERDO1
EMAILADDRESS=support@vmware.com

49 90 be 23 1e 89 87 a0 41 &f ed 36 45 2f be
b1

i
SHA1withRSA
RSA

e TN N (. N N S S Y - - PR AR N N N A N N AR N A

Figure 7-64 View Composer Server certificate information window
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11.Click Add in the View Composer Domains window, as shown in Figure 7-65.

Add vCenter Server

Add VContar Sanvar View Composer Domains
VC Information View Composer Domains
View Composer

View Composer Domains

Domain User

Pool

View Composer Dom

View Composer adds
accounts for linked-clq
desktops in the AD dq
configured here. The
Composer user accou
domains must have C
Computer Objects, D
Computer Objects, a
Properties permissior
domains.

When you create a lin
pool, you select a don|
this list to store the c
accounts.

Figure 7-65 View Composer Domains window
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12.Enter a domain where the virtual desktop computer accounts are created and
an account with a minimum domain permission of Create Computer Objects,
Delete Computer Objects, and Write All Properties. This example uses the
domain administrator account, as shown in Figure 7-66. For increased
security, consider creating a special domain account with minimum required
privileges. Click OK and then click Next.

Add Domain

Full domain name:  CompanyA.local

User name: Administrator

Password: | FEEmEEEs

0K Cancel

Figure 7-66 View Composer Add Domain window
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13.Under Storage Settings, accept all of the default values, as shown in
Figure 7-67. Ensure that the Reclaim VM disk space and Enable View

Storage Accelerator options are selected. Click Next.

Add vCenter Server

Add vCenter Server
WC Infarmation
View Composer
View Composer Domains
Storage

Storage
Storage Settings

[¥] Reclaim VM disk space

[¥] Enable View Storage Accelerator

Default host cache size: 1024

MB

Cache must be between 100 MB and 2048 MBE

Hosts
[] show all hosts
| Edit cache size... |

Host

/Datacenters/

/Datacenterd/host/Management/esxi02

/Datacentera/ 'VDI/esxi03

/Datacentera/host/VDI/esxi04

ost/Management/esxi0l

Default
Default
Default
Default

Cache Size

Storage Settings

ES¥i hosts can be configured to
cache virtual machine disk data,
which improves performance
during I/0 storms such as when
many desktops power on and run
anti-virus scans at once. Hosts
read common data blocks from
cache instead of reading the 05
from disk.

By reducing IOPS during boot
storms, View Storage Accelerator
lowers the demand on the
storage array and uses less
storage I/O bandwidth.

| <Back || Next> || Cancel |

Figure 7-67 Storage Settings window
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14.Review the configuration (as shown in Figure 7-68) and click Finish.

Add vCenter Server

Add vCenter Server Ready to Complete

Vi Information vCenter Server vCenter01.CompanyA.local
View Composer User name Administrator
View Composer Domains password | e==e===
Storage e
Description
Ready to Complete
Server Port 443
Max Provision 20
Max Power 50
Max View Composer Operations 12
Max View Composer Provision g
View Composer State View Composer co-installed with vCenter Sery
View Composer Address vCenter0l.CompanyA.local
View Composer Password | wEEm===

View Composer User Name Administrator
View Composer Port 18443
Enable View Storage Accelerator Yes

Default host cache size: 1024

VM Disk Space Reclamation Yes

Figure 7-68 Add vCenter Server Ready To Complete window

The newly added vCenter Server now displays in the list of vCenter Servers to
which the View Connection Server is connected, as shown in Figure 7-69.

Senvers
viCenter Servers Security Servers Connection Servers Transfer Servers
| Add... |
vCenter Server WM Disk Space Recla... View Storage Accelera... Froy
vCenterDl.CompanyA.local{Administrator) L4 L'

Figure 7-69 vCenter Servers page

The base Horizon View infrastructure is now deployed. For more information, see
Chapter 9, “Operating VMware Horizon View infrastructure” on page 373.
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Operating IBM Flex System

In this chapter, we describe how to operate your IBM Flex System where Horizon
View is deployed and some common View-related tasks that are performed by
using Flex System Manager.

This chapter includes the following topics:

Configuring VMControl for vSphere integration
Navigating the vSphere environment by using FSM
Automating tasks

Introducing IBM FSM Explorer

Monitoring and logging in Flex System

vyvyVvyyy
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8.1 Configuring VMControl for vSphere integration

In this section, we use VMControl to discover the vSphere environment. The only
task that must be performed is to discover and gain access to the vCenter server.
After it is connected to vCenter, VMControl pulls and synchronizes continuously
all vSphere inventory and performance data.

Complete the following steps to configure VMControl for vSphere integration:

1. In the Flex System Manager (FSM) web interface navigation area, expand
Inventory and click System Discovery. Enter the IP address of the vCenter
Server and click Discover Now, as shown in Figure 8-1.

IBM Flex System Manager™

View: | All tasks ;_V:|‘

Remats Access
Autematicn

Axailability

El Inventary [
-

Sy

em Discovery

and Collect Inventery

Metwork Tepology
Wiews

Release Management

Security

System Configuratisn

System Status and Hezlth

[# Task Management

Settings

Welcome USERID Problems .:'a

| System Disc... ‘.I(\

2 Chassis Man...

System Discovery

Use system discovery to discover manageable resources now or schedule your discov
address or host name, discover resources of the same type for & range of IF addres
toe customize discoveries, including importing IP addresses, and requesting access to

a - :
(?) Learn more about using discovery

Select & discovery option:
Single IPv4 address

IP address:

B _].Jaz ].[x71].[z2

Select the resource type to discover:

A [ |
all vl

| Discover Now

I Schedule... |

Figure 8-1 System Discovery window
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2. With the system successfully discovered, click No access to configure
credentials to access vCenter, as shown in Figure 8-2.

Dizcovered Manzgeshble Systems:

s

Name 5 Biceaveres] ? Type % | Access % | Problems % | Compliance $ | IP

Bs.4z.171.34 Hew Operzting Syz... Mo Mo 3.4

Figure 8-2 Discovered Manageable Systems window

3. Enter the user ID and password of a vCenter administrator and then click
Request Access, as shown in Figure 8-3.

Request Access FEE

Specify the user ID and password to authenticate Flex Systerm Manager to one or more target systems
Access to grant all authorized Flex System Manager users access to the target systemis).

#ser ID:

administrator

¥Password:

. Then click Request

| Reguest Access

| Close
Selacted targets:
Name Access Trust State
9.42.‘.?1_.34 | ENC access @thTruEted

Figure 8-3 Request Access window

If the user ID is successfully authenticated, the vCenter Server Access column
shows 0K, as shown in Figure 8-4.

Request Access FEE

Specify the user ID and password to authenticate Flex Systerm Manager to one or more target systems

. Then click Request
Access to grant all authorized Flex System Manager users access to the target systemis).

administrator

Reguest Access

Selacted targets:

Name Access Trust State
BFs.42.171.34 [ @ ox B rusted

Figure 8-4 Access granted window
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VMControl now starts pulling the vCenter inventory and performance
information, which becomes visible in the FSM web interface.

8.2 Navigating the vSphere environment by using FSM

After VMControl is configured and vCenter is properly discovered, the vCenter
objects (VMs, clusters, datacenters, networks, and so on) become visible in the

FSM web interface.

To view the vCenter servers, vSphere datacenters, and clusters, click
Inventory — Views in the navigation area and then click Platform Managers

and Members, as shown in Figure 8-5.

Platform Managers and Members alcts)
Platform Managers and Members (View Members)
| Actions ¥ | | Search the table... Search
Select | Name & Access & | Problems # | Compliance £ | IP Addres... & | Type &
F EI wCenterd L @ Unknown ﬂ Infoermation oK 10.20.20.4, fe... Virtual Server
¥ Bﬂ Diatacenters |!| Mot applica... ﬂ Information oK Farm
I:‘ Bﬂ Management i!_li'ict applica... GK GK Farm
BE\IDI i!_INut applica... ﬂInFormatian OK Farm
[« i il [ >‘!
Hd pageiofi bH |1 » Selected: 1 Total: 4 Filtered: 4

Figure 8-5 Platform Managers and Members window

You can perform the following actions on these objects:

» Enable or disable HA
» Enable or disable DRS
» Add a host to the cluster
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To view ESXi hosts and virtual machines, click Inventory — Views in the
navigation area and then click Virtual Servers and Hosts, as shown in

Figure 8-6.
Virtual Servers and Hosts dl
virtual Servers and Hosts (View Members)
Performance Summary | | Search the table... Search
Select Name %+ | State % | Access % | Problems % | Compliance % | OS5 Name o1
F I server-7554-24%-5010778..) Started Mo« @ irformation | [l ok
1 [F] it=oamx1 | stopped Mo Mo« Mok
F [F itsoviossa | started Box Mok WMo«
O B x240 node 1 | Started M ox Mok Mok ESXi_Node_1
O B cmeo1 | started Mo Mok WMok
1 [F cso1 | started Mok Mok Wox
F [Fl ocos | started Mok WMok Wox
O B Fsos | Started Box Bok Box
O B mssqLo1 | Started Mo« Mok Mok
O B vcentero1 | Started @ Unknown @ irformation | [l ok 9.42.171.34
F =240 node 2 | Started Mo Mok Wox ESXi_Node_2
O 0§ =240 node 3 | Started Mo Mok Mo« ESXi_Mode_32
F | started Mo Mok Mok
F | Started Mo« Mok Mok
F Started Mo« B ok Pox
<] w | (2]
M4 pageiof2 FH |i » Selected: 0 Totzl: 24  Filtered: 24

Figure 8-6 Virtual Servers and Hosts window

You can perform the following actions on these objects:

» Enter host maintenance mode
Remove a host from a cluster
Relocate VMs

Create VMs

Power On/Off hosts or VMs

vvyyy

These actions also are available in vCenter. FSM communicates with vCenter to
perform these actions. This integration between FSM and vCenter is useful for
task automation, especially if the tasks are related to the hardware and software
layers. The next section includes an example of how a response to a hardware
alert can be automated with action on vSphere.
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8.3 Automating tasks

In this section, we describe how to automate tasks that can prevent service
outages. The process relies on event automation plans to kick off and control the
relevant tasks in your systems management environment.

Event automation plans consist of event filters and event actions and are
triggered by events. You create event automation plans and apply them to
specific systems to trigger a specific action (such as email notification or script
execution) when a certain threshold is reached or a specified event occurs. Event
automation plans are a powerful feature to automate many manual tasks in your
environment.

Flex System Manager can monitor all hardware elements of the Flex System
chassis while it integrates with vSphere to perform certain vSphere tasks. This
unique role of FSM allows you to combine hardware and software automation.

For example, you can configure automation to proactively protect the two
Management cluster ESXi nodes from sudden failure. By using this approach, a
host is put into maintenance mode whenever a Predictive Failure Alert event
occurs on any hardware element of the specified node. To automate such
preventive actions, complete the following steps:

1. In the FSM web interface navigation area, expand Automation and then click
Event Automation Plans. Click Create for a new automation plan, as shown
in Figure 8-7.

Event Automation Plans

t automation plans to automate tasks based on received events. An event automation plan includes an event
h specifies the types of events on which to take action, and one or mare event actions that are performed in
to received events.

Event Automation Plans
| Create... Create Like Edit.. Delete Actions ™ Search the table... Search

Select Name & | Targets % | Status P | Time range

I:‘ Log All Events All Systemns Active All the time (24x7)

Figure 8-7 Event Automation Plans window

2. In the Welcome window, click Next.
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3. Enter a Name and Description for the automation plan (see Figure 8-8) and
then click Next.

Name and Description

¥ Welcome

Name and Type a name and a description for this event automation plan.

Description
#hame:
FFA Maintenzance

Description:

Flace an ESXi host from the Manzagement cluster in
maintenance mode if PFA is detected. Entering

=TIy mazintenance mode vill autematically evacuate zll WMz off
o i the problematic host, as long as the host is part of &
DRS cluster.

| < Back | | Next = | Finish Cancel |

Figure 8-8 Entering a name and description for a new automation plan
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4. In the Targets window, select the systems where the event automation plan is
to be applied. For this example, select the two Management cluster ESXi
servers (see Figure 8-9) and then click Add. Click Next to proceed.

Targets

v Welcome

Specify target systems that will be affected by this event automaticn plan. In the Availzble pane, select one or more groups of
systems. Then, click Add to move your selactions to the Selected pane. If you want to select specific systems from a group, click the
group to view the group members. Make your selections and then click Add.

Hzme and
v Description

o Targets

Select 2 valid target then add it to the selected list.

Show: | Groups IV]
Available: Selacted:
Groups > All Systems (View Members) I 1||ESXi_Node_1
— | Add = ESXi_Node_2
[ atons v | [esx 5 [ seeen |
: < Remove
Select Name & | Type e
& Esxi_Node_1 Operating Sys...
% ESXi_Node 2 Operating Sys...
O | Besxi_ncde_z Operating Sys...
D E ESXi_Node_4 Qperating Sys...
F = ySwitch0-ESXi_Node_1 Switch
F -ESXi_Node_2 Switch
E 0-ESXi_Mode_3 Switch
El hO-ESXi_Node_4 Switch
FE itchUSEOD-ESXi_Node_1 | Switch
0O |== hUSBO-ESXi_Neode_2 | Switch
3 T (2]

M4 pagelof2 b |1 - Total: 46

< Back | | Next = | Finish Cancel

Figure 8-9 Selecting the target systems for a new automation plan
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5. On the Events menu, select Advanced Event Filters, and from the Event
Filters list, select Hardware Predictive Failure Alert events to process all
events that have a Critical severity, as shown in Figure 8-10.

¥ Welcome

Hame and
v Description

" Targets
o> Events

Events

Specify one or more events from a list of commonly used events. The selected events will trigger this event automation plan. Or,
select Advanced Event Filters in the Events list to use an advanced event filter.

Common

Advanced Event Filters to monitor for specific events that are not incduded in the common event filters or to monitor for only one
nt. For example, instead of monitoring for all fan event typas, you can moniter for only the Fan Pradictive Failure Ana (PFa)

so, you can create more sophisticated event filters that are triggered when duplicates of an event are received, when 2

specific number of instances of an event is received over a range of time, or when 2 sp event is received but you want to exclude
=nother event.

Event Filters

[(cresten. | [ crestetike... | [(edie. | [petete | | | actions v | | [szarch the table.. | Search

Select | Name % | Description &

All Events Processes any events that occur on any system, except for Windows-specific an

Audit Events cnly those events that are generated as 2 part of auditing.
Commeon Agent offline cnly those events that are generated by the Commen Agent when it ...
Critical Events only those events that have a Critical severity

Dizk use cnly those events that are generated when the currently available ha...

Elactronic Service and Support Events only those events that are genarated by Electronic Service and Suppo...

Electronic Service Requests

= only those events that are associated with detection and reporting of...
Environmental sensor events Processes only those events that are assocdiated with the condition of 2 system ...
Fatal Events | Processes only those events that have = Fatal severity

Hardware Predictive Failure Alert avents | Processes only those events that are generated when a Predictive Failure Analy...
Infermational Events = only those events that have 2 Informational severity
Management server security avents only those events that are genarated by managemant sarvar sacurity...
Memory use only those events that are generated when the currently available m...

Minor Events cnly those events that have 2 Minor severity

oOCcCoCoOoO®@OOOOOOLCO0

cal hardvare security svants = only those svents that zre genersted by physical hardware security pr...

W4 Pagei1of2 FH |1 L Selected: 1 Total: 21 Filtered: 21

| < Back Next = Finish | Cancel

Figure 8-10 Designating the type of events to be processed by a new automation plan
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6. For a new event action, click Create, as shown in Figure 8-11.

Event Actions
¥ Welcome
v N o Specify one or more actions that will occur when this event automation plan is triggered.
Description
v Israsts Event Actions
v Events
Create... Create Like... Edlitea Delets | Actions ¥ | Search the table... Search
= Event
Actions = = =
Select Name ¥ | Type v History Ee
i [0 | Add to the event log add to the event log Mot saved
M4 pageioft P M |1 LJ Selected: 0 Total: 1 Filtered: 1

< Back Next = Finish Cancel

Figure 8-11 Creating an event action
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7. Go to Page 2 of the actions list and select Start a task on a system that
generated the event, as shown in Figure 8-12. When you are done, click OK.

Create Action

Select the type of action that you want to create.
| |Search the table... | | Search
Select Nzme & | Type
O Medify an event and send it Advanced
O Send a Tivoli Enterprise Conscle event Advanced
{¥]  Start a task on a system that genersted the avent Advanced
O Send an SNMP trap reliably to a NetView host Advanced
3] 1l | (2]
HA4 pPage2of2 kM | 2 |¢ |  Selected: 1 Total: 13  Filtered: 19
| oK | | Cancel | | Help |

Figure 8-12 Selecting an action from the actions list
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8. Enter an Action name and Description for the event action and then go to the
“Select a task to run” menu and choose Enter Maintenance Mode, as shown
in Figure 8-13. The menu shows the selection of tasks that can be run as
actions. After you make your selection, click OK.

Create Action

Start 2 task on a system that generated the event @LEEFH mare

¥hction name:
Enter maintenance mods

Diescription:

Select 2 task to run:
| Enter Maintenance Maode [i]

| oK | | Cancel | Help |

Figure 8-13 Choosing action properties
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9. Select the event action that you just created, Enter maintenance mode, as
shown in Figure 8-14, and then click Next.

Event Actions

v Welcome

Specify one or more actions that will occur when this event automation plan is triggered.

Nzme and
v Description
v’ Targats Event Actions
v Events
| Create... | | Create Like... | | Edit... | | Delete | | Actions Y| | Search the table... Search
= Event
Actions = B
Select Mame w | Type & History
Bistiaiis s O Add to the avent log Add to the event log Not saved
Enter maintenance mode Start a task on 2 system that generated the event  Not saved
[l w (2]
M4 pageiofl FH |1 » Selected: 1 Total: 2 Filterad: 2
| < Back || Mext = | Finish | Cancel |
Figure 8-14 Selecting the new action event
10.In the Time Range window, click Next.
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11.Review the information in the Summary window (see Figure 8-15) and then
click Finish to create and apply the new event automation plan.

Welcome

Nzme and
Description

Targets

SN NN

Events

Event
v Actions

y" Tims Range

= Summary

Summary

You have specified the following settings for this event automaticn plan:

Name: PFA Maintenance

Place an ESXi host from the Management cluster in maintenance mode if PFA is detected. Entering
Description: maintenance mede will autematically evacuate all VMs off the preblematic host, as leng as the host is
part of a DRS cluster
Time range: All the time [(24x7)
ESXi_Node_1
Targets: F
ESXi_Node_2
Event filter: Hardware Predictive Failure Alert svents

Event

< Enter maintenance mode
actions:

Apply this event automation plan when I click Finish.

< Back MNext = | Finish | | Cancel |

Figure 8-15 Summary window of the Create Event Automation Plan wizard
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When the process is complete, the new event automation plan is displayed in the
Event Automation Plans window, as shown in Figure 8-16.

Event Automation Plans FER

Use event sutomation plans to automate tasks based on received events. An event automation plan includes an event filter, which specifies the types of events
on which to take action, and one or more event actions that are performed in response to received events.
Event Automation Plans

| Create... | | Create Like Edit. Delete | Actions | Search the table... Search
Select | Name & | Targets £ | e % | Time range # | Description £
[0 | Log Al Events All Systems Active | All the time (24x7)
[ PFA Maintenance | ESXi_Node_1, ESXi_Node_2 | Active  All the time (2437) Place =n ESXi host from the Management cluster in maintenance...
44 pagetofi FH |1 » Selected: 0 Total: 2 Filterad: 2

Figure 8-16 New automation plan that is listed in the Event Automation Plans window

8.4 Introducing IBM FSM Explorer

The IBM FSM Explorer console provides an alternative view of your resources
and helps you manage your systems management environment.

FSM Explorer provides a resource-based view of your environment, with intuitive
ways to browse through the resources. The following capabilities also are
available:

» You can view basic information about your resources by hovering over their
listings; you do not have to click a listing to learn about the resource.

» You can use standard browser features, such as the Back and Forward
buttons, to browse through FSM Explorer pages. You can also bookmark
pages that you use frequently, so you can return to them easily.

» You can work on multiple pages at once by opening the pages in separate
browser tabs.
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>

You can paste a page URL and send it to a co-worker in an email or instant
message. Your co-worker can paste the URL into their browser and view the
page (after authenticating to the server).

In addition to learning about resources, you can perform the following tasks in
FSM Explorer:

>

>

>

Configure local storage, network adapters, boot order, and Integrated
Management Module (IMM) and Unified Extensible Firmware Interface (UEFI)
settings for one or more compute nodes before you deploy operating-system
or virtual images to them.

Install operating system images on IBM X-Architecture® compute nodes.

Browse resources to view their properties and perform basic management
tasks, such as powering on and off, collecting inventory, and working with
LEDs.

Use the Chassis Map to edit compute node details, view server properties,
and manage compute node actions.

Work with resource views, such as All Systems, Chassis and Members,
Hosts, Virtual Servers, Network, Storage, and Favorites.

Visually monitor statuses and events.
View event history and active status.
View inventory.

Visually monitor job status.

For other tasks, you can start Flex System Manager in a separate browser
window or tab and then return to the FSM Explorer tab after you finish the tasks.
As more tasks are made available in FSM Explorer, you must start Flex System
Manager less often.
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8.5 Monitoring and logging in Flex System

In this section, we describe some of the features that FSM Explorer offers to
monitor the Flex System chassis and all managed systems. What we describe
here are not really steps to be followed, in the traditional sense. Instead, consider
the following steps as one way to explore the available monitoring and logging
capabilities:

1. From the FSM web interface home page, click Launch IBM FSM Explorer,
as shown in Figure 8-17.

Use these tabs to perform some initial setup tasks, view or activate plug-ins, perfform Check and Update Flex System Manager
administraticn tasks, and access additional informaticn. Information Center

Initial Setup

Additional Setup @ Plug-ins Administration Applications Learn

time.

o

Oge

Parform the following initial setup tazks to set up IBM Flex System Manager™ for the first

-

Check and Update Flex System Manager

Obtain and install updates for IBM Flex System Manager™. This will require a
restart of IEM Flex System Manager™.

ﬂ Updates completed on Jul 26, 2013 2:58:09 PM.

Select Chassis to be Managed

view all chassis and Flex System Managers in your envircnment and select
which to manage.

You are currently managing 1 chassis. View chassis

Configure Chassis Components
Configure basic settings for chassis components including compute nodes,
storage nodes, and I/O modules.

Deploy Compute Node Images

For Red Hat Enterprise Linux 5.2-6.2, Red Hat Enterprise Linux 6.2-56.3 with
Kernel-based Virtual Machine (KVM] and VMware vSphere 3.1 with IEM
Customization, you can deploy the image directly from the Flex System
Manzger to System x compute nodes. To deploy other operating systems, or
to deploy to System p compute nodes, see the link below for more
infermaticon.

'@ Learn more about deploying operating systems.

Update Chassis Components
Update chassis compenents incuding compute nodes, storage nodes, and I/O
modules.

Launch IBM FSM Explorer

IEM FSM Explorer is an easy way to find and browse resources, monitor status
and events, and launch management tasks.

Figure 8-17 Launching FSM Explorer from the Flex System Manager home page
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2. In the Chassis column of the FSM Explorer Dashboard, click the wanted
chassis name, as shown in Figure 8-18. The graphical Chassis Map opens.

IBM Flex System Manager™

B Status (0) B Jobs (1) USERID @
Home -~ Systems - Monitor ~ Security ~ Utilities ~ Find a System or Task
- Chassis Managed Chassis
. ®@ Al Compute Nodes
wm Al Storage Modes I ’ - Filte L
Chassis [1) ) E A = g
' — Al Chagsis
+ M e itsoralibm.com | Chassis Name Access 4 | Hardware Status Problems Compliance
ﬁ Wl et itsoratibm. B 0K oK oK oK

Hosts and Vs (24)

&

Metwark (10)

Storage (0)

e

Favarites (0}

i

All Systems (46)

Figure 8-18 Selecting a chassis from the FSM Explorer Dashboard
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The graphical Chassis Map (as show in Figure 8-19) is a visual
representation of the front and back of the chassis and its components. The
map shows you where your hardware components are and is a central point
of management from which you can get hardware configuration and status
information. You can also take actions on nodes, such as working with
server-related resources, showing and installing updates, submitting service
requests, and starting the remote access tools.

1 1 cmmiitso.ralibm.com

P-12 B-@-9-8 ]

Figure 8-19 FSM Chassis Map

@
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When a chassis resource shows an active status that requires administrative
attention, the resource is highlighted on the Chassis Map, as shown in
Figure 8-20.

P-2 B-@-9- B & |

Figure 8-20 FSM Chassis Map with active status warning

Note: Active status contains all events that are designated as problems by
the Flex System Manager management node, including problems on the
management node.

The problems that are displayed in the Active Status view do not always
correlate directly to specific events that are listed in the event log. Flex
System Manager determines which problems to display that are based on
the kinds of events that are reported.
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A fly-over window provides an instant view of the chassis resource details and
active status, as shown in Figure 8-21. The administrator can easily spot
problems on any resource in the chassis. To see a list of all status messages
for the particular resource, click a resource (in this case, the 10Gb
Converged Switch) and then click View All Status.

Type Switch

------- Problems 1&
Model 0005825
Serial number YO10CM2C3562

Communication

....... Communication OK
State

Unable to set Simple Metwork Management Protocol {SHMP)
notification destination: Automatic configuration failed. To
manually define SNMP settings, open Svstem Configuration =
Current Configuration and then edit the Protocol
Configuration for the desired switch.

B ISR I emm.itso.ralibm.com|

P-2 B-@-9-8 ] =
9.42.171.121 - Summary View Detalls | common Actions
Problems:L&'1 (View All Btatus, View Event Log) Remote Access
Slots Occupted—2 Launch Web Browser

Figure 8-21 Chassis Map warning fly-over window
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3. To open the Active Status view for all systems, start at the FSM Explorer
menu and click Monitor — Active Status, as shown in Figure 8-22.

IBM Flex System Manager™ A Status (1)
Home -~ Systems - Monitor ~ Security ~ Utilities ~
ch Status Monitoring Automation
s Active Status Monitors Plans
. - EventLog Thresholds Actions
L Semnvice Problems c I' Event Filters
is (1) ompliance
Chassis (1) = P Command Definitions
Monitored Systems
Policies Jobs
Active and Scheduled Jobs
Hosts and V3s (24) Create Automation Plan

Figure 8-22 Using the FSM Explorer menu to access the Active Status view

The Active Status view (as shown in Figure 8-23) covers all chassis
components and managed endpoints. The Information statuses are not
shown on the Chassis Map.

All Systems: Active Status

v Active Alerts " lgnored Alerts Filter by:| All Alerts -

:@ Actions = Filter :-}
Name Severity System Component Category Time
Avirtual server has been powered on. ﬂ Information LCWM-5-STDUSR Server/VSM Hardware Status Aug 1
Avirtual server has been powered on. ﬂ Information LCWVM-4-STDUSR Server/VSM Hardware Status Aug
Avirtual server has been powered on. ﬂ Information LCWM-3-STDUSR Server/VSM Hardware Status Aug 1
Avirtual server has been powered on. ﬂ Information vCenter01 ServerVsM Hardware Status Aug1
Avirtual server was deleted. E Infermation vCenterl1 ServerVSM Hardware Status Aug 1
Avirtual server has been powered off. ﬂ Infarmation vCenter01 ServerVSM Hardware Status Aug 1
@ Error Log analysis has detected multiple link en ﬂ Infarmation Server-7954-243-5N1C Server-7954-24X-5MN1C Senvice Status Aug
LED.Status. Informational ﬂ Information cmim.itso.ralibm.com cmm.itso.ralibm.com LED Status Aug 7
Unahble to set Simple Network Management Protocc @ Warning 942171121 Switch Hardware Status Jul 2§

Figure 8-23 Active Status view
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4. To open the Event Log view for all systems, click Monitor — Event Log on
the FSM Explorer menu (as shown in Figure 8-22 on page 370). The list that
appears is shown in Figure 8-24.

All Systems: Event Log

Filter by:| All Events - Viewing a maximum of 300 events from the last 24 Hours. Event Log Preferences
Last Updated: 4:18:33 PM Eastern Standard Time, Tuesday Aug 20, 2013 t:gh
_@ Actions = :#
Event Text Source Severity Category
Avirtual server was deleted. 2173 ﬂ Information Alert
Avirtual server has been powered off vCenterl1 ﬂ Infarmation Alert
Avirtual server has been powered off. 21171 ﬂ Information Alert
System 10.3.0.1is offline T304 @ Information Alert
Management Console surveillance detected no networking available  Flex System Manager ﬂ Infarmation Alert
System FVM is online FviM ﬂ Information Resolution
System LCVIM-4-STDUSR is online LCVYM-4-STDUSR @ Information Resolution
Systern LC STOUSR is online LCVM-5-STDUSR ﬂ Infarmation Resolution
System FVM-1-VIP is online FVM-1-VIP ﬂ Information Resolution
System FVM-3-VIP is online FVM-3-VIP ﬂ Information Resolution
System LCWM is anline LCWVM ﬂ Infarmation Resaolution
System FVM-2-VIP is online FV¥M-2-VIP @ Information Resolution
System LCVM-3-STDUSR is online LCVM-3-STDUSR ﬂ Information Resolution
Systern replica-i6f465c4-c78h-4844-ae2b-5b8cch09dd2a s online | replica-fif46504-c78hb-4844-ae2b-5b¢ [l information Resolution

<]

1129 8

o

Figure 8-24 Event Log window

Note: An event is an occurrence of significance to a task or resource.
Examples of events include the completion of an operation, the failure of a
hardware component, or exceeding a processor threshold. The Event Log
displays all events that FSM receives from any resource whose events the
user has the authority to view.

Chapter 8. Operating IBM Flex System 371




5. To filter for events that you are most interested in, you select a specific event
category. For example, choose Warning Events in the “Filter by” drop-down
menu and then enter Togon in the text filter field (as shown in Figure 8-25) to
see a list of all logon-related warning events.

All Systems: Event Log

Filter by:| Warning Events -

Viewing a maximum of 200 events fram the last 24 Hours. Event Log Preferer

Last Updated: 4:22:27 PM Eastern Standard Time, Tuesday Aug 20, 2013
Actions =
+

- 1 of 5 items shown. Clear filter

& b

Event Text Source - | Severity Category

Legaon to server by user ID USERID from sig-9-14 FSM_FSMA.its /D Warning Alert

Figure 8-25 Event Log filtered window

For more information about managing Flex System, see Implementing Systems
Management of IBM PureFlex System, SG24-8060, which is available at this
website:

http://www.redbooks.ibm.com/abstracts/sg248060.htm]
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Operating VMware Horizon
View infrastructure

In this chapter, we describe the process that is used to operate the VMware
Horizon View infrastructure to deliver virtual desktops to users.
This chapter includes the following topics:

» Preparing the base Microsoft Windows 7 operating system x64 image to
deploy

» Installing the VMware Horizon View Agent
» Installing the VMware Horizon View Agent
» Configuring active directory policies

» VMware View Manager and desktop pools

» Operating View Composer
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9.1 Preparing the base Microsoft Windows 7 operating
system x64 image to deploy

You can distribute an operating system for multiple users or multiple users group
by using several methods. The method that you choose is inherent on how
VMware virtual desktop infrastructure (VDI) treats virtual desktops and the
purposes for that particular virtual desktop.

In this chapter, we describe the following methods to deliver a virtual desktop to a
specific set of users:

» Automatically provision a full virtual machine by using a specific desktop pool

» Automatically provision a linked clone virtual machine by using a specific
desktop pool

Full virtual machine desktop distribution is based on a pre-configured virtual
machine (VM) template. Each time the provision server must provision a new full
virtual machine, it deploys a new VM from that template to a fully working VM.
This method offers a full persistent virtual desktop but uses more disk space
because of the monolithic source virtual disk.

Linked clone virtual machine is based on the snapshot of a running VM, which is
also called parent VM. This method shares the parent’s operating system disk for
all distributed VMs, which results in less disk space being used.

To successfully automate virtual desktops provisioning, a custom specification
file is needed.

9.1.1 Creating a customization specification file

You create customization specification files from vCenter. A customization
specification includes the required settings to join unattended VMs to the
domain, assign the correct Windows license product key, set network settings,
and so on.
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Complete the following steps to create a customization specification file:

1. Click View —» Management — Customization Specifications Manager, as
shown in Figure 9-1.

@ vCenterll.companyA.local - vSphere Client

File Edit W‘ Inventory Administration Plug-ins Help
ﬁ pack plislelt osts and Clusters
Forward Alt+Right
g E-T Home Alt+Home
B E? :Ce Mavigation Bar
= :E|= EZ' ol tual Machines | Hosts | Resource Allocation | Performance | Tasks &|
Zl Status Bar i
Show VMs in Inventory off EYOToReT
Show Templates in Inventory off 8 e
= E'lj Tnventory y Mode: Disabled a ESXi
'\?Q Administration i e g vor
Il @ Management 4 | [#  Scheduled Tasks Ctrl+Shift+T L]
Filtering m Events Ctrl+Shift+E
Number of Hd (2] Maps Ctrl+Shift+M
Total Process % Host Profiles Ctrl+Shift+P
NdaRED, WM Storage Profiles Ctrl+Shift+Y
Total Datastc|ﬁ§‘ Customization Specifications Manager  Ctrl+Shift+U |_
|

Figure 9-1 Starting the Customization Specifications Manager

2. Click New to start the customization wizard, as shown on Figure 9-2.

@ vCenterll.companyd.local - vSphere Client

File Edit View Inventory Administration P
E !Eﬁ Home P !_'EJ Management

D" New | “ﬁ Import

Namg Create a new specificationst 05 g

Figure 9-2 Create a customization wizard
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3. Complete the New Customization Specification Properties panel in the

wizard, as shown on Figure 9-3. Click Next.

(&) vSphere Client Windows Guest Customization

e8]

Mew Customization Specification

Enter a name for the new customization specification and select the OS of the target.

Properties —Target Virtual Machine 05

Registration Information IW_ I __l
-

Computer Name IOV

Windows License [™ Use Custom Sysprep Answer File

Administrator Password

Time Zone — Customization Specification Information

Run Once Name:

e mark Windows7_Domain_and_network_specs

Workgroup or Domain = == e

Operating System Options Description:

Ready to Complete Customized Wizard for automatic AD Domain and network specification assignment

Help |

< Back | MNext = I

Cancel

Figure 9-3 New Customization Specification Properties
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4. Complete the Registration Information panel, as shown in Figure 9-4. Click

Next.

(& vSphere Client Windows Guest Customization

S

Registration Information
Specify registration information for this copy of the guest operating system.

Properties
Registration Information
Computer Name

Type in the owner's name and organization.

Windows License Name: ]Company.-'-\
Administrator Password Organization: ]Company.-'-\
Time Zone

Run Once

MNetwork

Workgroup or Domain
Operating System Options
Ready to Complete

Help |

Cancel

< Back | MNext = I

Figure 9-4 Registration Information
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5. Inthe Computer Name panel, select Use the virtual machine name, as
shown in Figure 9-5. Click Next.

(5 vSphere Client Windows Guest Customization @

Computer Name
Specify a computer name that will identify this virtual machine on a network.

Reaistration Information NetBIOS Name
Computer Name " Enter a name

Windows License ]
Administrator Password
2 S The name cannot exceed 15 characters.

Time Zone
Run Once | pE C 0 ENsUre LEMES
Metwark The name will be truncated if combined with the numeric value it exceeds 15
Workgroup or Domain characters.
Operating System Options + Use the virtual machine name
Ready to Complete If the name exceeds 15 characters, it will be truncated.
" Enter a name in the Deploy wizard

o

Help | < Back | Mext = I Cancel

Figure 9-5 Select the Computer Name
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6. Insert the Windows License Product Key, as shown in Figure 9-6. Click Next.

(%) vSphere Client Windows Guest Customization M

Windows License
Specify the Windows licensing information for this copy of the guest operating system.

Properties Enter the Windows licensing information. If this virtual machine does not require licensing
Registration Information information, leave these fields blank.

Computer Name

Windows License Product Key:
Administrator Password

OCOCOOCM0OOOCOOOOC-XOOOC-X

Time Zone [ Indude Server License Information (Required for customizing a server guest 05)
Run Once

MNetwork

Workgroup or Domain
Operating System Options
Ready to Complete

Help | < Back | Mext = I Cancel

Figure 9-6 Windows License Product Key information
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7. Set a default local administrator account password, as shown in Figure 9-7,
and click Next.

(& vSphere Client Windows Guest Customization &l

Administrator Password
Specify the password and auto logon option for the Administrator account.

Properties
Registration Information Type in the password for the Administrator account.
Computer Name
Windows License Password: ]
Administrator Password

L Confirm password: ]
Time Zone

Run Once
Network [ Automatically log on as the Administrator

Workgroup or Domain umber of times to log tomatica ]1 3
Operating System Options
Ready to Complete

Help | < Back | Mext = I Cancel

Figure 9-7 Set local administrator password
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8. Select the current time zone, as shown in Figure 9-8, and click Next.

@ vSphere Client Windows Guest Customization

|

Time Zone
Select a time zone for this virtual machine.

Properties

Reaistration Information
Computer Name
Windows License
Administrator Password
Time Zone

Run Once

Netwaork

Workgroup or Domain
Operating System Options
Ready to Complete

Time Zone:

(GMT-0500) Mew York, Miami, Atlanta, Detroit, Toronto -

Help |

< Back | MNext = I

Cancel

Figure 9-8 Time zone settings
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9. In the Run Once panel, click Next, as shown on Figure 9-9.

(&) vSphere Client Windows Guest Customization u

Run Once
Specify commands to be run the first time a user logs on.

Properties

Reaistration Information
Computer Name
Windows License
Administrator Password
Time Zone

Run Once

Network

Workgroup or Domain
Operating System Options
Ready to Complete

<enter a new command = HAdd

Help | < Back | Mext = I Cancel

Figure 9-9 Run Once panel
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10.Select Typical settings, as shown in Figure 9-10. Click Next.

(&) vSphere Client Windows Guest Customization M

Network
Select if you want to customize the software settings for each network interface,

Properties

Registration Information This guest operating system should use the following network settings:
Computer Name
Windows License
Administrator Password Select to apply standard configuration settings, induding enabling DHCP,
e on all network interfaces.

{* Typical settings

Time Zone
Fun Once " Custom settings
Network

Workaroup or Domain
Operating System Options
Ready to Complete

Select to manually configure each network interface.

Help | < Back | Mext = I Cancel

Figure 9-10 Network settings
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11.Complete the information in the Workgroup or Domain panel as shown in
Figure 9-11, and click Next.

(&) vSphere Client Windows Guest Customization M

Workgroup or Domain
This virtual machine may belong to a workgroup or domain.

Properties
Registration Information How will this virtual machine participate in a network?

e  Workaroup: WORKGROUP
Windows License
Administrator Password ' Windows Server Domain: CompanyA.local

Time Zone
Run Once Specify a user account that has permission to add a computer to the domain.

MNetwork

\I:n:lt;mup o e Username: CompanyA\Administrator
Operating System Options Password: FEEEECEE

Ready to Complete e Paaite l.r.

Help | < Back | Mext = I Cancel

Figure 9-11 Domain login information
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12.In the Operating System Options panel, accept the default setting by clicking
Next to generate a new security ID window, as shown in Figure 9-12.

(&) vSphere Client Windows Guest Customization &I

Operating System Options
Configure these optional parameters for the guest operating system.

Properties
Registration Information W Generate New Security ID (SID)

Computer Name Select this item to generate a new security identity.
Windows License

Administrator Password

Time Zone

Run Once

MNetwork

Workaroup or Domain

Operating System Options

Ready to Complete

Help | < Back | Mext = I Cancel

Figure 9-12 Generate a new SID
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13.In the Summary window that opens, click Finish, as shown in Figure 9-13.

(5 vSphere Client Windows Guest Customization @

Ready to Complete
Are these the guest customization options you wish to indude?

Reaistration Information
Computer Name Review this summary and dick Finish.

Windows License

Administrator Password nnicy o o HampanyA

= Owner Organization CompanyA
Time Zone Computer Name <Virtual Machine Name >
Run Once Administrator Password ===
Metwork Timezone {(GMT-0500) New York, Miami, Atlanta, Detroit, Toronto
Workaroup or Domain Metwork Typical
Operating System Options Join Domain CompanyA
Ready to Complete Domain Administrator ~ CompanyA\Administrator

Generate new 5ID true

Help | < Back | Finish I Cancel

Figure 9-13 Summary window

You can now use the custom specification file for VM deployment.

9.1.2 Creating vCenter folders for a VDI

VMware Composer and VMware Administrator use vCenter folders to organize
virtual desktops that are generated automatically from a pool. Because desktop
pools are related to the type of users, you must create the following distinct
vCenter folders:

» A folder for standard users
» A folder for VIP users
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Complete the following steps to create these folders:

1. From a vSphere client that is connected to vCenter, change the view to turn
on VM and Templates, by selecting Inventory — VMs and Templates, as
shown in Figure 9-14.

E vCenterll.companyA.local - vSphere Client r = — -
File Edit View Inventory Administration Plug-ins Help
a B |Q Home [p 51 Inventory | b B Hosts and Clusters
o @ (50 Inventory v o search Ctel+Shift+F
o T ; % Administration |l Hosts and Clusters Ctrl+ Shift+H
=] vCenterD1.companyd| g
o B [Dalcenierh] | L Menagement ) [EH VM and Templates Ctrl+Shift+V
Bl fffj Management Ge Q Datastores and Datastore Clusters  Ctrl+5hift+D
g esx!g; @ Networking Ctrl+ Shift+N
% z:;:ﬂpol .'. mavTe a ratat nmers
atacenter is the primary container of inventory objects
cso1 A datacenter is the primary cont f tory object
{3 pcot such as hosts and virtual machines. From the datacenter,
@ Fsot you can add and organize inventory objects. Typically, you
i MSSQLo1 add hosts, folders, and clusters to a datacenter.
[ vCenterD1
= g vor vCenter Server can contain multiple datacenters. Large
B esxio3 companies might use multiple datacenters to represent

Figure 9-14 Changing the vCenter view

2. Right-click DatacenterA and select New Folder, as shown in Figure 9-15.

B (& vCenterDl.companyA.local DatacenterA
= [z | Datac T 5
= Discove | (j Mew Folder Ctrl+F b
@\ CM Bl New Cluster... Ctrl+L
@ cstis MNew Datastore Cluster nte
% FD; i Add Host.. G

Figure 9-15 Select New Folder option

3. Name the folder VIP Users. Repeat step 2 to create another folder that is
named Standard Users. The final result is shown in Figure 9-16.

[} vIP Users - FvM
[) Standard Users - LCVM

Figure 9-16 Final folder structure
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9.1.3 VMware View Administrator check

VMware View Administrator centralizes the management for the virtual desktops.
To use local VMware ESXi disks for View Storage Accelerator as described in
5.6.2, “VDI Cluster component model” on page 132, you first must ensure that
the related feature is enabled on vCenter.

Complete the following steps to verify that VMware View Administrator is

configured correctly:

1. Open a web browser and enter the following URL:
https://view_connection server IP/admin

Figure 9-17 shows the main VMware Horizon View Administrator page.

VMware Horizon View Administrator sbout | Help | Logout (administraty

Updated 8/14/2013 5:35PM Dashboard

Remote Sessions 0
Local Sessions 0 date 4/2013 5 o]
Problem Desktops 0
Events O o Mo System Health 7] Desktop Status (]
System Health (@ @ (= ¥ View components Desktops
g £ 2 R G 0,
» [ Connection Servers » (1 Preparing
| P | =| Event database
Inventory: | i » (3 Problem Desktops
Y A > . View Composer Servers
Dashboarc N
-y ¥ vSphere components > O Prepared for use
.ﬁ Users and Groups
3
¥ Inventory . Detastores
Pools [l E5 hosts
1 Desktops L g . vCenter Servers
[ Persistent Disks ¥ Other components
#” Thinapps » [l Domains
» Monitoring
b Policies
| v view Configuration
Servers
Product Licensing and Usage
Global Settings
Registered Deskiop Sources
Administrators HEEEEEE Bl
ThinApp Configuration n! = Low on free space
Event Configuration
Datastore wCent... Path Capacity (GB) Free Space (GB)
ESXi02-local-01 vCenter(| /DatacenterA/ESXi02-locz| 930 929
ESXi03-local-01 vCenter( /DatacenterA/ESXi03-locz) 930 925
Management-Shared-01 vCenter(| /DatacenterA/Managemer| 399 247
ESXi04-local-01 vCenter(| /DatacenterA/ESXi04-locz) 930 929
VDI-Shared-01 vCenter(| /DatacenterA/WDI-Sharec| 599 490
ESXi01-local-01 vCenter(| /DatacenterA/ESXi01-locz 930 911

Figure 9-17 Main VMware Horizon View Administrator page
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2. From this page, expand View Configuration in the left pane, and select
Servers. Then, go to the vCenter Servers tab and click Edit, as shown in
Figure 9-18.

VMware Horizon View Administrator About | Help | Logout (administrator)

Remote Sessions : .
: - vCenter Servers Security Servers Connection Servers Transfer Servers
Local Sessions o —

Problem Desktops 0
Events © o Ao
System Health [ @ =

[=]
13 1 1 0 viCenter Server WM Dizsk Space Recla... View Storage Accelera... Provisioning

I Add... | | Edit... | | Remove | IDisabIe Provisioning... | | Enable Pra oning = =

| | vCenter01l.CompanyA.lo v v L
Inventory

£ Dashboard
l % Users and Groups
' ¥ Inventory
Pools
(1 Desktops
o Persistent Disks
‘a. ThinApps
» Monitoring
» Policies
¥ View Configuration
Servers
Product Licensing and Usage
Global Settings
Registered Desktop Sources
Administrators
ThinApp Configuration
Ewvent Configuration

Figure 9-18 VMware View Administrator vCenter Servers tab
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3. On the Edit vCenter Server page, click the Storage tab. Verify that the
“Reclaim VM disk space” and “Enable View Storage Accelerator” options are
selected, as shown in Figure 9-19.

Edit vCenter Server

vCenter Server

Storage Settings

[¥] Reclaim VM disk space

[¥] Enable View Storage Accelerator

Default host cache size: 1024 MB

Hosts

[ ] Show all hosts

Host Cache Size

/DatacenterA/host/Management/esxil| Default

/DatacenterA/host/Management/esxil| Default

/Datacenterd/host/VDI/esxi03 Default

/Datacenterd/host/VDI/esxi0d Default

oK Cancel

Figure 9-19 vCenter settings page

4. Click OK to finish.

9.1.4 Provisioning a full VM image

To successfully provision a full VM, a base operating system image must be
installed and then the resulting VM must be transformed to a VM template.
Before that template is assigned to View Manager, you must make some
customizations in the base operating system to ensure that the resulting VM is
faster in deployment.

Operating system note: The tasks that are described in this book use
Microsoft Windows 7 operating system x64 Professional. Examples assume
that the VM already is sized and installed.
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Compilete the following steps prepare a VM to be ready for full VM provisioning:
1. Install or Upgrade VMware Tools on the VM.

2. Install all Windows operating system updates and service packs.

3. Install all needed applications.
4

Set the control panel and power options to turn off display to Never, as shown
in Figure 9-20. Click Save Changes.

@'\:jv|@ <« Pow.. » EditPla.. - | ¢,| Search Control Panel o

Change settings for the plan: Balanced

Choose the sleep and display settings that you want your computer to use.

[ Tum off the display: Mever Z
% Putthe computer to sleep:

Change advanced power settings

Restore default settings for this plan

[ Save changes ][ Cancel

Figure 9-20 Power options
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5. From the control panel, click Advanced system settings. In the System
Properties window, go to the Advanced tab and click Settings in the
Performance section. On the Visual Effects tab, modify the VM appearance
settings for “Adjust for best performance” as shown in Figure 9-21. You must
click OK twice to return to the control panel.

@uv 18 « AllCo.. »
Control Panel Home

r{g‘ Device Manager

@ Remote settings
rf‘;" System protection
r&i‘ Advanced system settings

See also
Action Center
Windows Update

Performance Information 4
Tools

System Properties =]

[ —— |
Computer Name I Hardwar4| Advanced Hiystem Protection I Remote|

You must be logged on as an Administrator to make most of these changes.

Performance

Visual effects, processor scheduling, memory usage, and virtual memory

User Profiles
Desktop settings related to your logon

Startup and Recovery
System startup, system failure, and debugging information

Environment Variables...

of Windows 7

!Q System

ﬁ Toolbooe orcd Cooet Kdom..

e

Performance Options

Visual Effects | Advanced | Data Execution Prevention

Select the settings you want to use for the appearance|
performance of Windows on this computer,

() Let Windows choose what's best for my computer
() Adjust for best appearance

@ Adjust for best performance

() Custom:

[ Animate controls and elements inside windows
[ Animate windows when minimizing and maximizing
[ Animations in the taskbar and Start Menu

[ Fade ar slide menus into view

[ Fade ar slide ToolTips into view

[ Fade out menu items after dicking

[ Show shadows under mouse pointer

[ Show shadows under windows

[ Show translucent selection rectangle

[ Show windaw contents while dragging

[ slide open comba boxes

[ smooth edges of screen fonts

[ smooth-scroll list boxes

[ Use drop shadows for icon labels on the desktop
[ Use visual styles on windaws and buttons

[ OK J[ Cancel ][

Figure 9-21 Appearance settings: Adjust for best performance

The Virtual Desktop is now ready for deployment.

You can make other Windows operating system optimizations for this base
operating system image for a full VM. For more information about implementing
other operating system-related optimizations, see 9.1.5, “Provisioning a linked
clone virtual desktop image” on page 393.

Optimization: For more information about optimizing Windows 7 and
Windows 8 operating systems, see VMware Horizon View Optimization Guide
for Windows 7 and Windows 8, which is available at this website:

http://bit.1y/1e09kxf
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9.1.5 Provisioning a linked clone virtual desktop image

Linked clone virtual desktops are based on a parent VM snapshot. Therefore,
you must optimize the parent VM before you create the snapshot that you use to
create every linked clone virtual desktop. In addition, there are adjustments to
reduce the size of the operating system disk and to optimize the overall
performance. These adjustments are related to the process that is described in
9.1.4, “Provisioning a full VM image” on page 390 and other specific settings,
which are also applicable to the full VM images.

Consider the following settings or services to review or optimize:

Windows hibernation

Windows disk defragmentation

Windows update service

Diagnostic policy service

Prefetch and superfetch registry key

Windows registry backup scheduled task

System restore

Feed synchronization task

Operating system components or features that are not used

VVYyVYyVYVYVYVYYVYY

Multiple partitions are not supported: Ensure that the parent VM has a
single volume because multiple partitions on the operating system volume are
not supported for linked clones.

Optimization: For more information about optimizing Windows 7 and
Windows 8 operating systems, see VMware Horizon View Optimization Guide
for Windows 7 and Windows 8, which is available at this website:

http://bit.1y/1e09kxf
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9.2 Installing the VMware Horizon View Agent

VMware Horizon View Agent is the component that interacts between the
VMware Horizon View Server infrastructure and the desktop operating system.
You must install the VMware Horizon View Agent in each base image or
template.

Important: Before VMware Horizon View Agent is installed, be sure to have
VMware Tools installed correctly.

The procedure that is used to install linked clone VMs or full VMs is the same.

Complete the following steps to install and setup VMware Horizon View Agent:

1. Mount or copy the base VM the Horizon View Agent executable file, and then
double-click the file to run it, as shown in Figure 9-22.

VMware Horizon View

I Agent

o

¥Mware Product Installation 1

l--I' Freparing "Mware Yiew Agent’ for installation...

| o |

Figure 9-22 Initial VMware Horizon View installation
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2. Click Next in the welcome window, as shown in Figure 9-23.

Welcome to the Installation Wizard for
YMware View Agent

The installation wizard will install Viware Yiew Agent on your
computer, To continue, click Next,

gy > i Copyright @ 1995-2013 YMware, Inc. All rights reserved, This

VMware Horizon View product is protected by U5, and international copyright and

Agent intellectual property laws, YMware products are covered by
one or more patents listed at

htkp: S, viware, com/go/patents,

Product version: 5.2.0-987719 x64 = Back I Mext = I Cancel |

¥Mware Yiew Agent j ﬂ

Figure 9-23 VMware Horizon View Agent welcome window

Next, as shown in Figure 9-24.

i=.§ ¥Mware Yiew Agent k

License Agreement

Flease read the following license agreement carefully,

VMWARE END USER LICENSE AGREEMENT ﬁl

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL
GOVERN YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY
APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLIMG, OR USING THE
SOFTWARE, ¥OU (THE INDIMIDUAL OR LEGAL ENTITY) AGREE TO BE BOUMND BY

THE TERMS OF THIS EMD USER LICEMSE AGREEMENT ("EULA. IF YOI DO
KOT ASREE TO THE TERRMS AF THIS ELIL S SOl ST ROT DAkl mar LI

' T accept the terms in the license agresment

" 1 do not accept the terms in the license agreement

< Back I Mexk = I Cancel |

Figure 9-24 Read and accept the VMware View Agent License Agreement
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4. Keep the Custom Setup features at their default settings by clicking Next, as
shown in Figure 9-25.

i’é‘- ¥Mware Yiew Agent

Custom Setup

Select the program Features you want installed,

Click on an icon in the list below ko change how a feature is installed.,

...... nt -
USE Redirection

View Composer Agent
Wirtual Printing

wiZenker Operations Mar
PCaIP Server This feature requires 178ME on your hard
% ~| PCalP Smartcarc— drive, It has & of 6 subfeatures selected.
E The subfeatures free up 2143KE on your

- | VMware Audin - hard drive.
2| i | i
Install to:

Ci\Program FilesiYMwarelviware ViewlAgent) Change... |
Help | Space | < Back I Mext = I Cancel |

Figure 9-25 Custom Setup program features

Feature Description
WMware Yiew Agent

5. Click Install to begin the installation process, as shown in Figure 9-26.

i'é‘- ¥Mware ¥iew Agent ﬂ

Ready to Install the Program

The wizard is ready to begin installation,

Wlware View Agent will be installed in:
C:\Program Files\YMwareliMware ViewAgent)

Click Install to begin the installation or Cancel to exit the wizard,

< Back I Install I Cancel

Figure 9-26 Begin installation
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6. When the installation process ends, click Finish, as shown in Figure 9-27.

Installer Completed

The installer has successfully installed YMware View Agent.
Click Finish to exit the wizard,

WMware Horizon View

Agent

= Back I Finish I Carnce| |

Figure 9-27 VMware Horizon View agent: Installation completed

7. When you are prompted for a reboot, click Yes, as shown in Figure 9-28.

i‘é ¥Mware Yiew Agent Installer Information ll

B You must restart your system For the configuration
changes made ko Wiware View Agent to take effect,

= Click fes to restart now or Mo if you plan ko restart
later.

Figure 9-28 Reboot

If users play full-screen videos for a better multimedia user experience, you must
optimize the VM NIC to use all the bandwidth for multimedia contents after VM
reboots.

Verify on the VM registry that the following key is present:
HKLM\System\CurrentControlSet\Services\Afd\Parameters
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The key should contain a REG_DWORD FastSendDatagramThreshold with a
value of 1500, as shown in Figure 9-29.

%" Registry Editor o =]
File Edit WYiew Favaorites Help
] B | services o] [ mame e [ Data
[l 1 MET CLR Data | REG_SZ {value nat set)
B L) NET CLR Netwarking REG_DWORD  0x000005dc (1500)
[~ | MET Data Provider for
[~ | MET Data Provider For
- | MNETFramework
[ {6D90452E-94%4-41A%

----- J 1394chi
[ | ACPI
----- . AcpiPmi
) L adp@
) | adpahci
) | adpu3z0
|- | adsi
3|
]

Frm W B e R e W

| AeLookupSve

. AFD

----- . Enum

o Parameters

..... aln =
1| | _>|_I 1| |

|C0mputer'l,HKE\"_LOCAL_MACHINE'l,S\"STEM'l,CurrentControlSet'l,services'l,AFD'l,Parameters

[

sz

Figure 9-29 Datagram threshold

If the registry key is not present, you can find information about how to implement
the necessary registry modifications on the VM at this website:

http://support.microsoft.com/kb/235257

Consider changing or disabling all features and services on this base operating
system image that might use processor or memory resources, even if the VM is
idle for a long time. For example, you might consider features, such as disk
defragmentation, prefetch and superfetch, system restore points, and
hibernation.

9.3 Configuring active directory policies

You can configure each user and each active directory computer object by using
a group policy object (GPQ). The organizational unit (OU) to which this GPO
refers is the OU that was created in Chapter 7, “Deploying VMware Horizon View
infrastructure” on page 277.
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When you install View Connection Server, several component-specific Group

Policy Administrative (ADM) template files are also installed. You can optimize
and secure desktops by adding the policy settings in these ADM template files to
apply a new GPO in the VDI OU in the active directory. The new GPO is applied
on the desktop startup and when users log in.

The ADM template files are installed in the following directory on View

Connection Server:

C:\Program Files\VMware\VMware View\Server\extras\GroupPolicyFiles

Table 9-1 lists the details about each ADM template file.

Table 9-1 ADM template files list

Template File

Template Name

Purpose

vdm_agent.adm

View Agent configuration

Authentication and
environmental
components for View
Agent

vdm_cTient.adm

View Client Configuration

Policy settings that are
related to View Client
configuration

vdm_server.adm

View Server Configuration

Policy settings that are
related to View Connection
Server

vdm_common.adm

View common
configuration

Policy settings that are
common to all View

Management configuration

components
pcoip.adm PColP session variables Policy settings that are
configuration related to the PColP
display protocol
viewPM.adm View Persona Policy settings that are

related to View Persona
Management

Based on your current active directory environment, you might choose to add
one or more ADM templates to your existing GPOs.
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9.3.1 Configuring View Persona Management active directory

policies

With View Persona Management, you can configure user profiles that are
dynamically synchronized with a remote profile repository. View Persona
Management expands the functionality and improves the performance of

Windows roaming profiles but does not require Windows roaming profiles to
operate.

With viewPM. adm administrative template, you can configure group policy settings
to enable View Persona Management and control various aspects of View
Persona Management.

To set up View Persona Management correctly, you need access to the following
components:

» A viewPM.adm administrative template file
» Domain controller where you can configure GPOs
» File server where you can store domain user’s profile files

Compilete the following steps to enable and configure VMware View Persona
Management to point to a network share for storing user’s profiles:

1. Connect to your file server and create a network share that is named
Profiles, as shown in Figure 9-30.

:i‘ru Server Manager (FS01)
El 5 Roles
=] _5,;, File Services
= fg;: Share and Storage Man
= Disk Management
2] Eﬁ Features
H _j Diagnostics
H fﬁ’j Configuration

Share and Storage Management

Shares |\|’olumes I
5 entries

| share Ma... | Protocol | Local Path | Quota | File Ser... | Shado... | Frees... |

= Protocol: SMB (5 items)

El (=5 storage @s  ADMINS SMB C\Windows 17.1GB
‘\(_-@; Windows Server Backup @ Cs SME ch 171GE
=F Disk Management

=l IPCS SMB =
@ P SMB B 99.9GB
B Profiles ):\Profiles 99.9GEB

Figure 9-30 Shared folder for user Profiles

Important: The file server must be reachable by the desktops to apply the
correct users profiles.
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2. Connect to your domain controller and copy the administrative template file
viewPM.adm from the VMware View Connection server to your domain
controller, as shown in Figure 9-31.

. View adm templates 1)

-
‘K A | s lEE i Al > i I Search View adm templates
Organize v  Indudeinlibrary +  Sharewith +  MNew folder He= E;l
=) i 5 E
<% Favorites MName Date modified | Type | Size
B Desktop | viewPM.adm 1/22/20137:27PM  ADM File 9
4 Downloads

L
15l Recent Places

4 Libraries
%/ Documents
J'r‘ Music
[E5] Pictures

BF videos LI

l 1 item

Figure 9-31 Local copy of View Persona Management ADM file
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3. On the Domain Controller, open Group Policy Management by clicking
Start —» Administrative Tools — Group Policy Management, as shown in
Figure 9-32.

. Remote Desktop Services 3
i Active Directory Administrative Center
=2/ Active Directory Domains and Trusts
4 Active Directory Module for Windows PowerShell
[ Active Directory Sites and Services
j Active Directory Users and Computers
2/ ADSIEdit
© oo
A Computer Management
OO | = View adm templates Data Sources (ODBC)
Organize ¥  Indudeinlibrary +  Share with ?‘ D
i, DNS
Event Viewer
L 2L Group Policy Management
= & iSCSI Initiator
- = Local Security Policy
Piieae s (%) Performance Manitor
=, Security Configuration Wizard
Documents i Server Manager
. Services
Computer ‘32| Share and Storage Management
-4 Storage Explorer
System Configuration
((5) Task Scheduler
@9 Windows Firewall with Advanced Security
Devices and Printers (3] Windows Memory Diagnostic
E Windows PowerShell Modules
L @ Windows Server Backup

Isers and

pgement
Metwork

Control Panel

Help and Support

Run...

S li_;]J Log off >|

Figure 9-32 Open Group Policy Management
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4. Right-click the VDI organizational unit and select Create a GPO in this
container, and link it here, as shown in Figure 9-33.

_é Group Policy Management
= _i\‘ Forest: companyA.local
Bl (5 Domains
B 3 company.local
Default Domain Policy
Domain Controllers

VDI
Linked Group Polic|

Link Order|

Create a GPO in this domain, and Link it here. ..

Link an Existing GPO...
Block Inheritance

Wb

E ste Group POIIC?' Mf:dellng Nzard...
.E Sites Mew Organizational Unit

Group Polic  yigw

1t Group Polic e Window from Here

Delete
Rename
Refresh

Properties

Help

Figure 9-33 Create GPO

5. Name the GPO as shown in Figure 9-34 and then click OK.

newcro x|
Name:
I\c"lew Persona Manager Policy
Source Starter GPO:
I{none} j
ok | Cancel |

Figure 9-34 GPO name
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6. Right-click the newly created GPO and select Edit, as shown in Figure 9-35.

|5 Group Policy Management View Persona Manager Policy
= i Forest: companyA.local E— | 2 = =
B [ Domains pe | Details I Settings I Delegation I

B Z3 company.local Links

s Default Domain Policy Display links in this location: Icompan‘)’A.|DCE|

Domain Controllers
The following sites, domains, and OlUs are linked to this GF

| VoI
| Erf
No

w Persona Manager Policy

Users Enforced

=t Group Policy Objects w Link Enabled
¥ WMI Filters Save Report...
] Starter GPOs
4 Sites L2 k

MNew Window from Here

I g Group Policy Modeling
¥ G Policy Results
1+ Group Policy Resu i
Rename
Refresh
Help
e SEmmgE T Ime o0 can only apply to the following grol
Name =~

B2, Authenticated Users

Figure 9-35 Edit GPO

7. Click Computer Configuration — Policies. Right-click Administrative
Templates and select Add/Remove Templates, as shown in Figure 9-36.

|=] View Persona Manager Policy [DCO1.Ct B Administrative T¢
[l {4 Computer Configuration
E M Bolces _ Select an item to view its d
_| Software Settings
_| Windows Settings
Bl Administrative Teo
“| Preferences Add/Remove Templates. ..
B 4% User Configuration Filter On
| Policies Filter Options. ..
~| Preferences Re-apply Filter
All Tasks 3
View 3
Export List...
Help
|

Figure 9-36 Adding a template to a GPO
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8. On the Current Policy Templates window, click Add, as shown in Figure 9-37.

Add/Remove Templates ﬂ

Curmrent Policy Templates:

Name | Size | Modified |

Add... | Remove | Close

Figure 9-37 Current Policy Templates window

9. Select the folder where you previously saved the view_PM.adm file and click
Open, as shown in Figure 9-38.

ﬁ Policy Templates

_ x|
oy : - -
)l '\ ) | - v View adm templates % m I Search View adm templates Q

Organize *  MNew folder e E;l @
D Name * | Date modified | Type
B Desktop B viewrM.adm 1/22/20137:27PM  ADM File
& Downloads

151l Recent Places

9 Libraries
'3 Documents
J‘- Music
[ Pictures

EF videos

‘i, Computer
G‘ﬂ MNetwork

1| | i

File name: IViewPM.adm j IPoIicyTempIates j

Open I Cancel |

Figure 9-38 Load the ADM template
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10.0n the Add/Remove Templates window, click Close, as shown in Figure 9-39.

AddfRemove Templates 1 ﬂ
Curmrent Policy Templates:
Mame | Size I Modified |
(=l ViewPM IBKB  1/22/2013 827 ...
Add... | Femove | Close

Figure 9-39 Templates added list

11.Click Administrative Templates —» VMware View Agent Configuration —
Persona Management, as shown in Figure 9-40.

_‘f View Persona Manager Policy [DCO1.COMPANYA.LOCAL] Polic
=5 Computer Configuration
= [ Polides
| Software Settings
Windows Settings
~| Administrative Templates: Policy definitions (ADMX
| Control Panel
| Metwork
| Printers
| System
| Windows Components
| Classic Administrative Templates (ADM)
[ ] VMware View Agent Configuration
= || Persona Management
~| Roaming & Synchronization
~| Folder Redirection
| Desktop LI
| Logging
_ All Settings

Figure 9-40 Persona Management ADM Policy

0O&HME|

HELaLs

OEH
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12.Select Roaming & Synchronization in the left pane, then double-click
Manage User Persona in the right pane, as shown on Figure 9-41.

_L* View Persona Manager Policy [DC01, COMPANYA.LOCAL] Policy
= 3‘- Computer Configuration
=[] Polides
_| Software Settings
| Windows Settings
Administrative Templates: Policy definitions (ADMX, f
| Control Panel
| Metwork
| Printers
| System
| Windows Components
| Classic Administrative Templates (ADM)
E [ YMware View Agent Configuration
[=l || Persona Management
| Roaming & Synchronization
| Folder Redirection
| Desktop UL
“| Logging
__ All Settings

0 & H |

M H |

OEH

Setting

n Manage user persona
|i=] Persona repository location

|=] Remove local persona at log off

Roam local settings folders

Files and folders to preload

Files and folders to preload (exceptions)
Windows roaming profiles synchronization
Windows roaming profiles synchronizat. ..
Files and folders exduded from roaming

Enable background download for laptops
Folders to background download

|i=| Folders to background download (exce...
|i=] Excluded Processes

[ree] [ [eve) [ [ e ) e e e

Files and folders exduded from roaming...

State
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured

Figure 9-41 Manage user persona
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13.Select the Enabled option and then click OK, as shown in Figure 9-42.

s_!Manage user persona i

_olx|
Ei Hanaoe e ieeeohs Previous Setiing Next Setting |
£~ Mot Configured Comment: =]
& Enabled
(" Disabled [}
Supported on: ;I
Options: Help:
Profile upload interval (in minutes): When enabled, the user's persona will be managed dynamically. ;I
When disabled, the user's persona will be managed by Windows.
|10 3: The profile upload interval is used to determine how often to
upload persona changes to the network.
oK I Cancel | Apply |

Figure 9-42 User persona GPO
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right pane, as shown in Figure 9-43.

= [ Polides
| Software Settings
| Windows Settings
Administrative Templates: Policy definitions (ADMX
| Control Panel
1 Network
| Printers
| System
| Windows Components
| Classic Administrative Templates (ADM)
B[] VMware View Agent Configuration
[= [ | Persona Management
| Roaming & Synchronization
| Folder Redirection
| Desktop UI
[ Logging
5 All Settings

B oE L

0 &M

B Group Policy Management Editor =101 x|
File Acton View Help

e 2ml=2HET

_'j View Persona Manager Policy [DC01.COMPANYA,LOCAL] Policy | Setting State

El & Computer Configuration i=| Manage user persona Enabled

Remove local persona at log off
Roam local settings folders

Files and folders to preload
Files and folders to preload (exceptions)
Nindows roaming profiles synchronization
Windows roaming profiles synchronizati. ..
Files and folders exduded from roaming
Files and folders exduded from roaming. ..
Enable background download for laptops
Folders to background download

Folders to background download {exce...
Exduded Processes

Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured
Mot configured

Figure 9-43 Persona repository location GPO
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15.Select Enabled and complete the full path to the share that you created
earlier, as shown in Figure 9-44. Click OK.

=T
E Perscna repository location Previous Setting MNext Setting
£~ Mot Configured Cormment: -
' Enabled
(" Disabled El
Supported on: |
Options: Help:
Share path: [\\fsO1\profiles The UNC path to the repository where user personas will be ;I
stored.
Cwerride Active Directory user profile path if itis ’ . ;e B c g
configured, If this path is left blank, the user profile path in Active Directory
will be used.
oK I Cancel | Apply |

Figure 9-44 Persona profiles path

16.Close the Group Policy Editor Console.
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17.Right-click the View Persona Management Policy and select Enforced, as
shown in Figure 9-45.

7 =
& Group Policy Management

View Persona M
= _ﬁ Forest: companyA.local

B (£ Domains HiEE | Details I Sett
B 33 company.local Links
sz Default Domain Palicy Display links in this loc]
2 | Domain Controllers
= [=] vDI The following sites, dol
,.é View Persona Manager Poli ;
[ |2 Computers Edit... H
[# [Z] Users v E.nﬁ::roed
=t Group Policy Objects v Link Enabled
- WMI Filters Save Report...
he ] Starter GPOs View “
+# [[7 Sites :
o MNew Window from H
sE% Group Policy Modeling el bR
1+ Group Policy Results Delete
Rename
Refresh
Help
[ SR e T

Figure 9-45 Policy enforced

9.3.2 Allowing a connection to a remote desktop users group policy

To allow connection to the remote desktop, you must create a domain policy to

automatically add the specific group of users (standard users or VIP users) to the
local virtual desktop remote desktop users.
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Complete the following steps to create the GPO:

1. Connect to a domain controller and create a policy or edit an existing policy.

2. In policy editor, expand Computer Configuration. Then, click Policies —
Windows Settings — Security Settings. Right-click Restricted Groups, as

shown in Figure 9-46, and select Add Group.

[l 4 Computer Configuration
=[] Polices
| Software Settings
=[] Windows Settings
_| Name Resolution Policy

= 5?_:_:I S_ecurity Settings
5 Account Polides

j Event Log
EYRestricted Groups

[ Wired Network (IE
~| Windows Firewall v
| Metwork List Mana
_;ag Wireless Network
~| Public Key Polidies
_| Software Restricti

: Local Remote Desktop Users [DCO1.COMPANYA.| |
|| Scripts (Startup/Shutdown)

] 0
System 5
z Risgis:y St Add Group...

Export List...

L‘ﬁ'l@

ooy
Faste

View

Help

Figure 9-46 Add Group

3. On the Add Group window, click Browse. Then, on the Select Groups
window, enter Remote Desktop Users and click Check Names, as shown in
Figure 9-47. When the object name is underlined, click OK.

From this location:

Select this object type:
IGmups or Built4n security principals Object Types... |

|companya'-’\.local

Enter the object names to select (examples):

Locations...

Bemote Desktop Users

Advanced... |

i

Figure 9-47 Group query

4. Click OK to close the Add Group window and return to Group Policy editor.
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5. Double-click Remote Desktop Users in the group policy editor and add both
Standard Users and VIP users to the group, as shown in Figure 9-48.

=10} x|
File  Action View Help
__’ Local Remote Desktop Users [DCO 1.COMPANYA.| & | Group Mame +
=l #%l Computer Canfiguration 82 Remote Desktop Users Configure Membership for Remote Desktop Us... |
= [ Policies
| Software Settings Members of this group:
B[] Windows Settings COMPANYAMStandard Users Add. . |
~| Name Resclution Policy COMPANYANWIP Users
=] Scripts (Startup/Shutdown) Fermove |

= —:|‘_:_|| Security Settings

__;::| Account Polices

__._j Local Policies

__._j Event Log
4, Restricted Groups
A System Services
& Registry

B EH

This group is & member of

g File System Add... |
1] Wired Network (IEEE 802.3) 1
_| Windows Firewall with Advan Femove |

Figure 9-48 Add Remote Desktop Users

6. Click OK and close Group Policy Editor.
7. Reboot the virtual desktops to apply the policy.

9.4 VMware View Manager and desktop pools

VMware View Manager is the main web-based interface to interact with virtual
desktops. It contains all of the settings and the automation scripts to interact with
VMware Composer to create linked clone virtual desktops or with vCenter to
create full virtual machine desktops.

9.4.1 Configuring Event DB

When installed, VMware View Manager does not have any Event DB configured.
Therefore, there is no record at all of events, apart from those tasks that can be
monitored by using the Tasks view. For example, there is no history on overnight
scheduled power off and power-on tasks or if a specific virtual desktop had
issues.

Complete the following steps to configure the Event DB:

1. Create an SQL DB on your existing SQL server. You can use the same SQL
server that was used for the Composer database.

2. Log on to the VMware Horizon View Administrator web interface.
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3. In the VMware Horizon View Administrator main window, expand View
Configuration in the left pane and select Event Configuration, as shown in
Figure 9-49. Click Edit in the right pane under Event Database.

VMware Horizon View Administrator

Updated 8/19/2013 9:22 AM ,,—:é‘l Event Configuration

Remote Sessions 0

Local Sessions 0 Event Database

Problem Desktops 0 e —

Events © o0 Ao |L|

System Health [l @ (= No database has been defined, events will not be recorded.

13 A o 0 Click 'Edit..." to specify a database server.

Inventory Event Settings

63 Dashboard Event settings cannot be configured until a database server

has been specified.
% Users and Groups

¥ Inventory
Pools
£ Desktops
o) Persistent Disks
.‘0 ThinApps
> Monitoring
» Policies
¥ View Configuration
Servers
Product Licensing and Usage
Global Settings
Registered Desktop Sources

Administrators

ThinApp Configuration

Ewvent Configuration

Figure 9-49 Event Configuration
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4. Complete the Event DB-related information, as shown in Figure 9-50. Click

OK.

Edit Event Database

Database server:

Database type:
Port:

Database name:
User name:
Password:
Confirm password:

Table prefix:

MS5QLO1

| Microsoft SQL Server | |

1433

ViewEvent

vpxuser

| ok || cancel |

Figure 9-50 Event DB connection

The Event DB is now configured.
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9.4.2 Provisioning a linked clone virtual desktop

Note: Before you provision a linked clone virtual desktop, follow the steps that
are described in 9.1.5, “Provisioning a linked clone virtual desktop image” on
page 393.

To provision a linked clone VM, follow these steps:

1. Shut down the linked clone VM from the vSphere client by selecting the linked
clone VM (LCVM) and then clicking Power — Shut Down Guest, as shown in

Figure 9-51.
B (5 vCenterdl.companyA.local
B |y DatacenterA s L L
=] Iﬁ Management e s Resource Allocation | Peformance | Tasks & Events | Alarms | Console | Permissions | Maps | Storage V|
B esxiot
B esxinz General Resources
&5 CMP101 Guest O.S: Microsoft Windows 7 (64-bit) Consumed Host CPU:
) ;SDI VM Version: 8 Consumed Host Memory:
& oco CPU: 4vCPU Active Guest Memory:
3 Fs01 Memory: 4096 MB Refi
% MCSSQtLG[;ll Memory Overhead: 58,15 MB Provisioned Storage:
vCenter
= Iﬁ VOl VMware Tools: & Running (Current) MNot-shared Storage:
0 esxi03 IP Addresses: 169.254.204.88 View all Used Storage:
0 esxiod Storage » | Status | Dr
&3 FWYM DNS MName: LCvM B Ewi03-local-01 & Normal Ng
s [Cvh EVC Mode: N/A i VDI-Shared-01 & Normal Ng
| Power 2 Power On Ctrl+B ——
Guest 4 Power Off Ctrl+E S
Snapshot » Suspend Ctrl+Z .etwork - z T\rpe.
@ Open Console - CtrlsT - dpgPublic20 Distributed port grou|
S [ i |
Edit Settings... Shut Down Guest Ctrl«D |
£ Migrate... Restart Guest Ctrl+R Storage Profiles
EP Clone...
Template » WM Storage Profiles:
Profiles Compliance:
Fault Tolerance 3
WM Storage Profile 3
Add Permission... Ctrl+P
Alarm 3
Report Performance...
Recent Tasks Refame Mame, Target or Status contain
Name Open in New Window...  Ctrl+Alt+N us | Details | Tnitiated by |
Remove from Inventory
Delete from Disk
4| i

Figure 9-51 Shut down the linked clone VM
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2. When you are prompted to shut down the operating system VM, click Yes, as
shown in Figure 9-52.

Confirm Shutdown - [H‘*’-J

h Shut down the guest operating system of the virtual machine 'LCVM'?

w |[%]

Figure 9-52 Confirmation message

3. Take a snapshot of the linked clone VM (LCVM) by selecting Snapshot —
Take Snapshot, as shown in Figure 9-53.

= 6y oI VMware Tools: @ Mot running (Current) Tot-share]
) IP Addresses: Used Stor
B esxi03
B esxind Storage
3 FuM DMS Mame: B vo
Lc a EVC Mada: RLIA
& |__‘ Power 3
d Off 4
Guest 3 R—
| Snapshot L | @l Take Snapshot... |etwork
= Open Console 3l Revertto Current Snapshot H drg
Edit Settings... ﬁ Snapshot Manager... .
E@ Migrate... Consolidate
X Storag
Upgrade Virtual Hardware
EP Clone... WM Storage
Template 4 Profiles Co
3
Fault Tolerance 3
WM Storage Profile 3
Add Permission... Ctrl+P
Alarm 3 # Edit
Recent Tasks Report Performance...
Name Rename itus | Details
¥ nitiate guest 05 Open in New Window...  Ctrl+Alt+N Completed
? ?eco nfi_gun? ‘_"irt!" Remove from Inventory Comp!a:ec!
| — l Delete from Disk L]

Figure 9-53 Take snapshot
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4. Complete the VM snapshot information, as shown in Figure 9-54. Click OK.

é‘; Take Virtual Machine Snapshot @ﬂu

—MName

|Lcvm-Parent v

—Description

Parent YM Snapshot for Linked-Clone virtual desktops.

Figure 9-54 Snapshot name and description

5. Log on to the Horizon View Administrator console. Click Inventory on the left
pane and then click Pools. Click Add under Pools in the right pane, as shown

in Figure 9-55.
VMware Horizon View Administrator About | Help | Logout (administrator)
Remote Sessions
Local Sessions 0 [ o ST |
T = | Add... [l] | | Delete... | | Entitle | | v Status | | ~ Folder | | ~ More Comma
Events © o0 A o |
System HealtHill @ (= Filter ~ Find || Clear | | Folder: | All | v Al
] 131 1 0 |
| (s} Dizplay... Type Source  User Assi... vCenter Server Entitled Enabled S¢
. Inventory I
£2 Dashboard

% Users and Groups
| ¥ Inventory

[ rocls

£ Desktops
o) Persistent Disks
‘1’ ThinApps

» Monitoring

» Policies

» View Configuration

Figure 9-55 Pools main window
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6. Select the Automated Pool option and then click Next, as shown in

Figure 9-56.

Add Pool

Pool Definition
Type

Setting

Type

(=) Automated Pool
() Manual Pool

Eﬁ () Terminal Services Pool

Automated Pool

An automated pool uses a
vCenter Server template or virtual
machine snapshot to generate
new desktops. The desktops can
be created when the pool is
created or generated on demand
based on pool usage.

Supported Features
¥ vCenter virtual machines

Physical computers, blade
PCs

Microsoft Terminal Server
View Composer
Local Mode

PCoIP

AT S Y

Persona management

| Next > || cancel |

Figure 9-56 Define the pool type
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7. Select Floating, as shown in Figure 9-57. Click Next.

Add Poaol 3

Pool Definition User assignment

Type () Dedicated Floating assignment

User Assignment Users will receive desktops picked
v randomly from the pool each time
Setting they log in.

Supported Features

+ View Composer
Local Mode

v PColP

+ Persona management

| <Back || Next> || Cancel |

Figure 9-57 Define user assignment type
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Select the View Composer linked clones option and then click Next, as

shown in Figure 9-58.

Add Pool

Pool Definition
Type
User Assignment
vCenter Server
Setting

vCenter Server
(_) Full virtual machines
(=) View Composer linked clones

vCenter Server View Composer

vCenter0l.CompanyA.local( vCenter0l.CompanyA.local
Administrator)

Description: |None

View Composer

View Composer linked clones
share the same base image and
use less storage space than full
virtual machines.

The user profile for linked clones
can be redirected to persistent
disks that will be unaffected by
0S updates and refreshes.

Supported Features
Local Mode
PColP

Storage savings

Recompose and refresh

L T T S

QuickPrep guest
customization

+ Sysprep guest customization
(wvSphere 4.1 or higher)

¥ Persona management

| <Back || Next> || Cancel |

Figure 9-58 Define type of virtual desktop
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9. Complete the information about the pool, as shown in Figure 9-59. Click Next.

Add Pool - LCVM G
Pool Definition Pool Identification

nne ID: LCVM i}

User Assignment

The pool ID is the unigue name

vCenter Server Display name: Standard User Pool used to identify this pool.
Setting View folder: | I o Display Name

Pool Identification . .

Pool Settings Description: The display name is the name

that users will see when they

Provisioning Settings connect to View Client. If the

View Composer Disks display name is left blank, the ID
Storage Optimization will be used.
vCenter Settings View Folder

Advanced Storage Options

s View folders can organize the
Guest Customization

pools in your organization. They
can also be used for delegated
administration.

Description

This description is only shown on
the Settings tab for a pool within
View Administrator.

| «Back || Next> || Cancel |

Figure 9-59 Pool information
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10.Adjust the required pool settings, as shown in Figure 9-60. Click Next.

Add Pool - LCVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization

Pool Settings

General

State:

Connection Server
restrictions:

Remote Settings

Remote Desktop Power
Policy:

Automatically logoff after
disconnect:

Allow users to reset their
desktops:

Allow multiple sessions per
user:

Delete or refresh desktop
on logoff:

Remote Display Protocol

Default display protocaol:

Allow users to choose
protocol:

3D Renderer:

Max number of monitors:

Mazx resolution of any one
maonitor:

HTMI _Arracc:

[ Enabled - |

MNone | Browse...

| Téi{e no power a&ibn
| Immediately | ¥ |

| No -

No -

Never

[ pcorp =

.NO -

[ Disabled

.2v.

May require power-cycle of related virtual machines

[ 1920x1200 |+

May require power-cycle of related virtual machines

] b

< Back

Next =

Cancel

Figure 9-60 Pool settings
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11.Set up a virtual desktop naming convention by following the example that is
shown in Figure 9-61. Click Next.

Add Pool - LCWM i
Pool Definition Provisioning Settings
Type Basic Naming Pattern
User Assignment ¥ Enable provisioning Virtual machines will be
vCenter Server _ L named according to the
Setting [ stop provisioning on error specified naming pattern.
Pool Identification Virtual Machine Naming By defaut, MiEw: ManJner
appends a unigue number

Pool Settings

P - () Specify names manually to the specified pattern to
Provisioning Settings | ————— provide a unigue name for

each virtual machine.

Start desktops in maintenance mode To place this unique

number elsewhere in the
pattern, use '{n}". (For
(=) Use a naming pattern example: vm-{n}-sales.).

Naming Pattern: LCVM-{n}-STDUSR The unique number can

also be made a fixed

Pool Sizing length. (For example: vm-
Max number of desktops: 20 {n:fixed=3}-sales).
MNumber of spare (powered on) desktops: 2 See the help for more

s — naming pattern syntax
Minimum number of ready (provisioned) o options.
desktops during View Composer maintenance
operations:

Provisioning Timing
(=) Provision desktops on demand

Min number of desktops: 1
() Provision all desktops up-front

| <Back || Next> || cancel |

Figure 9-61 Provisioning settings

424 Implementing VMware Horizon View on IBM Flex System



12.Accept the default options for the View Composer Disks settings as shown in

Figure 9-62 by clicking Next.

Add Pool - LCVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings

View Composer Disks

Disposable File Redirection

(#) Redirect disposable files to a non-persistent disk
Disk size: m MB (minimum 512 MB)
Drive letter: | Auto |w .

(_J) Do not redirect disposable files

Advanced Storage Options

Guest Customization

Disposable File
Redirection

Use this option to
redirect disposable
files to a non-
persistent disk that
will be deleted
automatically when a
user's session ends.

Next = || Cancel

Figure 9-62 View Composer disposable disks
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13.Accept the default settings for the Storage Optimization options as shown in
Figure 9-63 by clicking Next.

Add Pool - LCVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Poaol Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization

Storage Optimization

Replica disks
[ ] select separate datastores for replica and 05 disk.

Select Replica Disk Datastores

A\ Fast NFS Clones |

disk.

will be unavailable if the
Replica disks are stored separately from the OS5

Storage Optimization

Storage can be optimized by
storing different kinds of data
separately.

Replica disks

This option enables control
over the placement of the
replica that linked clones use
as their base image.

It is recommended that a high
performance datastore be
chosen for these images.
Depending on your hardware
configuration, storing replicas
on a separate datastore

||| might create a single point of
failure.

| <Back || Next> || Cancel |

Figure 9-63 Storage optimization
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14.Use the vCenter Settings page (as shown in Figure 9-64) to set several
vCenter settings. To change the settings, click Browse to the right of the
setting that you want to change.

Pool Definition vCenter Settings

Type Default Image
User Assignment

viCenter Server
Setting -
Pool Identification | |
Pool Settings
Provisioning Settings
View Composer Disks | ! : |
Storage Optimization
vCenter Settings Resource Settings

Parent VM: | ; Wse | Elrowse...i

Virtual Machine Location

< Back Cancel

Figure 9-64 vCenter settings page
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When you are changing vCenter settings, make the following changes:

a. For the Parent VM setting, select the LCVM name and path, as shown in

Figure 9-65, and click OK.

Select Parent VM

Select the virtual machine to be used as the parent VM for this desktop pool

[] show all parent VMs Filter - ; Flnd ; Cl_ee_l_r &
Name Path
LCVM /Datacenterd/vm/LCVM
ok || cancel
Figure 9-65 Select parent LCVM name and path
b. For the Snapshot details, enter the Snapshot file details as shown in
Figure 9-66 and click OK.
Select default image
Parent VM: /DatacenterA/vm/LCVM
Snapshot:
Snapshot Details =
Snapshot Time created Description Path Published
LCVM-Parent VMe 8/15/2013 11:40: Parent VM Snapsh /LCVM-Parent VMe No

OK

Cancel

Figure 9-66 Snapshot file details
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Enter the VM folder location as shown in Figure 9-67 and click OK.

VM Folder Location

Select the folder to store the VM

v & DatacenterA

Bl Discovered virtual machine

M Standard Users - LCWVM

OK || Cancel |

Figure 9-67 VM folder location
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d. Select the VDI Cluster location as shown in Figure 9-68 and click OK.

Host or Cluster
Select a host or a cluster on which to run the virtual
machines created for this pool.
&
¥ DatacenterA
@ Management
| ok || cancel |

Figure 9-68 VDI Cluster selection

e. Select the VDI pool as shown in Figure 9-69 and then click OK.

Resource Pool

Select a resource pool to use for this desktop poaol.

&

| oK H Cancel |

Figure 9-69 Select a resource pool
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f. Select the two ESXi SSD local data stores, as shown in Figure 9-70. Click

OK.
Select Linked Clone Datastores
Select the linked clone datastores to use for this pool. Only datastores that can be used by the selected host or
cluster can be selected.
[¥] Show all datastores (including local datastores) (2 Local datastore B Shared datastore &
Datastore Capacity (GB) Free (GB) Type Storage Overcommit 2
™ ESXi03-local-01 &= 930.25 880.16  VMFS Conservative | v
5
™ ESXi04-local-01 &= 930.25 883.44  VMFS Conservative | v
5
| B vDI-Shared-01 599.75 498.79 VMFS
Ey
Data Type Selected Free Space (GB) Min Recommended (GB)] 50% utilization (¢ Max Recommended {
Linked clones 1,763.60 108.00 129.00 154.00
| ok || cancel |

Figure 9-70 Select linked clone data stores
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15.0n the main wizard page, click Next. When you are prompted with a warning
message about the pool configuration (as shown in Figure 9-71), click OK.

Warning

Please ignore this if the pool is configured on a single ESXi
host or a cluster that contains a single ESXi host, in such
cases linked clones can be stored on a local datastore
without constraints.

In other cases, storing linked clones on a local datastore
imposes the following restrictions:

1)VMotion, VMware High Availability, and vSphere
Distributed Resource Scheduler (DRS) are not supported.

2)A View Composer replica and linked dones cannot be
stored on separate datastores if the replica is on a local
datastore.

32)On an ESXi cluster with multiple hosts, a local datastore
attached to one host is by default not accessible to other
hosts in the cluster. If replicas, linked clones, or persistent
disks are stored on local datastores in a multiple-host
cluster without other mechanisms to enable data
synchronization, View Composer operations (provisioning,
recompaosing, rebalancing, or managing persistent disks)
might fail.

oK Cancel

Figure 9-71 Warning message
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16.0n the Advanced Storage Options page, verify the settings as shown in
Figure 9-72. Click Next.

Add Pool - LCVM B
Pool Definition Advanced Storage Options ry
iypa Based on your resource selection, the following features are View Storage
User Assignment recommended. Options that are not supported by the selected hardware Accelerator
vCenter Server are disabled.

vSphere 5.x hosts can

Setting ) be configured to
P e incation [¥] Use View Storage Accelerator improve performance
. . —_——— by caching certain pool
PooI.S.ettfngs ) Disk Types: 05 disks |~ data. Enable this
Provisioning Settings - option to use View
View Composer Disks Regenerate storage accelerator 7 Days Storage Accelerator for
Storage Optimization after: this pool. View Storage

Accelerator is most

vCenter Settings useful for shared disks

Advanced Storage Options . that are read
Guest Customization E frequently, such as
View Composer 0S5
z disks.
Initiate reclamation when unused l:l GB Native NFS Snapshots
space on VM exceeds: (VAAT)

WAAI (vStorage API for
Blackout Times Array Integration) is a
hardware feature of
certain storage arrays.
It uses native

Storage accelerator regeneration and VM disk space reclamation do not
occur during blackout times. The same blackout policy applies to both

operations. snapshotting
—— technology to provide
| Add.. | linked clone
functionality. Choose
Day Time this option only if you

have appropriate
hardware devices.

Disk Space
Reclamation

With vSphere 5.x,

wirtuial machines can he

| <Back || Next> || Cancel |

Figure 9-72 Advanced Storage Options page
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17.In the Guest Customization page, click Browse to the right of the AD
container field, and then select the linked clone VM QU (in this example,
0U=LCVM,0U=Computers,0U=VI), as shown on Figure 9-73.

Browse...

&

¥ CompanyA.local L
CN=ForeignSecurityPrincipals
CN=Computers
CN=Users
¥ OU=VDI

¥ OU=Computers, OU=VDI

OU=LCVM,OU=Computers, OU=VDI

OU=FVM,OU=Computers, OU=VDI
OU=Users, OU=VDI
P CN=Configuration

CN=Managed Service Accounts

CU=Domain Controllers

| oK || cancel |

Figure 9-73 AD container selection
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18.Complete the Guest Customization window by selecting the custom
specification file that you created in 9.1.1, “Creating a customization
specification file” on page 374, as shown on Figure 9-74. Click Next.

Add Pool - LCVM

Pool Definition Guest Customization
-]

Type

User Assignment

vCenter Server
Setting AD container: OU=LCVM,0U=Computers,0U=VDI | Browse... |

Pool Identification

Pool Settings

Provisioning Settings

View Composer Disks

Storage Optimization

vCenter Settings

Advanced Storage Options

Guest Customization

Domain: [ CompanvyA.local(Administrator) | » ]

] Allow reuse of pre-existing computer accounts

() Use QuickPrep

(=) Use a customization specification (Sysprep)

Name Guest 0S5 Description
CompanyA Windows
Windows7_Domain_and_network_s; Windows Customized Wizard for automatic
<Back || Next> || Cancel

Figure 9-74 Customization specification file select window
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19.In the Ready to Complete window, click Entitle users after this wizard
finishes, as shown in Figure 9-75. Click Finish.

Add Pool - LCVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Poaol Identification
Pool Settings
Provisioning Settings
View Composer Disks
Storage Optimization
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Ready to Complete

Type:

User assignment:
vCenter Server:

Use View Composer:
Unigue ID:

Display name:

View Folder:
Desktop pool state:

Remote Desktop Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
desktop:

Allow multiple sessions per
user:

Delete or refresh desktop on
logoff:

Default display protocol:

Allow users to choose
protocol:

3D Renderer:
Max number of monitors:

Max resolution of any one
maonitor:

HTML Access:

[¥] Entitle users after this wizard finishe

Automated

Floating assignment
vCenter01.CompanyA.local(Administrator)
Yes

LCVM

Standard User Pool

/
Enabled
Take no power action

Immediately

None

No

No

Never

PColIP
No

Disabled
2
1920x1200

Disabled

< Back Finish

Cancel

Figure 9-75 Ready to Complete page
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20.Click Add to query Active Directory for the users group that is entitled to use

the LCVM virtual desktop pool,

as shown in Figure 9-76.

Entitlements

Entitled users and groups can use this pool

[ add.. |

Name Domain

Email

| ok || Cancel |

Figure 9-76 Pool entitlement page

21.Select the Standard Users group, as shown in Figure 9-77. Click OK.

Find User or Group

Server Operators  Server Operators/

Standard Users Standard Users/cc
Terminal Server Lic Terminal Server Lit
Users Users/companyA.l
vCenter Admins vCenter Admins/cc

View Admins View Admins/comp

Type: ] users [¥] Groups
Domain: @"Entire Directory v.|
Name/User name: } Contains - |
Description: | Contains v |
| Find |
Name User Name Email Description In Folder

Members can adm companyA.IocaI,‘ElL-f.-
companyA.local/VLC

Members of this gr companyA.local/Bu

Users are prevent companyA.local/Bu
companyA.local/Us =

companyA.local/Us

| ok || Cancel |

Figure 9-77 Select the AD Group
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22.The final result is shown in Figure 9-78. Click OK.

Entitlements

Entitled users and groups can use this pool
| add... || Remove |

Name Domain Email

Standard Users/compan companyA.local

| ok ..Cancel._

Figure 9-78 Entitlement complete window

The LCVM Desktop Pool is now created, as shown in Figure 9-79.

izon View Administrator

= Pools

[ Add... || Edit | | Delete... | | Entitlements | | - Status || - Folder || - More Commands |

Filter ~ | Find | Clear | | Folder: | All |~

D Dizsplay Name Type Source Uze... wviCenter Server Entit... Ena...

;II:Bj LCVM Standard User Pool | Automated Pool | vCenter (linked clone | Floatin| vCenter01.Company| 1 L' 0 Remote

Figure 9-79 Pool view
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Clicking Desktops in the left pane shows virtual desktops creation and
customization options, as shown in Figure 9-80.

LTSy Filter = | Find || Clear | | Folder: | Al | =

£ Dashboard -
l% Users and Groups Desktop ia Pool DNS Name User H. Agent ... Datastore Mode
v Inventory LCVM-10-5TDUSR | LCVM es| Unknown| ESXi04-local-01 | Remote
Pnols LCVM-11-STDUSR | LCVM es| Unknown| ESXi04-local-01 | Remote
LCVM-12-5TDUSR | LCVM es| Unknown| ESXi03-local-01 | Remote
=5 Persistent Disks LCVM-13-STDUSR  LCVM Unknown Remote
#” ThinApps LCVM-14-STDUSR | LCVM Unknown Remate

» Monitoring

» Policies LCVM-15-STDUSR | LCVM Unknown Remote
» View Configuration LCVM-16-STDUSR | LCVM Unknown Remote
LCVM-17-STDUSR | LCVM Unknown Remote
LCVM-18-STDUSR | LCVM Unknown Remote
LCVM-1-STDUSR LCVM es| Unknown| ESXi04-local-01 | Remote
LCVM-2-STDUSR LCVM es| Unknown| ESXi03-local-01 | Remote
LCVM-3-STDUSR LCVM es| Unknown| ESXi03-local-01 | Remote
LCVM-4-STDUSR LCVM es| Unknown| ESXi03-local-01 | Remote
LCVM-5-STDUSR LCVM es| Unknown| ESXi04-local-01 | Remote
LCVM-5-STDUSR LCVM es| Unknown| ESXi04-local-01 | Remote
LCVM-7-STDUSR LCVM es| Unknown| ESXi04-local-01 | Remote
LCVM-8-STDUSR LCVM es| Unknown| ESXi03-local-01 | Remote
LCVM-9-STDUSR LCVM es| Unknown| ESXi03-local-01 | Remote

Figure 9-80 Desktop provisioning

Firewall rules: For more information about firewall rules, see this website:

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&
externalld=1027217
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http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&externalId=1027217
http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&externalId=1027217

9.4.3 Provisioning a full virtual machine virtual desktop

440

virtual machine VM.

Figure 9-81.

B [5 vCenterDl.companyA.local
B [fy Datacenters
El [l Management

Important: Before you provision a full virtual machine virtual desktop, follow
the steps that are described in 9.1.4, “Provisioning a full VM image” on
page 390.

Complete the following steps to provision a full virtual machine virtual desktop:
1. Connect with VSphere client to vCenter and shutdown the reference full

2. Right-click FVM and select Template — Clone to Template, as shown in

VM
Summary ResourceAllocation | Performance | Tasks &

B esxio1
H esxio2 ‘General
E} CMPO1 Guest 05: Microsoft Windows 7 (64-bit)
B cso VM Version: 8
&3 pcoi CPU: 4vCPU
& Fs01 Memary: 8192 MB
B Ms50L01 Memary Overhead: 377,39 MB
3 vCenterdl .
g Eﬂﬂ VDI WMware Tools: & Not running (Current)
g esxio3 IP Addresses:
B esxind
P n

5y ’L_‘ Power 4 NjA

Guest 1 Powered Off

Snapshot J esxi04

= Open Console

Edit Settings...

Fﬁa Clone...

Upgrade Virtual Hardware

tection: @& Nja &2

| Template

Clone to Template...

L

L

L

L

L

L

u E@ Migrate...
L

L

L

L

L

L Fault Tolerance

L

WM Storage Profile

Add Permission...

Alarm

el el el el vl

Rename

=

eSSl sl sl s s S s Sl Sl S e e

=

Delete from Disk

Report Performance...

Open in New Window...

Remove from Inventory

Ctrl+P

Chrl+Alt+MN

é"_‘] Convert to Template

Template

I

Figure 9-81 Clone to template task
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3. The Clone Virtual Machine wizard opens. Enter the information in the Name
and Location page, as shown in Figure 9-82. Click Next.

(&) Clone Virtual Machine to Template [ S

Name and Location
Specify the template name and location

Name and Location Template Mame:
Host / Cluster 1FVM Template
Datastore ; ; T z
Ready to Complete 'If;elrdnéplrahe names can contain up to 80 characters and they must be unigque within each inventory

Template Inventory Location:
B [ vCenterdl.companyA.local
2 E
[[] Discovered virtual machine
] standard Users - LCWM
) vIP users

Help | < Back | Mext = I Cancel

Figure 9-82 Enter a template name
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4. Select the VDI cluster, as shown in Figure 9-83. Click Next.

@ Clone Virtual Machine to Template

Host [ Cluster

On which host or duster do you want to store this template?

Mame and Location
E Host [ Cluster
Specific Host
Datastore
Ready to Complete

= [ Datacenterd
ffh Management

o V]

Help |

< Back | Mext = I

Cancel

Figure 9-83 Select the VDI cluster
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5. Select one of the two nodes for the VDI cluster, as shown in Figure 9-84. Click
Next.

(&) Clone Virtual Machine to Template - @M

Specify a Specific Host
On which host within the duster do you want to store this template?

Mame and Location

I : ey 3
B Host Clu_ster On high-availability dusters and fully-manual dynamic workload management dusters each template must be
Specific Host assigned to a spedific host.
Datastore

Ready to Complete Select a host from the list below:

\ Host Name I

a esxil4

Choose a spedific host within the duster,

Compatibility:
Validation succeeded

Help | < Back | Mext = I Cancel

Figure 9-84 Select the node
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6. Select the shared data store, as shown in Figure 9-85. Click Next.

" —_— ‘_
(&) Clone Virtual Machine to Template E@g

Choose a forthe T I
Where do you want to store the template files?

Mame and Location Select a virtual disk format:
Host / Cluster Same format as source LI
Datastore
Ready to Complete Select a destination storage for the template files:
VM Storage Profile: I ;‘ A

Name | Drive Type | Capacity | Provisioned | Free | Type | Thin Pravisic
a ESXi03-local-01  Non-520 930,25 GB 545,44 GB 88349 GB VMFS5 Supported
[ VDIShared-01  Nen-SD 599,75 GB 159,60 GB 498,79 GB VMFS5 Supported

[« 0 | [axl

Name | Drive Type | Capacity | Provisioned | Free | Type | Thin Pravisior

< [ | +

Advanced >= |

Compatibility:

Validation succeeded

Help | < Back | Mext = I Cancel

Figure 9-85 Select the shared data store
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7. In the Ready to Complete window, click Finish, as shown in Figure 9-86.

(& Clone Virtual Machine to Template

-

(S0 S

Mame and Location
Host / Cluster

Datastore

Ready to Complete

Ready to Clone Virtual Machine to Template
Click Finish to start a task that will create the new virtual machine

Settings for the new virtual machine:

Virtual Machineto Clone:
Name:

Folder

HostfCluster:

Specific Host
Datastore:

Disk Storage:

FvM

FVM Template
Datacenterd
VDI

esxil3
VDI-Shared-01

Sameformat as source

/&, Creation of the virtual machine (VM) does not indude automatic installation of the guest operating

system. Install a guest OS on the VM after creating the VM.

Help |

< Back | Finish I

Cancel

Figure 9-86 Summary page
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8. Log on to the VMware Horizon View Administrator web console. Then, in the
left pane, click Inventory — Pools, then click Add, as shown in Figure 9-87.

VMware Horizon View Administrator About | Help | Logout (administrator)

Remaote Sessions

Local Sessions 0 r o T !

Problem Desktops 0 [ Add... || E | | Delete... | | Entitleme | | - Status | | ~ Folder | | ~ Maore Comma:
Events © o A o |

System HealtHll @ (=] Filter = Find || Clear | | Folder: | All |« =1
13 1 o |

1 1D Display... Type Source | User Assi... wvCenter Server Entitled Enabled Snf

. Inventory | |

£ Dashboard

% Users and Groups
| ¥ Inventory

£ Desktops
o) Persistent Disks
,c. ThinApps

= Monitoring

» Policies

» View Configuration

Figure 9-87 Pools main page
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9. Select Automated Pool type, as shown in Figure 9-88. Click Next.

Add Pool

Pool Definition
Type

Setting

Type

(=) Automated Pool
() Manual Poal

Eﬂ () Terminal Services Pool

Automated Pool

An automated pool uses a
vCenter Server template or virtual
machine snapshot to generate
new desktops. The desktops can
be created when the pool is
created or generated on demand
based on pool usage.

Supported Features
+ yCenter virtual machines

Physical computers, blade
PCs

Microsoft Terminal Server
View Composer
Local Mode

PColIP

AT S S Y

Persona management

| MNext = || Cancel |

Figure 9-88 Select pool type
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10.Select Dedicated as the user assignment, as shown in Figure 9-89. Click

Next.

Add Pool

Pool Definition
Type
User Assignment

Setting

User assignment

(=) Dedicated

[¥] Enable automatic assignment

() Floating

I

Dedicated assignment

Users receive the same desktops
each time they log into the pool.

Enable automatic assignment

If a user connects to a pool to
which the user is entitled, but
does not have a desktop, View
automatically assigns a spare
desktop to the user. In an
automated pool, 3 new desktop
may be created if no spare
desktops exist.

If automatic assignment is not
enabled, users must be assigned
to desktops manually in View
Administrator. Manual assignment
can still be done even if automatic
assignment is enabled.

Supported Features
+ View Composer

+ Local Mode
v PColP
v

Persona management

! < Back || MNext = || Cancel _|

Figure 9-89 Select the user assignment
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11.Select Full virtual machines, as shown in Figure 9-90. Click Next.

Add Pool
Pool Definition vCenter Server
Type . () Full virtual machines Full Virtual Machine
User Assignment P ) Desktops sources will be full
vCenter Server O View Composer linked clones virtual machines that are created
i ; from a vCenter Server template.
Sellng vCenter Server View Composer -

vCenter0l.CompanyA.local( vCenter01.CompanyA.local
Administrator)

Supported Features

+ Local Mode

v PColP
Storage savings
Recompose and refresh

QuickPrep guest
customization

Description: | Nons ¥ Sysprep guest customization

+ Persona management

| <Back || Next> || Cancel |

Figure 9-90 Select the virtual machine type
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12.Complete the Pool Identification information as shown in Figure 9-91. Click

Next.

Add Pool - FUM (7
Pool Definition Pool Identification

Type 1D: VM D

User Assignment . . The pool ID is the unique name

vCenter Server DRSPSy i VIP Users Pool used to identify this pool.
Setting View folder: [/ |~ Display Name

Pool Identification

Description: The display name is the name

that users will see when they
connect to View Client. If the
display name is left blank, the ID
will be used.

View Folder

View folders can organize the
pools in your organization. They
can also be used for delegated
administration.

Description

This description is only shown on
the Settings tab for a pool within
View Administrator.

| <Back || Next> || Cancel |

Figure 9-91 Pool Identification information
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13.Complete the Pool Settings information as shown in Figure 9-92. Click Next.

Add Pool - FvM

Pool Definition Pool Settings
Type General
User Assignment
4 State: Enabled | =
vCenter Server —s
Setting Connection Server None | Browse...
Pool Identification restrictions:
Pool Settings Remote Settings
Remote Desktop Power | Take no power action -
Palicy: -
Automatically logoff after MNever v |
disconnect: g 4
Allow users to reset their | No =
desktops:

Remote Display Protocol

Default display protocol: _. PColP v |

Allow users to choose [ o - |

protocol:

3D Renderer: [ Automatic =N Configure...
Max number of monitors: | 2 | |

May require power-cycle of related virtual machines
Max resolution of any one
monitor:

May require power-cycle of related virtual machines
HTML Access: [] Enabled

Requires installation of the HTML Desktop Access
feature pack.

Adobe Flash Settings for Remote Sessions
Adobe Flash quality: High -

Adobe Flash throttling: | Disabled v

< Back Next = Cancel

Figure 9-92 Pool Settings information
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14.Complete the Provisioning Settings information as shown in Figure 9-93.

Click Next.

Add Pool - FVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings

Provisioning Settings
Basic
¥ Enable provisioning
¥] Stop provisioning on error

Virtual Machine Naming

() Specify names manually

| Start desktops in maintenance mode

(») Use a naming pattern

Naming Pattern: FVM-{n}-VIP
Pool Sizing
Max number of desktops: 20
Number of spare (powered on) desktops: 3

Provisioning Timing
() Provision desktops on demand

(*) Provision all desktops up-front

Naming Pattern

Virtual machines will be
named according to the
specified naming pattern.
By default, View Manager
appends a unigue number
to the specified pattern to
provide a unigue name for
each virtual machine.

To place this unique
number elsewhere in the
pattern, use '{n}'. (For
example: vm-{n}-sales.).

The unigue number can
also be made 3 fixed
length. (For example: vm-
{n:fixed=3}-sales).

See the help for more
naming pattern syntax
options.

| <Back || Next> || cancel |

Figure 9-93 Provisioning Settings information
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15.Use the vCenter Settings page (as shown in Figure 9-94) to set several

vCenter settings. To change the settings, click Browse to the right of the
setting that you want to change.

Add Pool - FvM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
vCenter Settings

vCenter Settings

Virtual Machine Template

Template: |

| Browse...

Virtual Machine Location

Resource Settings

Click Browse to select

< Back

Cancel

Figure 9-94 vCenter Settings main page
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When you are changing vCenter settings, make the following changes:

a. For the Template setting, select the template, as shown in Figure 9-95.
Click OK.

Select template

Select a template from which to deploy virtual machines for this pool. Only templates with a supported 0OS
can be selected.

] show all templates

Filter = Find Clear [

2]

Template Path
FVM Template /Datacenterd/vm/FVM Template

OK Cancel

Figure 9-95 Select the template
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b. For the VM folder location, complete the information as shown in

Figure 9-96. Click OK.

VM Folder Location

Select the folder to store the VM

] show all folders (2

¥ & DatacenterA

Bl Discovered virtual machine

¥ [ standard Users - LCVM

Bl VIP Users

[ oK | Cancel |

Figure 9-96 VM folder location settings
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c. For the Host or cluster settings, complete the information as shown in
Figure 9-97. Click OK.

Host or Cluster
Select a host or a cluster on which to run the virtual
machines created for this pool.
&
v DatacenterA
@ Management
| ok || cancel |

Figure 9-97 Select the cluster
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d. For the Resource pool settings, complete the information as shown in
Figure 9-98. Click OK.

Resource Pool

Select a resource pool to use for this desktop pool.

P

| ok || cancel |

Figure 9-98 Select the resource pool

e. For the Datastores settings, complete the information that is shown in
Figure 9-99. Click OK.

Select Datastores
Select the datastores to use for this pool. Only datastores that can be used by the [
selected host or cluster can be selected.
Local datastore E. Shared datastore &
Datastore Capacity (GB) Free (GB) Type
| ESXi03-local-01 930.25 873.87 VMFS5
[ ESXi04-local-01 930.25 868.06 VMFS5
™ B vDI-Shared-01 599.75 448.79 VMFS5
Free space selected: 448.79 (A minimum of 1,000.00 GB is recommended for
| ok || cancel |

Figure 9-99 Selecting the data stores
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16.Return to the vCenter settings main page and then click Next to continue with
the wizard. In the Advanced Storage Options window (as shown in

Figure 9-100), accept the default options by clicking Next.

Add Pool - F¥M

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
vCenter Settings
Advanced Storage Options

Advanced Storage Options

Based on your resource selection, the following features are
recommended. Options that are not supported by the selected
hardware are disabled.

[¥] Use View Storage Accelerator

Regenerate storage accelerator 7
after:

Days

Blackout Times

Storage accelerator regeneration and VM disk space reclamation do not
occur during blackout times. The same blackout policy applies to both
operations.

[ add... |

Day Time

View Storage
Accelerator

vSphere 5.x hosts can
be configured to
improve performance
by caching certain pool
data. Enable this
option to use View
Storage Accelerator for
this pool. View Storage
Accelerator is most
useful for shared disks
that are read
frequently, such as
View Composer OS
disks.

Figure 9-100 Advanced storage options
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17.For the Guest Customization, select Use this Customization Specification
and then select the customization that you created in 9.1.1, “Creating a
customization specification file” on page 374, as shown in Figure 9-101. Click

Next.

Add Pool - FvM 2
Pool Definition Guest Customization

Type . . .

Hieer Anniement (U None - Customization will be done manually

vCenter Server
Setting : ;e g o

Peal Idonbheaton (=) Use this customization specification:

Pool Settings S

Provisioning Settings

eI Ol S ) Name Guest OS Description

Advanced Storage Options .

Companyi Windows

Guest Customization

wWindows7_Dom: Windows Customized Wizard for automatic AD Domain and network spe

<Back || Next> || Cancel |

Figure 9-101 Select the customization specification
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18.In the Ready to Complete window, click Entitle users after this wizard
finishes, as shown in Figure 9-102. Click Finish.

Add Pool - FVM

Pool Definition
Type
User Assignment
vCenter Server
Setting
Pool Identification
Pool Settings
Provisioning Settings
vCenter Settings
Advanced Storage Options
Guest Customization
Ready to Complete

Ready to Complete

Type:

User assignment:
Assign on first login:
vCenter Server:

Use View Composer:
Unigue ID:

Display name:

View Folder:
Desktop pool state:

Remote Desktop Power
Policy:

Automatic logoff after
disconnect:

Connection Server
restrictions:

Allow users to reset their
desktop:

Default display protocol:

Allow users to choose
protocol:

3D Renderer:
VRAM Size:
Max number of monitors:

Max resolution of any one
monitor:

HTML Access:
Adobe Flash quality:
Enable provisioning:

Stop provisioning on error:

Virtual Machine Naming:
VM naming pattern:
Provision all desktops up-

[¥] Entitle users after this wizard finishes

Automated

Dedicated assignment

Yes
vCenter0l.CompanyA.local{Administrator)
No

FVM

VIP Users Pool

/

Enabled

Take no power action

Never

None

Automatic
512 MB

2
1920x1200

Disabled

Disabled

Yes

Yes

Use a naming pattern
FVM-{n}-VIP

Yes

< Back Finish

Cancel

Figure 9-102 Summary page
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19.In the entitlement window (see Figure 9-103), click Add.

Entitlements

Entitled users and groups can use this pool
| Add... |

Name Domain

| ok || cancel |

Email

Figure 9-103 Entitlement page

20.Select the VIP Users group, as shown in Figure 9-104. Click OK.

Find User or Group

Type: ] users

Entire Directory

Domain:

[¥] Groups

Name/User name: | Contains | = |

Description: | Contains | » |

Name User Name

Terminal Server Lic Terminal Server Lit
Users Users/companyA.l
vCenter Admins vCenter Admins/cc
View Admins View Admins/comgp
VIP Users VIP Users/compan

Windows Authoriz. Windows Authoriz

Find

Email

Description In Folder

Members of this gr companyA.IocaI{ElL.-’:

Users are prevent companyA.local/Bu
companyA.local/Us
companyA.local/Us
companyA.local/VC

Members of this gr companyA.local/Bu ,

| ok || cancel |

Figure 9-104 Desktop pool group entitlements
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21.Figure 9-105 shows the final group configuration. Click OK to return to
VMware Horizon View Administrator.

Entitlements

Entitled users and groups can use this pool

Add... Remove |

Name Domain Email

VIP Users/companyA.loc companyA.local

oK Cancel

Figure 9-105 Entitlement complete
To connect to the entitled desktop, you must use VMware Horizon View client.

Firewall rules: For more information about firewall rules, see this website:

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&
externalld=1027217
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9.5 Operating View Composer

To maintain service quality and compliance in virtual desktops environment, an
administrator must complete some basic tasks. As users use their virtual
desktops, the virtual desktop size tends to increase. In addition, as times goes
by, new operating system updates or applications must be installed or replaced
on the base operating system image.

To efficiently maintain the linked clones virtual desktop environment, an
administrator uses the following tasks most frequently:

» Desktop refresh
» Desktop recompose
» Desktop rebalance

Important: Do not use vCenter to migrate virtual desktops. Use the rebalance
feature instead.

Full virtual machines, as with normal desktops, offer less flexibility than linked
clones.

9.5.1 Performing a desktop refresh operation

A desktop refresh operation resets all of the virtual desktops in a pool to their
original state by reapplying the snapshot image of the parent VM. This option
completely resets the desktops to their factory settings and restores the
operating system disk of each linked clone to its original state and size. It
reduces storage costs and can be used regularly to improve system
responsiveness.

Important: Performing a desktop refresh task disconnects all connected
users, but you can schedule this operation to occur overnight.
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Complete the following steps to perform a desktop refresh:

1. Connect to VMware Horizon View Administrator web interface. Then, click
Inventory in the left pane and select Pools. Double-click the LCVM desktop
pool to display the details of this desktop pool, as shown in Figure 9-106.

VMware Horizon View Administrator About | Help
Updated 8/16/2013 5:22 PM @& i LCVM
Semtln;e Sgssmns g Settings Inventory Sessions Entitlements Tasks Events Policies
ocal Sessions
Exobiem Desl-d:ops: B [ Edit.. | [Entitlements... | | Delete Pool... | | - Status | | - View Composer
Events © o Ao )
FEE Health13 .1. ill z General Pool Settings
| Inventory Unigue ID: LCVM Min number of desktops: 1
| Type: Automated Pool Max number of desktops: 20
£ Dashboard
% Users and Groups User assignment: Floating assignment Number of spare (powered on) 2
. desktops:
¥ Inventory Desktop source: vCenter (linked clone) b
. Minimum rumber of ready 0
] 1 Desktops gse View 3 Yes (provisioned) desktops during
| (M persistent Disks OIMYOSEN: View Composer maintenance
: Display name: Standard User Pool operations:
| .onhII'IADpS o
» Monitoring View folder: / Stop provisioning on error: Ye
» Policies State: Enabled VM naming pattern: Lg
I View Configuration Provisioning: Enabled Connection Server restrictions: N
Remote Sessions: 0 Remote Desktop Power Policy: T4

Figure 9-106 Desktop pool details
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2. To refresh the entire pool, on the Settings tab, click View Composer —
Refresh, as shown in Figure 9-107.

VMware Horizon View Administrator

Kemote Sgssmns . Settings Inventory Sessions Entitlements Tasks Events Policies
Local Sessions o
JOnhEIRE — Edit... | |Entitlements... | | Delete Pool... | | » Status | - View Composer
Events © o A o
System Health [ @ |-/ = | Refresh
enara
135 1 e D Recompose
. Rebalance
Inventory Unique ID: LCVM of desktops: i
£ Dashboard Type: Automated Pool Max number of desktops: 20
% Users and Groups User assignment: Floating assignment Number of spare (powered on) 2
: desktops:
| ¥ Inventory | Desktop source: vCenter (linked clone) B
: Minimum number of ready 0
£ Desktops gse Ve Yes (provisioned) desktops during
omposer: : :
{3 Persistent Disks s Py | ';-‘l;;\rra(;t;rgsploser maintenance
.c.ThinApps Display name: Standard User Poo o
» Monitoring View folder: / Stop provisioning on error: Ye
» Policies State: Enabled VM naming pattern: Lg

Figure 9-107 Refresh operation for the entire pool

3. To refresh a single virtual desktop, go to the Inventory tab, click the virtual
desktop to refresh, and then click View Composer — Refresh, as shown in
Figure 9-108.

VMware Horizon View Administrator

i LCVM
emote Sgssmns i Settings Inventory Sessions Entitlements Tasks Events Policies
Local Sessions
Problem Desktops 2 : :
p‘ b Desktops (View Composer Details) | ThinApps
Events © o0 Ao

System Health [ @ |-/

T | | Reset ||Remuve... ._| - \iew Composer * More Commands

Inventory e
Filter = Recompose... Clear
£ Dashboard | I—J
| Rebalance...
% Users and Groups | Desktop DNS Name : Agent Ver... Datastore Task
¥ Inventory | . Bl ) 2
| — fLovM-as.. lovm-sstdus | Conca sk 5.2.0 ESXi03-local None
R | | cvM-2-5... | lovm-2-stdus 5.2.0 ESXi03-local None
£ Desktops 1
|LCVM—1—S... locvm-1-stdus esxil4 Unknown 2 = None

ol Persistent Disks

Figure 9-108 Refresh a single desktop
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4. A refresh wizard opens, as shown in Figure 9-109. Select the option to force
users to log off or to wait for users to log off. Click Next.

Refresh

Scheduling 4
Specify when you want this task to start
Start at: |pg/16/2013 @ | 17: 24 : Web browser local time

(=) Force users to log off

Users will be forced to log off when the system is ready to operate on their virtual machines. Before
being forcibly logged off, users may have a grace period in which to save their work (Global Settings).

() Wait for users to log off

Wait for connected users to disconnect before the task starts. The task starts immediately on
desktops without active sessions.

] Stop at first error

The warning and grace period can be edited in global settings:

Log off time: minutes

Log off message: =

Next > Cancel

Figure 9-109 Select log off options
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5. At the Ready to Complete window (see Figure 9-110), click Finish.

Refresh

Ready to Complete
Review the options and click Finish
Forced logoff global settings:

Log off message: Your desktop is scheduled for an important update
and will shut down in 5 minutes. Please save any
unsaved work now

Log off time: 5 minutes

Affected virtual machines: 1

Start time: 8/16/2013 5:34 PM
User log off: Force users to log off.
Stop at first error: Yes

| <Back || Finish || Cancel |

Figure 9-110 Ready to Complete window

From the Desktops view, the status changes to In progress, as shown in

Figure 9-111.
LCuM-3-5TOER, LW I=vr = T-stdusrocom sanya. e 7 N2 ES¥i0Z-loc Remal I progress
FUM-2 VP Wy Twin-2-v p wan 0d 520 VLI-Slharae Rer ol Avalable

e I T TR R O A | IS S AN ——01 EUREE T T PHIT P PP R B

Figure 9-111 In progress status

6. When the operation completes, the status changes to Provisioned, as shown
in Figure 9-112.

Desktop Pool DNS Mame User Host Age... Datastore Mode Status
LCVYM-2-STDUSR LCVM lewm-3-stdusr.companya esxil3 Unknoy ESXi03-loc: Remol Provisioned

Figure 9-112 Desktop provisioned
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9.5.2 Performing a desktop recompose operation

After the parent VM snapshot is updated with new applications or an operating
system patch, the recompose task allows you to re-create all of the linked clone
desktops in a desktop pool from the updated snapshot. Its use depends on
specific needs and from the dynamic nature of the infrastructure. Before you
recompose a linked clone desktop pool, you must update the parent virtual
machine that is used as a base image for the linked clones by installing operating
system patch, new applications, and so on. After all of changes are complete,
switch off the virtual machine and take a new snapshot, as described in step 3 on
page 417.

Compilete the following steps to perform a desktop recompose:

1. Connect to VMware Horizon View Administrator web interface. Then, click
Inventory in the left pane and select Pools. Double-click the LCVM desktop
to display the details of that pool, as shown in Figure 9-113.

VMware Horizon View Administrator About | Help
- 2 & | i Lcwm

Memote Sgssmns 4 Settings Inventory Sessions Entitlements Tasks Events Policies

Local Sessions 0

Eanblemipesidons B | Edit... | |Entittements... | | Delete Pool... | | + Status | | - View Composer

Events Y 0 M40 )

System Health [ @ =) A e
i e e BT

Inventory Unigue ID: LCVM Min number of desktops: 1
£ Dashbosrd Type: Automated Pool Max number of desktops: 20

User assignment: Floating assignment Number of spare (powered on) 2

desktops:

&% Users and Groups

¥ Inventory

Desktop source:

vCenter (linked clone)

oy Minimum number of ready o]

51 Desktops gse Miew i Yes (provisioned) desktops during

; > : CIMHOSEs: View Composer maintenance

o Persistent Disks

: . . operations:

® ThinApps Display name: Standard User Pool o
» Monitoring View folder: / Stop provisioning on error: Ye
» Policies State: Enabled VM naming pattern: Lg
EsVien: Configuration Provisioning: Enabled Connection Server restrictions:  Ng

Remote Sessions: 0 Remote Desktop Power Policy:  Ta

Figure 9-113 Desktop pool details
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2. To recompose the entire pool, on the Settings tab, click View Composer —
Recompose, as shown in Figure 9-114.

VMware Horizon View Administrator

emote Sgssmns i Settings Inventory Sessions Entitlements Tasks Events Paolicies
Local Sessions o
Eibichviiechsaps O 1 | edit.. | |Entitlements... | [Delete Pool... | | - status || - view Composer |
Events © o Ao
System Health [ @ (=] % | Refresh
enara
3. 1 & B Recompose
Inventory Unigue ID: LCVM of desktops: 1
£ Dashboard Type: Automated Pool Max number of desktops: 20
&% Users and Groups User assignment: Floating assignment Number of spare (powered on) 2
. desktops:
¥ lmientany, | Desktop source: vCenter (linked clone) t
[ pools : Minimum number of ready 0
£ Desktops gse Mew Yes (provisioned) desktops during
omposer: St :
[ Persistent Disks o 4 i | gs;a(iizl:sploser maintenance
...ThinApps Display name: Standard User Poo o
¥ Monitoring View folder: / Stop provisioning on error: Ye

Figure 9-114 Recompose operation for the entire pool

3. To recompose a single virtual desktop, go to the Inventory tab, hold down the
Ctrl key and click each virtual desktop that you want to recompose, and then
click View Composer — Recompose, as shown in Figure 9-115.

VMware Horizon View Administrator

SELLLE Sgssmns : Settings Inventory Sessions Entitlements Tasks Events Policies
Local Sessions 0
Problem Desktops 2 : :
p‘ b Desktops (View Composer Details) | ThinApps
Events © o Ao
System Health [ @ |-/
S T | Reset | IRemuve... ._| | - View Composer | | * More Commands
1 | |
Inventory Refresh... : :
Filter - Recompose... | Clear |
£ Dashboard | Rebalance
% Users and Groups | Desktop 1a DNS ke Host Agent ... Datast... Task
v Ientorv | LCVM-1-5TDUSR lewm-1 Cancel task bei04 5.2.0 2 [= None
Pools | . X
IR ., srousr e e w3 520 ESXO03o None
£ Desktops |

Figure 9-115 Recompose operation on selected virtual desktop
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4. A recompose wizard opens. Select the new snapshot, as shown in

Figure 9-116. Click Next.

Recompose

Image

N Performing a recompose operation will cause sysprep to be re-run on the selected desktops,
potentially resulting in changes to aspects of each machine's identity (e.g. SID or third party GUID).

different one.

configuration.

Parent VM: Facente b 'Change...l

Snapshot:

Snapshot Details

Snapshot Time created Description
LCVMy2 8/15/2013 9:08:(
LCVMy3 8/16/2013 9:08::

Select the snapshot that will be used as the image. This snapshot can be on the current parent VM or a

The desktops created in this pool will use the information in the image as their baseline system

Path Published
fLCVMy2 MNo
JLCVMZ/LCVMYE  No
.
Next > || Cancel

Figure 9-116 Select a new snapshot

Implementing VMware Horizon View on IBM Flex System




5. Select the option to force users to log off or to wait for users to log off, as
shown in Figure 9-117. Click Next.

Recompose

Scheduling
Specify when you want this task to start

-

Start at: | p8/15/2013 F 18: 10 ' Web browser local time

(=) Force users to log off

Users will be forced to log off when the system is ready to operate on their virtual machines. Before
being forcibly logged off, users may have a grace period in which to save their work (Global Settings).

() Wait for users to log off

Wait for connected users to disconnect before the task starts. The task starts immediately on desktops
without active sessions.

[¥] Stop at first error

The warning and grace period can be edited in global settings:

Log off time: minutes

Log off message: A

< Back || Next:> Cancel

Figure 9-117 Scheduling options for recompose
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6. At the Ready to Complete window (see Figure 9-118), click Finish.

Recompose

Ready to Complete
Review the options and click Finish
Forced logoff global settings:

Log off message:

Log off time:

Affected virtual machines:
Start time:

User log off:

Stop at first error:

Parent VM:

Image:

Show Details

Your desktop is scheduled for an important update
and will shut down in 5 minutes. Please save any
unsaved work now

5 minutes

1

8/16/2013 6:10 PM
Force users to log off.
Yes
J/DatacenterA/vm/LCVM
SLCVYMWZ2/LCVMY3

| <Back || Finish || Cancel |

Figure 9-118 Ready to Complete

7. You can monitor the operation by clicking Pool, selecting the LCVM pool, and
then going to the Tasks tab, as shown in Figure 9-119.

VMware Horizon View Administrator o | hoke
pdated = 22 i LCVM
esiets Sgssmns . Settings Inventory Sessions Entitlements Tasks Events Policies
Local Sessions 0
Problem Desktops 0
Events © o Ao | : || X . |
System Health [ @ =) z 1 i
I Type Description Start Time Remaining Errors
Inventory Recompose _Changlng 1 user(s) to | Aug 16, 2013 6:10 PM |1 o
image
£ Dashboard I\:]’E_)atacenter:l‘v- vm/LCV

&% Users and Groups
¥ Inventory
£ Desktops
o Persistent Disks
,-l° ThinApps

SLCVMy2/LCVYM3".
This task will force
affected users off the
system at Aug 16,
2013 6:10 PM so that
the update can be
performed.

Figure 9-119 Recompose operation monitoring
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9.5.3 Performing a desktop rebalance operation

A rebalance operation redistributes linked clone desktops among configured data
stores and migrates virtual desktops to another data store. When you create
large linked clone desktop pools and use multiple logical unit numbers (LUNSs),
the space might not be used efficiently. If an aggressive storage overcommit level
is set, the linked clones can grow quickly and use all the free space on the data
stores.

Desktop rebalance also refreshes the linked clones, which reduces the size of
their OS disks. You can use the rebalance to migrate linked clone desktops to
another data store.

Complete the following steps to rebalance virtual desktops:

1. Connect to VMware Horizon View Administrator web interface. Then, click
Inventory in the left pane and select Pools. Double-click the LCVM desktop
pool to display the details of this desktop, as shown in Figure 9-120.

) View Administrator About | Help | Logout (administra
=
g Settings Inventory Sessions Entitlements Tasks Events Policies
L | Edit.. ||Entitlements... | | Delete Pool... | | - Status | | - View Composer =
a0 ' :
. 1‘ General Pool Settings
Unigue ID: LCVM Min number of desktops: 1
Type: Automated Pool Max number of desktops: 20
User assignment: Floating assignment Number of spare (powered on) 2
. desktops:
Desktop source: vCenter (linked clone) B
- i o Minimum number of ready 0
Use View 3 fes (provisioned) desktops during
Composer: View Composer maintenance
Display name: Standard User Pool operations:
View folder: / Stop provisioning on error: Yes
State: Enabled VM naming pattern: LCVM-{n}-5TDUSR
Provisioning: Enabled Connection Server restrictions:  None
Remote Sessions: ] Remote Desktop Power Policy:  Take no power action

Figure 9-120 Desktop pool details
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2. To rebalance the entire pool, on the Settings tab, click View Composer —
Rebalance, as shown in Figure 9-121.

VMware Horizon View Administrator

iemnte Sgssmns i Settings Inventory Sessions Entitlements Tasks Events Paolicies
Local Sessions 0
Problem Desktopf o | Edit.. | [Entitlements... | [Delete Podl... | | - status || - View Composer
Events © o Ao
System Health [ @ (=] % | Refresh
enara
3. 1 & B Recompose
Inventory Unigue ID: LCVM of desktops:
£ Dashboard Type: Automated Pool Max number of desktops:
&% Users and Groups User assignment: Floating assignment Number of spare (powered on)
. desktops:
YAInventony] | Desktop source: vCenter (linked clone) t
. Minimum number of ready
LoeMew Yes (provisioned) desktops during
(1 Desktops Composer: E :
[ Persistent Disks ) i | gs;a(iizl:sploser maintenance
...ThinApps Display name: Standard User Poo o
¥ Monitoring View folder: / Stop provisioning on error:

Figure 9-121 Rebalance operation for the entire pool

3. To rebalance one or more virtual desktops, go to the Inventory tab, hold down
the Ctrl key and click each virtual desktop that you want to rebalance, and
click View Composer — Rebalance, as shown in Figure 9-122.

VMware Horizon View Administrator About | Help
Updated 8/16/2012 5:22 PM Q0 [ LCVM
KEmarEHessions o Settings Inventory = Sessions Entitlements ~ Tasks Events Policies
Local Sessions
Problem Desktops : : :
p,.\ n b Desktops (View Composer Details) | ThinApps
Events Y 0 Mo
SystemHealth [l @ |
T | Reset | |Remove.. | | + View Composer | | + More Commands
Tae ey 1 Refresh... —
1 Filter = Recompose... Clear
- —" ' | Rebaiance.. g | |
% Users and Groups | Desktop 14 DNS o hEah Age... |Dat... Task
v Ientorv | LCVM-2-5TDUSR | lovm-24 CSREEYEaRE 3 5.2.0 ESXi0Z None
5| Pools I

LCVM-3-5TDUSR levm-3-FEOERE T eewils | 5.2.0 | ESXI0Z None

1 Desktops

Figure 9-122 Rebalance multiple desktops
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4. A rebalance wizard opens. Click Next to continue. Then, select the option to
force users to log off or to wait for users to log off, as shown in Figure 9-123.
Click Next.

Rebalance

Scheduling A
Specify when you want this task to start
Start at: |08/16/2012 B | 18: 33 : Web browser local time

(=) Force users to log off

Users will be forced to log off when the system is ready to operate on their virtual machines. Before
being forcibly logged off, users may have a grace period in which to save their work (Global Settings).

(_) Wait for users to log off

Wait for connected users to disconnect before the task starts. The task starts immediately on
desktops without active sessions.

[¥] stop at first error

The warning and grace period can be edited in global settings:

Log off time: minutes

Log off message: k

< Back Next > Cancel

Figure 9-123 Select the rebalance options
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5. At the Ready to Complete window, click Finish, as shown in Figure 9-124.

Rebalance

Ready to Complete
Review the options and click Finish
Forced logoff global settings:

Log off message: Your desktop is scheduled for an important update
and will shut down in 5 minutes. Please save any
unsaved work now

Log off time: 5 minutes

Affected virtual machines: 1

Start time: 8/16/2013 6:33 PM
User log off: Force users to log off.
Stop at first error: Yes

< Back Finish || Cancel

Figure 9-124 Rebalance summary

9.5.4 Migrating virtual desktops to another data store

476

To migrate virtual desktops to another data store, do not use vCenter.

Instead, use the rebalance feature that is described in 9.5.3, “Performing a
desktop rebalance operation” on page 473 with editing the pool settings from
VMware Horizon View Administration.
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Complete the following steps:

1. Connect to VMware Horizon View Administrator web interface. Then, click
Inventory in the left pane, and select Pools. Double-click the LCVM desktop
pool to show the details for this desktop, as shown on Figure 9-125. Click
Edit.

VMware Horizon View Administrator

Remote Sgssmns . Settings Inventory Sessions Entitlements Tasks Events Paolicies
Local Sessions 0
Exohicm Desl-d:ops: 2 | Edit.. | IEntitIements... | [Delete Paal... | | » Status | | ~ View Composer
Events © o Mo
SEIIIGERL . . = General Pool Settings
2 i i R
Inventory Unigue ID: LCWVM Min number of desktops: 1
£ Dashboard Type: Automated Poaol Max number of desktops: 20
% Users and Groups User assignment: Floating assignment Number of spare (powered on) 2
. desktops:
¥ Inventory Desktop source: vCenter (linked clone) B
: Minimum number of ready 0
5 Desktops 15e View z Yes (provisioned) desktops during
’ - Composer: View Composer maintenance
= Persistent Disks ol i i il
.u’ThinApps Display name: Standard User Poo o
» Monitoring View folder: ! Stop provisioning on error: Ye!
» Policies State: Enabled VM naming pattern: LC|

Figure 9-125 Desktop pool details
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2. From the vCenter Settings page, you set only the Datastores setting. To

change the Datastores settings, click Browse. Then, clear the data store
selections and select the new data store, as shown in Figure 9-126. Click OK.

Select Linked Clone Datastores

Select the linked clone datastores to use for this pool. Only datastores that can be used by the selected host or
cluster can be selected.

The table of minimum, maximum and 50% values only reflects the amount of storage needed for new virtual

machines. It does not factor in the amount of storage space required for the disk growth of current virtual
machines

Local datastore E. Shared datastore &

Datastore Capacity (GB) Free (GB) Type Desktop Storage Overcommit | ?
O ESXi03-local-01 =2 930.25 910.51 VMFS | 1
]
L ESXi04-local-01 = 930.25 914.00 VMFS | 1
5
[¥| B vDI-Shared-01 599.75 272.86 VMFS 0 Conservative Lx
5
Data Type Selected Free Space (GB) Min Recommended (GB)] 50% utilization (¢ Max Recommended [
Linked clones 272.86 144.00 522.00 972.00

| ok || cancel |

Figure 9-126 Select the data store
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3. At the vCenter settings page click OK, as shown in Figure 9-127.

Edit LCWM 4
General Pool Settings Provisioning ... vCenter Setti... Guest Custo... Advanced Sto...
Changing the vCenter settings affects newly created virtual machines only. The new settings do not affect
existing virtual machines
Default Image
Parent VM: |/pat || Browse.. |
Snapshot: |/Lcvmvz/Lcvms || Browse... |
Virtual Machine Location
VM folder: | DatacenterA/vm/Standard Users - LC |
Resource Settings
4 Host or cluster: | DatacenterA/host/VDI |! Browse... |
Resource pool: | C || Browse... |
6 | Datastores: 1 selected | Browse... |
| ok || cancel |
Figure 9-127 vCenter settings page
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4. Returning to VMware Horizon View Administrator page, click View
Composer — Rebalance, as shown in Figure 9-128.

VMware Horizon View Administrator About |
s g | LCVM
Remote Sessions 0 . : . .
z Settings Inventory Sessions Entitlements Tasks Events Paolicies
Local Sessions 0
Exobiea Desk‘tops: L Edit... | [Entitlements... | [Delete Poal... | | ~ Status | | ~ View Composer
Events © o Mo
— Refresh
System Health [l @ (= —
137 1 b | 0 Recompose
| Inventory Unigue ID: LCVM of desktops:
£ Dashboard Type: Automated Pool Max number of desktops:

&5 Users and Groups User assignment: Floating assignment

¥ Inventory

Desktop source: vCenter (linked cloneg)

Use View Yes
(31 Desktops Composer:
o\ Persistent Disks .
z Display name: Standard User Pool
,O.ThlnApps
» Monitoring View folder: /
> Policies State: Enabled

Number of spare (powere
desktops:

Minimum number of ready
(provisioned) desktops dy
View Composer maintena
operations:

Stop provisioning on erro

VM naming pattern:

Figure 9-128 Rebalance the entire desktop pool

5. When the wizard starts, click Next.
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6. Select the option to force users to log off or to wait for users to log off, as
shown in Figure 9-129. Click Next.

Rebalance

Scheduling
Specify when you want this task to start
Start at: | 08/15/2012 [ | 18: 33 : Web browser local time

(») Force users to log off

Users will be forced to log off when the system is ready to operate on their virtual machines. Before
being forcibly logged off, users may have a grace period in which to save their work (Global Settings).

() Wait for users to log off

Wait for connected users to disconnect before the task starts. The task starts immediately on
desktops without active sessions.

[¥] Stop at first error

The warning and grace period can be edited in global settings:

Log off time: minutes

Log off message: k

< Back Next > Cancel

Figure 9-129 Select the rebalance options
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7. Click Finish at the Ready to Complete window, as shown in Figure 9-130.

Rebalance

Ready to Complete
Review the options and click Finish
Forced logoff global settings:

Log off message: Your desktop is scheduled for an important update
and will shut down in 5 minutes. Please save any
unsaved work now

Log off time: 5 minutes

Affected virtual machines: 1

Start time: 8/16/2013 6:33 PM
User log off: Force users to log off.
Stop at first error: Yes

| <Back || Finish || Cancel |

Figure 9-130 Rebalance summary

You can monitor for errors in the rebalancing operation from the LCVM Tasks tab,
as shown in Figure 9-131.

VMware Horizon View Administrator About | Help
Jpdate 9/2013 3:23 AM g LCVM
Sem‘i;e EEESH g Settings Inventory  Sessions Entitlements  Tasks Events Policies
ocal Sessions
Problem Desktops 0
Events © o Ao o | [Pa ; | e
System Health [ @ (=] ! : d
131 1 0 Type Description Start Time Remaining Errors
Tivento | Rebalance Rebalancing the Aug 19, 2013 9:37 AM | 2 o
vy storage for 2 virtual
machine(s). This task
£% Dashboard will force affected
% Users and Groups users off the system at
¥ Inventory Aug 19, 2013 9:37 AM
T 1 so that the update can
sy
1 Desktops
) Persistent Disks
‘_d"ThinApm;

s Monitoring

| _rpolices |

Figure 9-131 LCVM Tasks Tab Monitoring VMware View with Flex System
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Abbreviations and acronyms

AD
ASU
ATM
BE3
BYOD
CAD
CBRC
CDP
CIFS
CIM
CLI
CMM
CMMs

CNA
COM
DCOM

DPM

DRS

DSA
FC
FCoE
FSM
FT
FVM
GPO
GPO
GPU
GuI
HA

Active Directory

Advance Setting Utility
automated teller machine
BladeEngine 3
bring-your-own-device
computer-aided design
Content Based Read Cache
Cisco Discovery Protocol
Common Internet File System
Common Information Model
command line interface
Chassis Management Module

Chassis Management
Modules

converged network adapter
Component Object Model

distributed component object
model

Distributed Power
Management

Distributed Resource
Scheduler

dynamic system analysis
Fibre Channel

Fibre Channel over Ethernet
Flex System Manager
Fault Tolerance

Full Virtual Machine
group policy object
Group Policy Object
graphics processing units
graphical user interface
High Availability

© Copyright IBM Corp. 2014. All rights reserved.

HBAs
HDD
HVD
IBM

IMM2

IOPS

IPC
ITSO

JF
LCVM
LLDP
LRO
LUN
LUNs
MSRP
NAS
NFS
NIC
NPIV
ou
OVA

RA

RDC
RDP
SAN
SAS

host bus adapter
hard disk drive
hosted virtual desktop

International Business
Machines Corporation

Integrated Management
Module

Integrated Management
Module Il

input/output operations per
second

interprocess communication

International Technical
Support Organization

jumbo frames

linked clone virtual machine
Link Layer Discovery Protocol
Large Receive Offload
logical unit number

logical unit numbers
Microsoft Roaming Profiles
network attached storage
Network File System
network interface card
N_Port ID Virtualization
organizational unit

Open Virtualization Format
Archive

Reference Architecture
Remote Desktop Connection
Remote Desktop Protocol
storage area network
serial-attached SCSI
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SEN System Storage Expansion

Node

SFP small form-factor pluggable

SID security identifier

SLP Service Location Protocol

SNIA Storage Networking Industry
Association

SNMP Simple Network Management
Protocol

SSD solid-state drive

SSDs solid-state drives

SSH Secure Shell

SSO single sign-on

TCO total cost of ownership

TCP Transmission Control Protocol

TOE TCP offload engine

TOR terminal-owning region

TSO TCP Segmentation Offload

UEFI Unified Extensible Firmware
Interface

UIM Upward Integration Module

VDI virtual desktop infrastructure

VDS virtual distributed switch

VLANSs Virtual Local Area Networks

VM virtual machine

VMDK VMware Virtual Machine Disk

VMDq Virtual Machine Device
Queues

VMs virtual machines

VSS virtual standard switch

eMLC enterprise multilevel cell

iSCSI Internet Small Computer
System Interface

pNIC Physical NIC mode

vNIC virtual network interface card

VvNICs virtual network interface cards
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Related publications

The publications that are listed in this section are considered particularly suitable
for a more detailed discussion of the topics that are covered in this book.

IBM Redbooks

The following IBM Redbooks publications provide more information about the
topics in this document. Some publications that are referenced in this list might
be available in softcopy only:

» IBM PureFlex System and IBM Flex System Products and Technology,
SG24-7984

» Implementing Systems Management of IBM PureFlex System, SG24-8060
» IBM Flex System Interoperability Guide, REDP-FSIG
You can search for, view, download, or order these documents and other

Redbooks, Redpapers, Web Docs, draft, and other materials, at the following
website:

http://www.ibm.com/redbooks

Online resources

The following websites are also relevant as further information sources:

» IBM SmartCloud Desktop Infrastructure:
http://www.ibm.com/systems/virtualization/desktop-virtualization/

» IBM Reference Architecture: SmartCloud Desktop Infrastructure:
http://ibm.co/186BJt7/

» IBM Reference Architecture for VMware View:
http://ibm.co/17c0yaN/

» VMware Horizon View 5.2 Architecture Planning Guide:
http://bit.1y/1hINkJk/
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» Storage Considerations for VMware Horizon View 5.2:
http://www.vmware.com/files/pdf/view_storage_considerations.pdf

» VMware Horizon View 5.2 Documentation Center:
http://pubs.vmware.com/view-52/index.jsp/

» |IBM Flex System Information Center:

http://pic.dhe.ibm.com/infocenter/flexsys/information/index.jsp/

Help from IBM

IBM Support and downloads:
http://www.ibm.com/support

IBM Global Services:

http://www.ibm.com/services
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