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Preface

Data security is one of the paramount requirements for organizations of all sizes. Although
many companies invested heavily in protection from network-based attacks and other threats,
few effective safeguards are available to protect against potentially costly exposures of
proprietary data that results from a hard disk drive being stolen, misplaced, retired, or
redeployed.

Self-encrypting drives (SEDs) can satisfy this need by providing the ultimate in security for
data-at-rest and can help reduce IT drive retirement costs in the data center. Self-encrypting
drives are also an excellent choice if you must comply with government or industry
regulations for data privacy and encryption.

To effectively manage a large deployment of SEDs in Lenovo® System x® servers, an
organization must rely on a centralized key management solution. This Lenovo Press book
explains the technology behind SEDs and demonstrates how to deploy a key management
solution that uses IBM Security Key Lifecycle Manager and properly setup your System x
servers.

The team who wrote this book

This document is produced by the following subject matter experts working in the Lenovo
offices in Morrisville, NC, USA.

Ryan Bradley is an IT Consultant with Lenovo System x Enterprise Solution Services
(XESS), formerly known as Lab Based Services (LBS). After starting eight years ago at IBM in
Tools Center development, Ryan now has more than four years experience designing,
implementing, and providing skills transfer on IBM hardware, software, cloud, and
management solutions for clients. His areas of expertise include System x, Flex, and
BladeCenter® hardware, and virtualization, system networking, and system storage.

Angelo Parisi is a Certified I/T Specialist with the Lenovo System x Client Technical Sales
(CTS) group. He started his career at IBM in 1995 with the Business Partner Support group.
Several years later, he moved to the newly formed x86 Server team where he works today.
Currently, he is the team lead for the North American Region where he tends to some of the
largest IBM accounts in his territory. With over a decade of experience working with large
enterprise customers, Angelo has experience with large-scale and distributed systems, which
he uses as a regular presenter at IBM Tech Edge events.

Thanks to the following people for their contributions to this project:

Axel Buecker
Andy Ehrenzeller
Luis Giron

David Watts
Lenovo

W. Craig Johnston
IBM
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Technology primer

In this chapter, we provide a primer for the two technologies that can empower an
organization to use self-encrypting drive (SED) technology and combine it with a centralized
encryption key lifecycle management solution for their System x servers.

We begin by describing the SED drive technology and how it is implemented in the System x
servers. Next, we review the IBM Security Key Lifecycle Manager (SKLM) solution with which
you can centrally manage your drive encryption keys (and more). We then describe a set of
typical deployment scenarios for encrypted disks.

This chapter includes the following topics:

v

Self-encrypting drive technology
IBM Security Key Lifecycle Manager
Deployment scenarios

Conclusion

vvyy
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1.1 Self-encrypting drive technology

Data security is a growing requirement for organizations of all sizes. Although many
companies invested heavily to protect themselves from network-based attacks and other
threats, few effective safeguards are available to protect against potentially costly exposures
of proprietary data that results from a hard disk drive (HDD) being stolen, misplaced, retired,
or redeployed.

SEDs can satisfy this need by providing the ultimate security for data-at-rest. SEDs also can
help reduce IT drive retirement costs in the data center. When combined with the compatible
RAID controllers, the Serial Attached SCSI (SAS) SEDs in System x servers can deliver
superb performance per watt with a cost-effective, secure solution for organizations of all
sizes. Self-encrypting drives are also an excellent choice if you must comply with government
or industry regulations for data privacy and encryption.

SAS SEDs have the following characteristics and capabilities:
» Interface speeds of 6 Gbps and 12 Gbps

» Rotational speeds of 7,200 RPM, 10,000 RPM, and 15,000 RPM

» Single hard disk drive capacities of 146 GB, 300 GB, 600 GB, 900 GB, 1.2 TB, 1.8 TB, 2
TB,4 TB,or6 TB

» Support for Native Command Queuing (NCQ)

» Support for Self-Monitoring, Analysis, and Reporting Technology (SMART)

» 2.5-inch and 3.5 inch form-factor available

» Hot-swap HDDs

» Encrypt data dynamically at the drive level with no performance effect

» Provide instant secure erasure (cryptographic erasure, so data is no longer readable)
» Enable auto-locking to secure data if a drive is misplaced or stolen while in use

When the SED is in normal use, its owner does not need to maintain authentication keys (that
is, credentials or passwords) to access the data on the drive. The SED encrypts data that is

being written to the drive and decrypts data that is being read from it, all without requiring an
authentication key from the owner.

SEDs eliminate the need to overwrite, destroy, or store retired drives. When it is time to retire
or repurpose the drive, the owner sends a command to the drive to perform a cryptographic
erasure. The process is nearly instantaneous, regardless of the capacity of the drive.
Cryptographic erasure replaces the encryption key that is inside the encrypted drive, which
makes it impossible to ever use the deleted key to decrypt the encrypted data.

SEDs reduce IT operating expenses by reducing asset control challenges and disposal costs.
Data security with SEDs helps ensure compliance with privacy regulations without hindering
IT efficiency.

The use of an SED when auto-lock mode is enabled requires securing the drive with an
authentication key. When secured in this manner, the drive’s data encryption key is locked
whenever the drive is powered down. When the SED is switched off or becomes unplugged, it
automatically locks the drive’s data. When the SED is powered on again, it requires
authentication before it can unlock the encryption key and read any data on the drive. This
requirement protects against mis-placement and theft.
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The hardware encryption engine on the drives matches the SAS port’'s maximum speed and
encrypts all data with no performance degradation. This performance scales linearly and
automatically with each drive that is added to the system. No processor cycles from the host
are necessary, and I/O operations occur without interruption.

ServeRAID™ M Series controllers offer SED support with any RAID 5 upgrade (with or
without cache memory); therefore, no other licensing is required.

For more information, see the Self-Encrypting Drives for System x, TIPS0761, which is
available at this website:

http://lenovopress.com/tips0761

1.1.1 Benefits of SED technology

The threat of data exposure increased over time. Although most current protection efforts
focus around securing the transmission of data, the abilities of protecting data-at-rest
changed little. Software-based encryption strategies have a serious effect on performance
and require careful consideration of the operating system environment on which they are
implemented. Any change in the operating system (including service packs) can result in
having to retest the entire solution or wait for the provider to certify new environments.

Driven by the current state of cybercrime, government legislation and industry privacy
requirements to safeguard data are on the rise in many countries. This safeguarding of data
includes not only data transmission but also the disposal of data when storage media fails or
is retired from active use. In a time when organizations try to drastically reduce their IT
budgets on an annual basis, physically destroying or degaussing devices are not only costly
but are not supported by the drive manufacturers.

Alternative methods (such as multi-pass data overwrite) are unsuitable in this age of rapidly
increasing storage capacities. Although a 4.51 GB drive might take only a couple of hours,
today’s multi-terabyte drives can take days. Also, if the drive fails, there is no mechanism to
destroy the data in a warranty-approved manner.

SEDs protect confidential or proprietary information that is stored locally on the server by
encrypting the data with an AES-based cypher before it is physically written to the media. By
performing this encryption at the last step before writing the data with a dedicated AES
processor, SED drives provide scalable performance. This performance is because each
drive has a dedicated AES processor. This configuration removes the encumbrance of
encryption from being handled by a single processor on the RAID controller or adding CPU
usage at the operating system level. As drives are added to the system for capacity or
performance growth, each new drive includes its own AES processor. Also, by having clear
data access from the operating system to the HDD, there is no requirement for operating
system-specific support for the encryption. This configuration protects the organization’s
investment by not limiting them to specific operating builds or new releases of agents to
support the encryption. No unique steps are required to install an operating system on a
server that is using SED drive technology.

In summary, SED drives reduce the vulnerability of data-at-rest to potentially costly exposures
of proprietary data that result from hard disk drive theft, misplacement, or improper drive
disposal. There is no need for time-consuming wiping of drives that take even longer to
complete as the capacity of the storage devices increase.
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1.1.2 Certification standards

The encryption capabilities of SED drives are implemented in a way that meets or exceeds
the requirements for federal government standards to Federal Information Processing
Standard (FIPS) level 2. This certification is the result of extensive testing by federal security
specialists and it is a testament to the strength of the encryption that is used on the device.

Specifically, the SED drives are validated according to the Trusted Computing Group
Enterprise SSC Revision 1.0 standard.

Trusted Computing Group Enterprise SSC Revision 1.0

Encryption/FIPS — FIPS 140-2 Validated SEDs were certified by the US National Institute of
Standards and Technology (NIST) and Canadian Communications Security Establishment
(CSE) as meeting the Level 2 security requirements for cryptographic modules as defined in
the Federal Information Processing Standards (FIPS) 140-2 Publication.

For more information about FIPS compliance, see this website:

http://www.seagate.com/tech-insights/fips-140-2-standard-and-self-encrypting-drive
-technology-master-ti/

For more information about FIPS specification, see this website:
http://csrc.nist.gov/groups/STM/cmvp/standards.html

1.1.3 How SED drives work

With SED technology, the configured storage capacity is presented to the operating system
as regular block level storage, as with any typical disk-based storage media. By using
standard file management tools, it is not possible to differentiate between an encrypted
volume and an unencrypted volume because all of the encryption occurs at the individual
drive level within the hardware.

After the encrypted data is read from the spinning disk inside the drive, it is then decrypted in
the drive controller and sent to the RAID adapter as clear unencrypted data. This process
allows standard RAID drivers to be used with complete transparency at the operating system
level.

Regardless of whether a drive was secured with the management tools, the data is always
encrypted on the physical disk. At the time of manufacture, each SED is configured with a
random AES key that is used to encrypt all data that is written. This key is referred to as the
Media Encryption Key (MEK) and is stored in a hidden section of the disk, which is often
referred to as Band O or the Global Band.

If the drive was not secured by a RAID adapter, it has access to this AES key at start and
loads this key at power-on to read and write data to the disk platters. In this mode, it functions
as any normal hard disk that you are familiar with, it just happens to be encrypting and
decrypting the data in real time. Because all data that is sent from and returned to the
controller is unencrypted, there is no change to the standard installation procedures for an
operating system.

The storage of the MEK key is shown Figure 1-1.
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Encrypted Media
Encryption Key

Encrypted
Data

Figure 1-1 SED disk usage

After the drive is configured as part of an array or virtual drive, the management tool can be
used to secure the volume. This process encrypts the drive-based AES MEK with another
key that is managed by the RAID adapter or a dedicated key management server. This
managed key, whether managed by the RAID controller or an external key management
server, is referred to as the Key Encryption Key (KEK). In this scenario, the hard disk drive
cannot access the MEK to decrypt the data that is stored on its platters unless it is paired with
a RAID adapter that passes the correct KEK on to the drives at boot time. It is this key
encryption that prevents the drive from being accessed if the drive fails.

Figure 1-2 shows how this exchange of keys occurs when the server is powered on.

KEK received
from controller

KEK used to
decrypt MEK

MEK loaded into
Encryption Processor

r
- MEK used to
“— decrypt data

= Decrypted data
/ returned to controller
\ J

AN
< On-going < Power On ‘

MEK — Media Encryption Key
@ @ KEK — Key Encryption Key

Figure 1-2 Secured SED drive boot process
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If the drives are removed or some change occurs where the drives cannot obtain the KEK
that is used to encrypt the data, the drives can no longer read the data and the disk is referred
to as cryptographically sanitized. This status is functionally equivalent to, or exceeds, the
data disposal capability of a three-pass data destruction tool. If the drives are reconnected to
the same system or the key is restored to a new RAID adapter (as in the case of a service
call), the drives can regain access to the data.

The important concept behind SEDs relative to controller- or operating system-based
encryption is that because the encryption occurs at the last stage in the write process or the
first stage of a read process, all data that is flowing in and out of the drive is clear or
decrypted. Therefore, there is no effect on how the data is used or what operating system is
employed because there are no specific drivers or agents that are required above the
standard operating system driver for the RAID adapter in use. If the appropriate RAID adapter
driver is supported by the intended operating system, no extra testing or configuration is
required to make the storage available for use.

Figure 1-3 shows the components of the data flow (which are visualized as Customer name)
that are encrypted versus decrypted.

1
I
= = 1
Application I
I
Data Customner |
name :

pr—— | #IRFN@3
Customer 1
name :
I
Customer |
name I

> #5&FN@S
I
1
1
Customer |
name :

— #5&FN@S
1
1
1
1

< Unencrypted Data | I |Encrypted Data >

Figure 1-3 SED encryption

Data removal

Equally important as how the data is encrypted is how the data on a disk is destroyed for
disposal, resale, or redeployment. Standard methods of multi-pass overwrite are too
time-consuming to be viable given the increase in capacity of current storage devices. The
alternatives of degaussing or physical destruction are not economical alternatives because
they void any warranty that is associated with the device, are not supported by the vendors
for data disposal, and destroy any resale value of the device.

Because SEDs are always encrypting the data that is written to the physical media with the
MEK, they support a function that is called Secure Instant Erase. This function is a
standards-approved method to destroy the data on the device by randomizing the encryption
keystore (MEK) on the drive. Because the drive does not have the valid MEK that is required
to decrypt the data, this state renders all of the data on the device invalid instantly, regardless
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of the capacity of the disk. This data disposal method is referred to as cryptographic
sanitization.

This cryptographic sanitization is an FIPS and warranty approved method for data disposal.

1.2 IBM Security Key Lifecycle Manager

You can use SKLM to create, back up, and manage the lifecycle of keys and certificates that
an organization uses. You can manage encryption of symmetric keys, asymmetric key pairs,
and certificates. SKLM provides a graphical user interface, command-line interface, and
REST interface to manage keys and certificates.

SKLM waits for and responds to key generation or key retrieval requests that arrive through
TCP/IP communication. This communication can be from a tape library, tape controller, tape
subsystem, device drive, or tape drive.

This book focuses on the use of SKLM with System x servers and SEDs.

SKLM provides the following features:
» Manage symmetric keys, asymmetric key pairs, and X.509 V3 certificates.

» Manage the creation and lifecycle of keys, which contain metadata on their intended
usage.

» Provide protected backup of critical data for disaster recovery. For example, on distributed
systems, backup includes cryptographic key data (actual keys and certificates that are
managed), metadata about the keys, and configuration files.

1.2.1 SKLM components

The SKLM solution on distributed systems includes the SKLM server, WebSphere Application
Server, and DB2.

The WebSphere Application Server runs a Java virtual machine that provides the runtime
environment for the application code. The application server provides communication
security, logging, messaging, and web services.

For more information about SKLM, see this website:

http://www.ibm.com/software/products/en/key-1ifecycle-manager

1.2.2 Keys overview

An encryption key often is a random string of bits that is generated specifically to scramble
and unscramble data. Encryption keys are created by using algorithms that are designed to
ensure that each key is unique and unpredictable. The longer the key that is constructed this
way, the more difficult it is to break the encryption code.

SKLM uses two types of encryption algorithms: symmetric algorithms and asymmetric
algorithms. Symmetric, or secret key encryption, uses a single key for encryption and
decryption. Symmetric key encryption is used to encrypt large amounts of data efficiently.

Advanced Encryption Standard (AES) keys are symmetric keys that can be three different
key lengths (128, 192, or 256 bits). AES is the encryption standard that is recognized and
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recommended by the US government. The 256-bit keys are the longest keys that are allowed
by AES. By default, SKLM generates 256-bit AES keys.

Asymmetric, or public and private encryption, uses a pair of keys. Data that is encrypted by
using one key can be decrypted by using only the other key in the public and private key pair.
When an asymmetric key pair is generated, the public key often is used to encrypt, and the
private key often is used to decrypt.

SKLM uses symmetric and asymmetric keys. Symmetric encryption enables high-speed
encryption of user or host data. Asymmetric encryption, which is necessarily slower, protects
the symmetric key.

1.2.3 SKLM creates, stores, and manages keys

The SKLM creates key material by using a random number generator. It stores the keys in a
secure DB2 database. Requests for keys are serviced over a TCP/IP connection.

For the System x SEDs, SKLM creates a key container that is used by external devices. The
SED device stores its MEK that is encrypted under the KEK that is provided by SKLM. At
System x server start, the devices contact SKLM to obtain the KEK.

1.2.4 SSL/TLS session security

The connection between the System x server and SKLM is secured through SSL/TLS
protocols.

To retrieve a KEK from SKLM, the device must authenticate the server. This authentication is
performed by using SSL protocols. Before a key exchange operation is started, the proper
security mechanisms must be in place.

A digital certificate is generated at the SKLM key manager. This certificate is exported by
using the SKLM command-line interface. The exported certificate is then imported into each
device that uses keys from SKLM. Also, each device generates and exports a digital
certificate to be imported as a client certificate by the SKLM key manager.

1.3 Deployment scenarios

Regardless of how the encryption keys are managed (whether they are configured on the
local RAID adapter or provided from an external key management server), the manner in
which the data is encrypted is identical. The component that does change is how the keys are
managed by the user and the level of protection and interaction that is involved in the
deployment. That is, the MEK is always used in the same manner; it is the management of
the KEK that changes that is based on requirements of the solution.

To help explain the various manners in which SED drives can be deployed, we created four
sample scenarios that range from unsecured configurations to centrally managed key
management servers. Each scenario describes the drawbacks and benefits of the
implementation and highlights environments in which it often is used.

The following scenarios are not industry-standard scenarios; instead, they are constructs that
were developed by the authors to describe the various ways that SED drives can be
implemented in an environment:

» Scenario 1: No key required
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» Scenario 2 encrypted: Unattended mode
» Scenario 3 encrypted: Attended mode
» Scenario 4 encrypted: External key management

1.3.1 Scenario 1: No key required

As shown in Figure 1-4, SEDs are used in System x servers with no other configuration
beyond the standard array and virtual drive management that is used in the deployment of a
typical server.

Drives encrypt data
with unique stored key
from manufacturing but does
not exchange keys with

controller.

Figure 1-4 No key required

This scenario is based on the deployment of SEDs in the place of regular storage devices
with no other configuration steps that are performed beyond the standard creation of arrays
and virtual disks. Although this scenario does not use the security features of the drives, it
does allow for the use of the secure instant erase function of the SED technology. In this
case, the data is not protected against theft; however, the devices can be securely erased
instantly for data disposal.

The major drawback of this implementation is that a failed drive cannot be erased because it
cannot be accessed to randomize the MEK and requires alternative data disposal, such as
physical destruction of the device.

This implementation often is used when an organization is unsure of the technology or not
ready for the deployment of a solution that requires key management. By deploying the SEDs
in this manner, an organization can introduce the drives to their environment without any
changes to their deployment or management methods. When ready, the organization can
enable the extra functionality with no effect on the data that is stored on the devices.

This implementation includes the following advantages:

» Understood technology that was in practical use for years
» Operating system intervention is not required (not apparent)
» No specialized service requirements

» Secure erase function

» No licensing requirements
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This implementation includes the following disadvantages:

» Data is not protected against physical theft of drives
» Failed drives cannot be erased

1.3.2 Scenario 2 encrypted: Unattended mode

Scenario 2 builds on the configuration of Scenario 1 and takes it a step further by using the
local KEK management of the RAID adapter to encrypt the MEK that is present on the
installed SEDs. This scenario is referred to as unattended mode because no user intervention
is required during the regular boot cycle of the server.

Figure 1-5 on page 10 shows the implementation of Scenario 2.

Advanced RAID
FoD Activated

}

e, | SR
I

Key Encryption Key (KEK)
Stored on Controller

Drive key (MEK)
encrypted with
key encryption key
(KEK) from controller

Figure 1-5 Unattended mode

Scenario 2 shows a deployment in which an organization wants to use the encryption
capability of secured virtual disks while minimizing the effect on the environment regarding
key management. In this implementation, after the arrays and virtual disks are created, drive
security is configured on the RAID controller, which generates a KEK and the virtual disks are
secured by using this KEK to encrypt the MEK that is present on the drives within the target
array. This configuration effectively binds the disks to the controller, which renders the data
sanitized if it is removed because the drive cannot access the required KEK to decrypt the
drive MEK.

This scenario is an improvement over Scenario 1 because the drives cannot be instantly
erased only; any drive that might fail automatically has the data sanitized because another
controller cannot be used to recover the data. When the appropriate KEK is unavailable to the
drive, the MEK cannot be read. This condition protects against a failed drive having the
controller board replaced because the KEK is not stored anywhere on the disk.

This implementation includes the following advantages:

» No operating system intervention is required (not apparent)
Drive data is protected against theft (data is encrypted)

No boot time intervention is required

Instant secure data disposal

vYvyy
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» Encryption can be activated at any point from local or remote GUI or command line
without data loss

This implementation includes the following disadvantages:

» Data is not protected against theft of the complete server because the controller provides
the keys to the drives at boot time without intervention

» More service steps are required for controller replacement to reset keys
» More setup is needed to establish the initial keys
» Afteritis encrypted, a volume cannot be decrypted without destroying data

Effect on service and support

The downside of this scenario is the effect on server maintenance. Because the keys for the
volumes are stored on the RAID controller in this scenario, any effect on that RAID adapter
requires more steps to recover the data. After a new controller is installed, any secured
volumes show as a foreign encrypted array.

For the new controller to access the data on this volume, the encryption key that is used to
secure the volume on the original RAID controller must be restored to the new RAID
controller. Therefore, it is imperative that whenever disk encryption is configured, any security
keys are backed up and tracked to minimize the effect of service actions.

Figure 1-6 shows the different impact situations to a service call on the server. These
situations address a drive failure and controller failure.

Additional step
<+— requiredto restore

Drive is Controller is
replaced replaced
_Drlve Encryption
Disposed Key restored key to controllerin
orderto regain
T accessto drives

Return to
Production

1.3.3 Scenario 3 encrypted: Attended mode

4
Server offfine
4mmm

Disks removed from
system are instantly
securely erased

Figure 1-6 Service and support impact

Scenario 3 takes the configuration in Scenario 2 and adds to it a boot time pass phrase that
must be provided to the controller at boot time to prevent the KEK from being passed to the
drives without proper authorization. For this reason, this scenario (as shown in Figure 1-7) is
referred to as the attended mode because intervention is required when the server is booted.
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Advanced RAID
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boot time passphrase
required

Drive key (MEK)
encrypted with
key encryption key
(KEK) from controller

Figure 1-7 Scenario 3

Scenario 3 is identical to the configuration of Scenario 2 with the simple exception that the
RAID controller is configured with a boot-time password. Although this change is simple, it
affects the implementation by making two important changes.

The first change is that user level integration is required at any time that the server is
restarted. During post, the server pauses at the RAID controller firmware initialization window
and prompts the operator for a valid password. If one cannot be provided, any volumes that
were secured are not accessible. If a valid password is provided (whether via local keyboard
or a remote KVM), the RAID controller then passes the KEK to the disks to unlock the MEK
and the boot process continues normally.

The second change that this configuration introduces is the management of the password.
This change is significant because the password must be manually entered by a user at boot
time. The main question this issue raises is who has access to the password and what is the
plan of action if that user is not available in an after-hours situation.

The main benefit of Scenario 3 over Scenario 2 is the protection of the data if there is a theft
or the server is decommissioned. In Scenario 2, if someone can obtain the entire server, the
encryption is rendered irrelevant because the keys are automatically passed to the disks at
boot time. By introducing the password in Scenario 3, all data is rendered unreadable unless
the password can be provided.

This implementation includes the following advantages:

» No operating system intervention is required (not apparent)

» Entire server is protected against data theft (data is encrypted) and requires boot-time
intervention

» Instant secure data disposal

This implementation includes the following disadvantages:

» More service steps are required for controller replacement to reset keys
More setup is needed to establish the initial keys

After it is encrypted, a volume cannot be decrypted without destroying data
Password must be entered when the server is restarted

vvyy
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Effect on service and support

The downside of this scenario is the effect on server maintenance. In this scenario, any effect
on that RAID adapter requires more steps to recover the data because the keys for the
volumes are stored on the RAID controller. After a new controller is installed, any secured
volumes show as a foreign encrypted array.

For the new controller to access the data on this volume, the encryption key that was used to
secure the volumes on the original RAID controller must be restored to the new RAID
controller. Therefore, it is imperative that whenever disk encryption is configured, any security
keys are backed up and tracked to minimize the effect on service actions.

Figure 1-8 shows the different impact situations to a service call on the server. These
situations address a drive failure and controller failure. The service impact for Scenario 3 is
identical to Scenario 2.

Drive is Controlleris
replaced replaced
g
| 5 ]
5]
5]
=
@
(7]

il i Addi_tional step
i 5 Encryption <«— requiredto restore
Ispose Key restored key to controllerin
orderto regain
T accessto drives
Return to
Production

1.3.4 Scenario 4 encrypted: External key management

Disks removed from
system are instantly
securely erased

Figure 1-8 Service and support impact

Scenario 4 is the most beneficial scenario for deployments of all sizes because it adds
centralized KEK management to the environment. This management provides the full benefit
of SEDs to the organization while avoiding the need for boot time intervention or the manual
input of passwords to secure a server.

Figure 1-9 shows the components that comprise this solution.
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Figure 1-9 Scenario 4

In this scenario, an external key management server provides KEK keys to the server at boot
time. This ability requires firmware support because the server must establish a trusted
network connection to a key management server (such as SKLM) during boot and receive a
KEK key that is used to decrypt the MEK before the server can complete the boot process.

As in scenarios 2 and 3, the volumes on the RAID controller are secured encrypting the MEK
keys; however, the KEK keys are not stored locally on the controller. This configuration allows
for the central management of the KEK keys for larger deployments of servers (including
remote branch offices) and removes the necessity of boot time intervention if there is a server
restart. Also, this process automatically sanitizes all data on the server by removing it from
the corporate network where the key management server is or by revoking the keys from the
management server when a server is retired or repurposed.

Remote key management requires the following components to be in place to support this
boot time process:
» Integrated Management Module (IMM) v2 firmware support

The server must support external key management and must have an IMM firmware level
at or greater than when the support was introduced for a product (for more information,
see Chapter 2, “Supported systems and sample configuration” on page 17).

» A supported external key management server must be configured and accessible on the
IMM network.

» IMM v2 must be configured with a self-signed certificate or one that was signed by a
certificate authority.

» IMM v2 must have a key management server certificate installed.

» Key management server must have the target system certificate installed.

» RAID adapter must be configured to use an external key management source.

Although this scenario does initially introduce some complexity to the network, the use of an
external key management server allows for a simplification of key management over previous

scenarios and provides for better scalability for larger or distributed environments. Many
organizations already have key management servers in their data centers to handle the

14 Centrally Managing Access to Self-Encrypting Drives in Lenovo System x Servers



needs of securing data-at-rest for formats (such as tape) where the data often is encrypted for
off-site storage.

This scenario represents the implementation that was described within the scope of this book.

This implementation includes the following advantages:

No operating system intervention is required (not apparent)

Entire server is protected against data theft (data is encrypted)

No boot time intervention is required (keys are managed by SKLM)
Instant secure data disposal

vyvyyy

This implementation includes the following disadvantages:

v

More service steps are required for controller replacement to reset keys
More is needed setup to establish the initial keys

After it is encrypted, it cannot be disabled without destroying data
Central SKLM infrastructure must be created and maintained

vYvyy

Effect on service and support

The downside of this scenario is the effect on server maintenance. If the RAID controller is
replaced in this scenario, the new RAID controller must be configured to import the existing
drive configuration and it must be set correctly to use an external key management server.

If the system board is replaced, the following tasks must be completed:

1. Restore IMM configuration parameters to enable communication with the external key
manager:

a. Reapply needed FoD options.

b. Restore external key manager addresses.

c. Restore server and key manager certificates.
d. Restore original Server UUID.

2. Atthe SKLM server, accept the System x server (if a new certificate is used).

When external keys are managed by using SKLM, the server UUID is used to associate any
specific System x server with the existing KEK that is needed to decrypt the MEK. Therefore,
when the system board is replaced, the Server UUID must be restored before the server can
obtain the existing KEK from the key manager and gain access to the SEDs at boot time. Any
change in the key that is allocated to the repaired server renders all of data inaccessible by
design.

Figure 1-10 on page 16 shows the recovery procedure for failed components in this scenario,
including drive failure, controller failure, and planar failure.
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Figure 1-10 Service and support impact

1.4 Conclusion

As described in this chapter, there are several methods in which SEDs can be deployed. The
best solution for a specific implementation depends on many factors, including the level of
security that is required, the number of systems that are deployed, and the availability of
managed key servers.

If key management servers can be on the corporate network, the deployment of Scenario 4
can provide the highest degree of central management and flexibility for the IT environment. It
is the installation of Scenario 4 that we describe further in Part 2 of this book.
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Supported systems and sample
configuration

In this chapter, we describe the supported configurations and options for self-encrypting
drives in System x servers. We also describe our example configuration that was used as a
proof of concept to create the installation instructions for this book.

This chapter includes the following topics:

» Supported systems and options
» Example configuration
» Conclusion

© Copyright Lenovo 2015. All rights reserved.
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2.1 Supported systems and options

The servers, RAID adapters, and drives that are described in this section are supported at the
time this writing. For more information about the current list of supported configurations, see
this website:

http://www.lenovo.com/us/en/serverproven/

2.1.1 Supported servers

The supported System x server systems for external key management (as of this writing) are
listed in Table 2-1.

Table 2-1 Supported servers

Server Machine Type
System x3100 M5 5457

System x3250 M5 5458

System x3300 M4 7382

System x3500 M4 7383

System x3500 M4 (E5-xxxxV2) 7383, E5-xxxxV2
System x3530 M4 7160

System x3530 M4 (E5-xxxxV2) 7160, E5-xxxxV2
System x3630 M4 7158

System x3630 M4 (E5-xxxxV2) 7158, E5-xxxxV2
System x3550 M4 7914

System x3550 M4 (E5-xxxxV2) 7914, E5-xxxxV2
System x3550 M5 5463

System x3650 M4 7915

System x3650 M4 (E5-xxxxV2) 7915, E5-xxxxV2
System x3650 M4 HD 5460

System x3650 M5 5462

System x3750 M4 8722/8733
System x3750 M4 8752/8718
System x3850 X6/x3950 X6 3837
NeXtScale™ nx360 M5 5465

2.1.2 Supported RAID adapters
At the time of this writing, M5110(e) and M5210(e) RAID adapters are supported for the use

of external key management with servers that are supported for ServerProven®, as
described in 2.1.1, “Supported servers ” on page 18. The installation of any RAID 5, RAID 6,
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or supported cache modules automatically enables support for securing SED-based virtual
drives; external key management requires the purchase of a Features on Demand (FoD)
license.

Table 2-2 lists the supported RAID adapters and the corresponding upgrades.

Table 2-2 Supported RAID controllers

Part number | Description

Supported RAID adapters M5110

81Y4481 ServeRAID M5110 SAS/SATA Controller for System x

Onboard ServeRAID M5110e SAS/SATA Controller for System x

One of the following upgrades is required to support SEDs with the M5110 RAID controller

81Y4544 ServeRAID M5100 Series Zero Cache/RAID 5 Upgrade for System x
81Y4484 ServeRAID M5100 Series 512 MB Cache/RAID 5 Upgrade for System x
81Y4487 ServeRAID M5100 Series 512 MB Flash/RAID 5 Upgrade for System x
81Y4559 ServeRAID M5100 Series 1 GB Flash/RAID 5 Upgrade for System x
47C8670 ServeRAID M5100 Series 2 GB Flash/RAID 5 Upgrade for System x

Supported RAID adapters M5210

46C9110 ServeRAID M5210 SAS/SATA Controller for System x

Onboard ServeRAID M5210e SAS/SATA Controller for System x

One of the following upgrades is required to support SEDs with the M5210 RAID controller

47C8708 ServeRAID M5200 Series Zero Cache/RAID 5 Upgrade
47C8656 ServeRAID M5200 Series 1 GB Cache/RAID 5 Upgrade
47C8660 ServeRAID M5200 Series 1 GB Flash/RAID 5 Upgrade
47C8664 ServeRAID M5200 Series 2 GB Flash/RAID 5 Upgrade
47C8668 ServeRAID M5200 Series 4 GB Flash/RAID 5 Upgrade

Supported RAID adapters M1215

46C9114 ServeRAID M1215 SAS/SATA Controller

The following upgrade is required to support SEDs with the M1215 RAID controller

46C9114 ServeRAID M1215 SAS/SATA Controller

For more information about the supported controllers and options, see the following website:

http://www.lenovo.com/us/en/serverproven/

2.1.3 Supported SEDs

The SEDs that are supported at the time of publication are listed in Table 2-3 on page 20.
This rapidly growing list of devices should be considered a subset of supported options only.
For more information about supported SEDs for a specific server model, see this website:

http://www.lenovo.com/us/en/serverproven/
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Table 2-3 Supported SEDs

Option part number Description

90Y8944 146GB 15K 6Gbps SAS 2.5" SFF G2HS SED
00AJ116 146GB 15K 6Gbps SAS 2.5" G3HS SED
OONA281 300GB 15K 12Gbps SAS 2.5" G3HS 512e SED
OONA286 600GB 15K 12Gbps SAS 2.5" G3HS 512e SED
90Y8913 300GB 10K 6Gbps SAS 2.5" SFF G2HS SED
00AJ106 300GB 10K 6Gbps SAS 2.5" G3HS SED
90Y8908 600GB 10K 6Gbps SAS 2.5" SFF G2HS SED
00AJ101 600GB 10K 6Gbps SAS 2.5" G3HS SED
O0NA291 600GB 10K 12Gbps SAS 2.5" G3HS 512e SED
81Y9662 900GB 10K 6Gbps SAS 2.5" SFF G2HS SED
00AJ076 900GB 10K 6Gbps SAS 2.5" G3HS SED
O00NA296 900GB 10K 12Gbps SAS 2.5" G3HS 512e SED
00ADO085 1.2TB 10K 6Gbps SAS 2.5" G2HS SED
00AJ151 1.2TB 10K 6Gbps SAS 2.5" G3HS SED
OONA301 1.2TB 10K 12Gbps SAS 2.5" G3HS 512e SED
O0NA476 1.8TB 10K 6Gbps SAS 2.5" G2HS 512e SED
O0NA306 1.8TB 10K 12Gbps SAS 2.5" G3HS 512e SED
00W1533 2TB 7.2K 6Gbps NL SAS 3.5" G2HS SED
00ML218 2TB 7.2K 6Gbps NL SAS 3.5" G2HS 512e SED
00FN238 2TB 7.2K 12Gbps NL SAS 3.5" G2HS 512e SED
00W1543 4TB 7.2K 6Gbps NL SAS 3.5" G2HS SED
00ML223 4TB 7.2K 6Gbps NL SAS 3.5" G2HS 512e SED
00FN248 4TB 7.2K 12Gbps NL SAS 3.5" G2HS 512e SED
00ML228 6TB 7.2K 6Gbps NL SAS 3.5" G2HS 512e SED
00FN258 6TB 7.2K 12Gbps NL SAS 3.5" G2HS 512e SED

Not all drives are supported in all servers. For more information about the supported drives,
see this website:

http://www.lenovo.com/us/en/serverproven/

2.1.4 Supported SKLM environments
Support for System x servers was included beginning with IBM Security Key Lifecycle

Manager (SKLM) 2.5.0.2. This support requires the base installation of SKLM 2.5 with a
minimum of service pack 2 installed, which brings the final version to 2.5.0.2.
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Operating system support

The currently supported operating systems (OSs) for SKLM version 2.5 are listed in
Table 2-4. In this book, we focus on x86 environments; therefore, those environments are

listed first in Table 2-4. For more information, see this website:

http://www.ibm.com/support/knowledgecenter/api/content/SSWPVP_2.5.0/com.ibm.skIm.d

oc_2.5/cpt/cpt_ic_release oview sw.html

Table 2-4 SKLM operating system requirements

Operating system

Use DB2 Workgroup
Server Edition Version 10.1

Windows Server 2008 R2 (64-bit in 32-bit mode for all Intel and AMD
processors), which includes the following editions:

» Standard Edition

» Enterprise Edition

X

Windows Server 2012 (64-bit in 32-bit mode for all Intel and AMD
processors) for Standard Edition

RedHat Enterprise Linux Version 5.0 Update 6.0 and Version 6.0
Update 3 on x86 64-bit in 32-bit mode

SuSE Linux Enterprise Server Version 10 on x86 64—bit mode and
Version 11 on x86 64—bit mode

Sun Server Solaris 10 (SPARC 64—bit in 32-bit mode). Consider the
following points:

» If raw devices are used, apply patch 125100-07

» SKLM runs in a 32—bit JVM

AlX version 6.1 and version 7.1 in 32-bit mode. POWER7
processor-based servers are supported. A 64-bit AIX kernel is
required. Use AIX 6.1 Technology Level 2. The minimum C++ runtime
level requires the xIC.rte 9.0.0.8 and xIC.aix61.rte 9.0.0.8 (or later)
files. These files are included in the June 2008 IBM C++ Runtime
Environment Components for AIX package.

RedHat Enterprise Linux Version 5.0 Update 6.0, and Version 6.0
Update 3 (System z) on x86 64—bit mode

SuSE Linux Enterprise Server Version 11 (System z) on x86 64—bit
mode

Windows 2008 R2: The web interface of SKLM can be accessed remotely from another
system’s browser or locally with a browser that is installed on your SKLM server. The
default browser that is installed with Windows 2008 R2 is Internet Explorer 8, which must
be updated to a newer version to support the SKLM interface. For more information about

support, see “Browser requirements” on page 22.

Hardware requirements

The current hardware requirements for SKLM version 2.5 are listed in Table 2-5 on page 22.
For more information about updated hardware requirements, see this website:

http://www.ibm.com/support/knowledgecenter/api/content/SSWPVP_2.5.0/com.ibm.skim.d

oc_2.5/cpt/cpt_ic_release oview_hw.html
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Table 2-5 SKLM hardware requirements

System components

Minimum values?

Suggested values®

System memory (RAM)

4 GB

4 GB

Processor speed

» Linux and Windows systems: 3.0
GHz dual processors

» AlIX and Sun Solaris systems: 1.5
GHz (4-way)

» Linux and Windows systems: 3.0
GHz dual processors

» AlX and Sun Solaris systems: 1.5
GHz (4-way)

directory for DB2

Disk space free for SKLMand | 5 GB 5GB
prerequisite products, such

as DB2

Disk space free in /tmp or 2GB 2GB
C:\temp

Disk space free in /home 5GB 6 GB

Disk space free in /var
directory for DB2

512 MB on Linux and UNIX operating
systems

512 MB on Linux and UNIX operating
systems

a. Minimum values: These values enable a basic use of SKLM.
b. Recommended values: You must use larger values that are appropriate for your production environment. The
most critical requirements are to provide adequate system memory and free disk and swap space. Processor

speed is less important.

In addition to the hardware requirements that are listed in Table 2-5, consider the following

points:

» All file systems must be writable.

» On Windows OS, the following free space is required in addition to that of your DB2

product:

— 40 MB in the system drive

— 60 MB in the /temp folder that is specified by the temp environment variable

» On Linux and UNIX OSs, you must install your DB2 product in an empty directory. If the
directory that you specify as the installation path contains subdirectories or files, your DB2
installation can fail. On Linux and UNIX OSs, 4 GB of free space is required in the $HOME
directory.

» Installing into mapped network drives or mounted partitions is not supported.

» If installation locations of more than one system component fall on the same Windows
drive or UNIX partition, the cumulative space to contain all those components must be
available in that drive or partition.

Browser requirements

Supported browsers for SKLM are listed by OS in Table 2-6. For more information about
browser support, see this website:

http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.skim.doc_2.5/cpt/c
pt_ic release oview browserreqs.html?Tang=en
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Table 2-6 SKLM browser support

Browser Fix pack AIX Sun Server | Windows | Windows | RedHat SUSE Linux
Solaris 2008 R2 2012 Enterprise | Enterprise
SPARC Linux Server

Microsoft Internet None

Explorer 9 N/A N/A X X N/A N/A

Microsoft Internet None

Explorer 10 N/A N/A X X N/A N/A

Mozilla Firefox ESR | None

17 X N/A X X X X

Firefox ESR

Mozilla Firefox is supported in the Extended Support Release (ESR) version. This installation
differs from the usual Firefox. ESR versions are supported and updated for approximately
one year, which can help large organizations and software products to keep a version
standard for longer than the normal browser release cycle. The update check for the ESR
browser provides only security and patches to its ESR version. The browser does not prompt
you for a major browser update until a new ESR version is available.

For more information about Flrefox and for the latest Firefox ESR downloads, see this
website:

https://ftp.mozilla.org/pub/mozilla.org/firefox/releases/

You might find that some software is not yet supported on the latest ESR version. If you are

running into issues with the SKLM interface or are looking for a supported ESR version of
Firefox, see the following website where all previous Firefox versions are hosted:

https://ftp.mozilla.org/pub/mozilla.org/firefox/releases/

With Firefox ESR installed, your About Mozilla Firefox window displays the information that is
similar the information that is shown in Figure 2-1.

EEX

About Mozilla Firefox

Firefox ESR

24.8.0

\

You are currently on the esr update channel.

Firefox is designed by Mozilla, a glebal community working
together to keep the Web open, public and accessible to all.

Sound interesting? Get invelved!

Licensing Information End-User Rights Privacy Policy

Figure 2-1 ESR About window
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2.2 Example configuration

In this section, we describe the equipment and test configuration that we assembled for
writing this book. Although it is representative of a possible deployment, it should not be
considered an official reference architecture. The details of the configuration are shown as a
point of reference when we are reviewing the sample command lines that were used and
details that were entered in data fields as shown in the figures.

2.2.1 Configuration overview

For the purposes of creating this publication, we assembled a test configuration that
consisted of several target servers (x3850 X6, x3650 M4 HD, and x3650 M4), a dedicated
management network for IMM traffic, a pair of domain name servers, and two virtualized
SKLM servers. The SKLM servers on the 192.168.90.x subnet were routed to the
192.168.254.x management network so that the SKLM servers and IMMs can communicate.

Although the SKLM servers can be deployed as physical servers, our recommendation is to
create virtual servers where possible. This configuration allows an environment to not have
several redundant SKLM servers and use the clustering capabilities of virtualized clusters for
high availability and portability.

Figure 2-2 shows a high-level configuration of the environment that was used for testing.

AD1

S

IBM SKLM 1

IBM SKLM 2

e

192.168.90.88

%3850 x6

192.168.254.77 (IMM) x3650 M4
- 192.168.254.86 (IMM)

%3650 M4 HD
192.168.254.87 (IMM)

Management
i Network

)y 4 vSwitch 1
Management

Production =

g
I
L

Data

192.168.90.89

vSphere 5.5

vSwitch 2

P |y ]

AD2
192.168.253.3

Production

IBM

Figure 2-2 Example configuration

As shown in Figure 2-2 on page 24, a simple configuration was assembled as a proof of
concept for the creation of the installation procedures for this publication. For simplicity, we
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used an existing VMware ESXi cluster that hosted the DNS servers for the lab and created
two Windows 2012 virtual servers on which we installed the SKLM servers for the test
environment.

The ESXi cluster had access to two networks: one was an internal network to our lab and the
other was a connection to the lab network that allowed for remote jump box capability for
team members that were not local. This dual network topology is not a requirement for a
typical SKLM installation.

The target test systems for this exercise were an x3850 X6, x3650 M4, and x3650 M4 HD,
which are all supported in the initial SKLM support announcement. Each of these servers’
IMMv2 adapter was connected to the lab network. This connection is critical because all
configuration of the IMM and all communication and exchange of security keys is handled
over this connection. The removal of the network connection from an IMM results in key
encryption keys (KEKs) not being available to the System x server RAID controller at boot
time. As a result, the server is unable to unlock the drives and all data is unavailable.

Figure 2-3 shows a minimum configuration that is required to test the basic functions.

Supported Server
with 51xx or 52xx RAID
Adapter and SED drives

IBM SKLM Server 2.5.0.2+

Data

Figure 2-3 Basic configuration

This configuration shows the absolute minimum environment that is required as a proof of
concept and does not represent the optimal configuration for a production-based deployment
of this solution.

A production deployment must include a minimum of two SKLM servers for redundancy
because any loss of communication to an SKLM server results in any server that uses SEDs
to not access data if they are restarted.

2.2.2 Configuration

In this section, we provide some specific information about the hardware and software
environment that was used in our proof of concept. You also want to check the links that are
provided in 2.1, “Supported systems and options” on page 18 for the latest SKLM
requirements, and use the latest server, RAID controller, and drive firmware where possible.

Hardware environment

Table 2-7 lists the hardware environment that was used for purposes of this publication,
including each server, its RAID controller, Integrated Management Module (IMM) firmware,
Unified Extensible Firmware Interface (UEFI), drive type, and firmware levels. The UEFI code
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Table 2-7 Proof of concept hardware details

is important because it contains the boot code and the drivers for the RAID controller and
SKLM environment.

Server Model RAID Controller and IMM Level UEFI level SEDs and firmware
firmware
Systemx3650M4 | M5110-e 1AOO058T, VVE142AUS, Two 900 GB, 10,000 RPM
Firmware package version June 8, 2014 | June 4, 2014 6Gbps 2.5-inch SAS SEDs,
23.22.0-24, April 24, 2014 firmware E56B
» RAID 5 Upgrade
» Cache offload Other non-encrypting drives
also installed.
System x3650 M4 | M5210-¢, 1A0O058T, VVE142BUS, 12 900 GB, 10,000 RPM
HD Firmware package version June 8, 2014 | July 2, 2014 6Gbps 2.5” SAS SEDs,
24.2.1-0027, April 8, 2014 firmware E56B
With advanced software
options for RAID 5 Upgrade
System x3850 X6 | Firmware package version 1A0058S, A8E112B, Four 900 GB, 10,000 RPM
24.2.1—027, April 8, 2014 June 2014 August 2014 6Gbps 2.5” SAS SEDs,
firmware E56B

Figure 2-4 shows an example of the advanced upgrades from our x3650 M4 M5110-e
controller, including FoD upgrades. These upgrades can be displayed by interrupting the boot
of a System x server at the splash window by pressing F1, then clicking System Settings —
Storage — Select your desired controller — Controller Management — Advanced —
Manage MegaRAID Advanced Software Options.

Manage MegaRAID Advanced Software Options

Display all the
activated MegaRAID
Advanced Softuware
Options on the
controller.

HegaRAID Advanced Software Options enable special
functionalities or features that may not be
available in the standard configuration of the
control ler.

Secured)
Secured)
Secured)

MegaRAID RAIDS (Unlimited,
MegaRAID SafeStore (Unlimited.

Cache Offload (Unlinited,

Figure 2-4 MegaRAID advanced software options

Hypervisor and virtual machine environment

For simplicity, flexibility, and high availability, we set up our proof of concept SKLM for this
book on a VMware environment. We based our SKLM VMware virtual machine (VM)
resources on the normal physical hardware specifications.

The use of a virtualized environment is a good option because you can easily add resources,
such as memory and processors later if you encounter performance issues. However, SKLM
is not meant to be accessed regularly by many users. Often it is administered by a small team
and touched only for necessary tasks, such as adding, removing, or replacing hardware,
upgrading the software, or verifying the setup. Other tasks (such as replication) should be
automated.
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Migrating VMs between hosts with vMotion and setting up high availability with cluster
functionality also is crucial to keeping your SKLM servers running whenever a system that is
using SEDs needs a key exchange to access its drives while booting. If VMware Distributed
Resource Scheduler (DRS) or any other load balancing capacity on a virtualization cluster is
used, no two SKLM servers should ever be on the same physical host. This configuration can
increase the risk of hardware failure, which results in the loss SKLM access.

Table 2-8 lists the configuration details of the VMs we used for SKLM.

Table 2-8 Proof of concept VM details

Virtual machine ESXi build Virtual CPU Virtual Memory | Disk size

SKLM Master,
Windows 2012

5.5, build 1331820 | 2 total (1 processor with 2 cores each, or | 4 GB 100 GB
2 processors with 1 core each)

SKLM Clone #1,
Windows 2012

5.5, build 1331820 | 2 total (1 processor with 2 cores each, or | 4 GB 100 GB
2 processors with 1 core each)

Operating system and software environment

Table 2-9 lists the operating systems and SKLM software that were installed and used during
the writing of this publication. The Windows 2008 R2 system was used mostly for testing and
validating our SKLM work on that OS; most of the tasks and figures that were performed to
create this publication were done on the Windows 2012 server. For a simplified setup, we
disabled the Enhanced Security Configuration (ESC) in Microsoft Internet Explorer, and
disabled the Windows firewalls. Port information for SKLM and its components is supplied in
Chapter 3, “IBM Security Key Lifecycle Manager setup” on page 31 to assist you with creating
the correct firewall rules to allow the software to function in a production environment, for
which we recommend keeping the firewalls enabled.

Table 2-9 Operating System and software details

SKLM SKLM version Operating | Browser used Internet Windows
server System Explorer Firewalls
ESC
Master 2.5.0.2 (SKLM Windows Firefox ESR 17.0.11 Off Off
2.5.0.0 with fix 2012 Internet Explorer 11
pack 2 installed) (build
11.0.9600.17239)
Clone 2.5.0.2 (SKLM Windows Firefox ESR 17.0.11 Off Off
2.5.0.0 with fix 2012 Internet Explorer 11
pack 2 installed) (build

11.0.9600.17239)

We connected to the SKLM web interface with Firefox 31 and Firefox ESR 24 without any
issues, but left those browsers out of the table because they are not explicitly supported
browser versions.

IMM connection considerations

To connect to each System x3650 M4 and System x3850 X6 system, we mostly used Firefox
ESR 24 and Internet Explorer 11 with Java version 7 update 60 to use the IMM remote control
feature for the configuring drives and RAID controllers.
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2.3 Conclusion

In this chapter, we described the current list of supported servers, RAID adapters, drives, and
software that are instrumental in creating a working solution.

We also described the environment that was used to create the materials for this publication
in addition to serving as a template for a proof of concept system should you want to
reproduce our configuration in your own environment.
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Part 1

Hands-on configuration

In this part, we describe the steps to implement the lab setup that was introduced in
Chapter 2, “Supported systems and sample configuration” on page 17.

We describe the configuration of IBM Security Key Lifecycle Manager, the Integrated
Management Console on System x servers, and the Unified Extensible Firmware Interface.

© Copyright Lenovo 2015. All rights reserved.
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IBM Security Key Lifecycle
Manager setup

In this chapter, we describe a basic installation of IBM Security Key Lifecycle Manager
(SKLM) on Windows Server 2012. For more information about supported operating systems,
see the SKLM product documentation, which can be found at the IBM Knowledge Center at
this website:

http://www.ibm.com/support/knowledgecenter/SSWPVP/welcome

This chapter includes the following topics:

Acquiring installation files

SKLM installation

Validate SKLM installation

Apply SKLM licensing

Generating an SKLM server certificate
Production environment considerations

vyVyVYyVvYyYVvYyyYy
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3.1 Acquiring installation files

In this section, we describe the files that are necessary for a successful SKLM installation.
For more information about purchasing and acquiring SKLM, see Appendix C, “Licenses and
software” on page 177.

3.1.1 Operating system packages

Some other operating system (OS) packages or features might be needed for components of
the SKLM installation. Installing more features and packages might require an Internet
connection or the OS installation media.

Our Windows 2012 and Windows 2008 R2 proof of concept environments required the
installation of the .NET feature and the basic OS installation.

3.1.2 SKLM installation package

SKLM is delivered in a package that is approximately 4 GB. The SKLM package includes the
following IBM software components that are needed for a complete SKLM environment:

» IBM SKLM
» IBM DB2
» IBM WebSphere Application Server

Important: SKLM modifies WebSphere Application Server during the installation
process. Therefore, you must not install SKLM into a WebSphere Application Server
instance that another product uses. Also, do not install SKLM into a WebSphere
Application Server instance that is provided by another product or you might encounter
issues.

For more information about validating your files before you proceed with the installation, see
3.2.3, “Validating SKLM Windows installation files” on page 46.

3.1.3 Acquiring SKLM updates

SKLM version 2.5.0.0 requires fix pack 2 or newer to integrate Lenovo System x server
support into the user interface. As described in this chapter, the installation of fix pack 2
brings your version to 2.5.0.2.

To acquire fixes and updates for SKLM, you use the IBM Support Portal. We recommend that
you acquire the fix pack before starting the installation process to have a fully updated
instance of SKLM at the completion of this chapter. The SKLM fix pack download that was
available at the time of our installation was approximately 250 MB. You should install the fix
pack after completing the SKLM base installation. Then, the fix pack file must be available to
the system on which you are installing SKLM.

Locating and downloading updates by using the IBM Support Portal
Complete the following steps to acquire the latest SKLM fix pack:

1. Browse to the BM Support Portal, which is available at this website:
http://www.ibm.com/support
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2. If you have an IBM id, log on as shown in Figure 3-1. If you do not have an IBM id, click
Create IBM id. Creating an account is free, and signing in is required to retrieve the fixes.

o=
(2)IBMid

One key, many possibilities. Signin Help and FAQ
. ; é |IBM Employees:
Your IBM id provides access to services, 3
communities? support, online purchasing, ryanbrad@us.ibm.com Sign in with your intranet 1D

and much more.

Link your Intranet ID and IBM id
29999099

Forgot password?

Figure 3-1 IBM Support Portal login or id creation

Create IBM id

3. As shown in Figure 3-2, enter SKLM or begin entering Security Key Lifecycle Managerin
the Product lookup field to locate the product. Select Security Key Lifecycle Manager to
begin the update acquisition process.

Products  Support & downloads

et T8
“5'31“:' Support Portal

The Year's Ten Best
Webh Support Sites

Ll

Product lookup: sKLM|
Matches within recently viewed products
IBM Security Key Lifecycle Manager

Matches within all products
IBM Security Key Lifecycle Manager for z/0S

Seﬂrch Supl: IBM Security Key Lifecycle Manager

Search:

My support |
You currently do not
more about support

-+ Software Accelera
- Technical support

Figure 3-2 SKLM product lookup
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4. When prompted to narrow your search, we recommend that instead you leave the options
cleared and click Go, as shown in Figure 3-3. It is better to list all fixes and choose your

wanted version because you might inadvertently limit a wanted option.

Translate this page p

Sl @ WO,
Support Portal
PR
bk %

s80rL,
Oy 0%

T M
R

=
3

) . Matches within recently viewed products (] ™ Browse for a product
Product finder: IBM Security Key Lifecycle Manager 2.5.0 (Windows Servi =° " . e
IBM Security Key Lifecycle Manager X
Matches within all products Select product version: Select operating system:
IBM Security Key Lifecycle Manager for z/0S (Optional) (Optional)
IBM Security Key Lifecycle Manager < ’3 0?
2.00
1.1.0
100
Search support: Q = Tips
My support programs Common support links

# Signin

# Sign in to access:
+ Service requests & PMRs

Figure 3-3 Product lookup

5. The support page reloads and shows your selection of SKLM. In our case, the following

choice is listed first:

IBM Fix Central — 2.5.0-1SS-SKLM-FP0002.README.htm]

This choice contains the latest fix pack that we want. However, we recommend getting a
complete list. To get this list, select Downloads (fixes & PTFs), as shown in Figure 3-4.
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Support Portal U"' Rl
IBM Security Key Lifecycle Manager @
akie,

® Browse for a product
& My products

Product finder: _ ) S | (=

Search support: Q

]
E_
[

| Search only IBM Security Key Lifecycle Manager

Downloads (view all) Product support content

- Product documentation (manuals)

- IBM Fix Cefmral - 2.5.0-1SS-SKLM-FP0002. README html - Plan and install documentation

- |BM Fix Central - 2.5.0-/SS-SKLM-FP0001 - Flashes, alerts and bulletins

- IBM Fix Central - 2.0 1-/SS-TKLM-FP0005 - Troubleshooting documentation

< IBM Fix Central - 2.0 1-ISS-TKLM-FP0003 - All product support content

Tools and resources Featured links (view all)

— Open a new service request - sian in - Answers to 5 Common Support Questions

Figure 3-4 Support Portal downloads link

6. We do not recommend limiting your options by version level. When prompted to refine
your list, select All for the version to get a complete picture, and then select a specific OS,
if wanted. Currently, SKLM fix packs are bundled and your download includes all
supported operating systems. Select Continue after you make your selections in the
Refine my fix list window, as shown in Figure 3-5.

Refine my fix list

IBM Security Key Lifecycle Manager

Required fields are marked with an asterisk (*). Please specify the following option{s) to see a
list of the most relevant fixes.

Mote: You will be able to change your product, version, and/or operating system after your list of
fixes is displayed.

* Version fix level: * Filter by operating system:
| Al ] | Windows v

= Show me more options

Continue ‘{b'_ Cancel

Figure 3-5 Download refinement options
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7. Alist of fixes is displayed. If no results are shown in this window, it is likely that your
search was too narrow. For instance, if you are looking for the upgrade to version 2.5.0.1,
you must select version 2.5.0.0 as the installed version on which you are searching.
Select your wanted fix pack and click Continue, as show in Figure 3-6.

neip
Download options

Feedback .
Download method: Download Director ™ Change download options

Include requisites: Yes

- Go to Fix Central mabile N
Select fixes

The following results match your request. Select the fixes you want to download. = Share this download list

To try a different query, go to the |dentify fixes page.

Product selector

IBM Security Key Lifecycle Mang:
Show fix details | Hide fix details

Installed Version

Continue Clear selections
All v
Platform
Windows v
1-10 of 14 results Next 3 Results per page: 10 | All
Submit
v 1. fix pack: 2.5.0155-SKLM-FP0002.README.htm| = May 29, 2014
2.5.0-4S5-SKLM-FP0002.README html
= More Information
Eilte ontent =
Fix status 2. fix pack: 2.5.0-15S-SKLM-FP0001 = Feb 20, 2014
[ available (12) | 2.5.0-155-SKLM-FP0001
And Platform = More Information
AlX (14)
Linux (14) 3. fix pack: 2.0.1-1SS-TKLM-FP0005 = Dec 11, 2013
Solaris (14) 2.0.1-1SS-TKLM-FP0005
Windows (14) = \lore Information

Figure 3-6 Selecting the fix pack

8. If you signed in with your IBM id, you are taken directly to the download page. In this
example, we use the Download Director Java applet as our selected method for
download. Select Download now (as shown in Figure 3-7) to begin the download
process.
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Support & downloads My IBM

« IBM Support Portal H H H
= . Download files using Download Director
% Security Systems, IBM Security Key Lifecycle Manager (All releases, Windows)
Supported products
Help Select files to download using Download Director Download options
Feedback Select the fixes you want to download and click the Download now button =» Change download options
Order number 132552758
e T Quick order
- Go to Fix Central mobile vidl e 4 = Share this download list
v 1. fix pack: 2.5.0-155-SKLM-FP0002.README.html (254.77 MB) May 29, 2014

2.5 0-SS-SKLM-FP0002 README html

= More Information

Download now Back

Figure 3-7 Downloading the fix pack

The details of your download show that fix packs for all support OS types are being
downloaded, as shown in Figure 3-8.

Details: Download Director ﬂ‘
— — . —

State Date Size Name

DONE (packed) 08/12/14 08:068 MM 54,863,548 2.5.0-I55-5KIM-FPO002-AIX.tar.gz

DONE (packed) 08/s12/14 08:07 BM 54,864,209 2.5.0-I535-5KIM-FPO002-Linux.tar.gz

DONE (packed) 0g8/12/14 08:08 AM 54,863,465 2.5.0-I55-SKLM-FP0O002-Sclaris.tar.gz

DONE (packed) 08/12/14 08:09 RAM 102,509,542 2.5.0-I55-5SKIM-FPO002-Windows.zip

DONE 08/26/14 06:37 MM 45,077 2.5.0-I55-SKLM-FP0002.RERDME.html

1@ Current download (7) Download history [T show full path

Figure 3-8 Fix pack files

9. When your download completes, proceed to the SKLM installation as described in 3.2,
“SKLM installation” on page 39. Later, you copy and install the appropriate fix pack to your
SKLM server.

Locating and downloading updates using the Support Portal browse

Instead of the use of the product search as described in “Locating and downloading updates
by using the IBM Support Portal” on page 32, you might prefer to browse for your product
fixes in the IBM Support Portal or IBM Fix Central.

If you prefer to browse for your fixes in the IBM Support Portal, an example of the selections
you must make is shown in Figure 3-9.
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Browse for a product

r oopsi ayse
Other Software IBM Security Key Lifecycle Manager
Platform Computing Select product version: Select operating system:
Point of Sale Hardware and Software (Optional) (Optional)
Power 250
Power Systems Management Consoles [[2.0.1
PureSystems [[12.0.0
Rational [11.1.0
Security Systems [F11.0.0

IBM Security Access Manager for Enterpri:
IBM Security Access Manager for Mabile
IBM Security Access Manager for Web
IBM Security AppScan Enterprise

IBM Security AppScan Source

IBM Security AppScan Standard

IBM Security Directory Integrator

IBM Security Directory Server

IBIM Security Host Protection

IBM Security ldentity Manager

IBM Secunty Key Lifecycle Manager {
IBIM Security Key Lifecycle Manager for z/i
IBM Security Metwork Active Bypass

IBM Secunty Metwork Controller

IBIM Security Metwork Intrusion Prevention
IBM Security MNetwork Protection

IBM Secunty Privileged |dentity Manager
IBM Security QRadar Incident Forensics
IBM Security QRadar Log Manager

IBM Secunty QRadar MNetwork Anomaly De
IBM Security QRadar Packet Capture

IBM Security QRadar Risk Manager

Figure 3-9 Browse support for SKLM fixes

Alternatively, if you prefer IBM Fix Central, the selections are shown in Figure 3-10.
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port & downloads My IBM

<—Reiufrn‘ic IE!'i‘-.--Su|:|::crt Portal . Fix central

Supported products

Help Fix Central provides fixes and updates for your system’s software, hardware, and operating
system. Not looking for fixes or updates? Please visit ™ Passport Advantage to download
Feedback purchased products.

For additional information, click on the following link.
™ Getting started with Fix Central
- Go to Fix Central mobile
Find product = Select product

Select the product below.

When using the keyboard to navigate the page, use the Alt and down arrow keys to navigate
the selection lists.

Product Group®
Security Systems -

Select from Security Systems™
IBM Security Key Lifecycle Manager -

Installed Version®
All -

Platform™

All ¥

Continue

Fix Central Machine Code updates are available only for IEM machines that are under warranty oran IBM
hardware maintenance service agreement. Some exceptions apply. For more information, please click,m here.

Figure 3-10 SKLM selections in Fix Central

3.2 SKLM installation

In this section, we describe the following steps for a basic setup of SKLM:

Operating system firewall and setting considerations
Installing prerequisites

Validating SKLM Windows installation files

Running the installation and dynamic updates
Updating SKLM with the latest fix pack

vyvyyvyyvyy

3.2.1 Operating system firewall and setting considerations
Before starting the SKLM installation, some default OS and firewall settings must be

changed. In this section, we describe some of those settings. For more information, see this
website:
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Windows considerations

Default Windows firewall settings do not allow remote connections to all SKLM component
interfaces. To expedite your installation and validation, disable the Windows firewall
temporarily. You should enable all Windows firewalls and create firewall rules for SKLM if you
are setting up a production system that connects to the Internet. Table 3-1 lists the ports that
must be granted access for an SKLM environment on Windows.

Table 3-1 Default ports that are required for Windows

Component Required ports
SKLM HTTPS access to Ul and REST services 9080

WebSphere Application Server integrated console HTTPS access | 9083

DB2 50010
SSL port listening for KMIP messages at installation time 5696
SSL port for device messages 441

Linux considerations
For Linux installations, Security-Enhanced Linux (SELinux) must be disabled to allow the
installer to make system changes.

By default, SKLM and its components use the ports that are listed in Table 3-2 when it is
running on Linux or AIX.

Table 3-2 Default ports that are required for Linux and AIX

Component Required ports
SKLM 9080 - 9099
DB2 50010

3.2.2 Installing prerequisites

In this section, we describe the prerequisites that we completed before beginning the SKLM
installation on Windows Server 2012. You might need an Internet connection or the
installation media for your OS to complete this section. For more information about
installations on any other OS, see the SKLM installation guide that is available at this website:

http://www.ibm.com/support/knowledgecenter/#!/SSWPVP_2.5.0/com.ibm.skim.doc_2.5/to
p/landing-install.html

Operating system installation

These prerequisite and SKLM installation instructions are intended to be run after a system or
virtual machine or virtual server is loaded with a supported OS. In our case, they pertain to an
installation on Windows Server 2012, which is a 64-bit OS.
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http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.sklm.doc_2.5/cpt/cpt_insguide_tklm_postinstall_processesrunning.html?lang=en
http://www.ibm.com/support/knowledgecenter/#!/SSWPVP_2.5.0/com.ibm.sklm.doc_2.5/top/landing-install.html

Linux prerequisites

On Linux operating systems, SKLM requires the compat-1ibstdc++ package, which contains
Tibstdc++.s0.6. It also requires the Tibaio package, which contains the asynchronous
library that is required for DB2 database servers.

To determine whether you have the 1ibstdc package available, run the following command:
rpm -qa | grep -i "libstdc"

If the package is not installed, locate the RPM file on your original installation media and
install it by using the following commands:

find installation_media -name compat-Tibstdc++*

rpm -ivh full path_to _compat-libstdc++ rpm _file

To determine whether you have the 1ibaio package, run the following command:

rpm -qa | grep -i "libaio"

If the package is not installed, locate the RPM file on your original installation media and
install it by using the following commands:

find installation_media -name Tibaio*

rpm -ivh full path_to libaio_rpm file

On Red Hat Enterprise Linux 64-bit systems, DB2 installation requires that two separate
1ibaio packages must be installed before db2setup is run. These packages are both named
1ibaio. However, there are two different RPM files to install, one of which is an i386 RPM file;
the other is an x86_64 RPM file.

Windows prerequisites

On Windows operating systems, SKLM uses the .NET Framework. In this section, we
describe the installation of this prerequisite feature.

.NET Framework installation

Complete the following steps to install the .NET Framework to avoid warnings during the
SKLM installation process and issues with SKLM and its components during use:

1. Open the Windows Server Manager Dashboard and select Add roles and features, as
shown in Figure 3-11.

Chapter 3. IBM Security Key Lifecycle Manager setup 41



I Server Manager =1 1= -

Manage Tools

Server Manager * Dashboard

52 Dashboard 'WELCOME TO SERVER MANAGER

i Local Server
ii All Servers . .
_ _ o Configure this local server =
g File and Storage Services b -
QUICK START
5 AAA relac and fast rac
2 Add roles and features
3 Add other servers to manage
WHAT'S NEW P
4 Create a server group
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles: 1 | Servergroups:1 | Servers total: 1

Figure 3-11 Windows Server Manager Dashboard

2. Click Next in the Before You Begin window.

3. Leave Role-based or feature-based installation selected by default, and then click Next in
the Installation Type window, as shown in Figure 3-12.

= Add Roles and Features Wizard -0
Select installation type invcoseasacs

Select the installation type. You can install roles and features on a running physical computer or virtual

Before You Begin _ ore ;
machine, or on an offline virtual hard disk (VHD).

Installation Type

Server Selection ® Role-based or feature-based installation
== =L
Configure a single server by adding roles, role services, and features.
) Remote Desktop Services installation
Install required role services for Virtual Desktop Infrastructure (VDI) to create a virtual machine-based
or session-based desktop deployment.

< Previous Mext » Install

Figure 3-12 Installation type window

4. Select the Windows instance on which you are going to set up SKLM. Click Next in the
Server Selection window, as shown in Figure 3-13.
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DESTINATION SERVER

Select destination server WIN-CGBGKGPEALE

Before You Begin Select a server or a virtual hard disk on which to install roles and features,

Installation Type (®) Selact a server from the server pool
O Select a virtual hard disk

Server Roles Server Pool

Featuras

Filter: |

MName IP Address Cperating System

WIN-CGOGKGPeQCP 192.168.90.89 Microsoft Windows Server 2012 Standard

1 Computer(s) found

This page shows servers that are running Windows Server 2012, and that have been added by using the
Add Servars command in Server Manager. Offline servers and newly-added servers from which data
collection is still incomplete are not shown.

< Previous | | Mext > | | Install | | Cancel |

Figure 3-13 Server selection window

5. Click Next in the Server Roles window without making any selections.

6. Select .Net Framework 3.5 Features in the Features window and then click Next, as
show in Figure 3-14.
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DESTIMATION SERVER

Select features WIN-CGOGKGPSQCP

Before You Begin Select one or more features to install on the selected server,

Installation Typs Features Description

Server Selection — MNET Framework 3.5 combines the
N 4 NET Framework 2.5 Features power of the NET Framework 2.0
= NET Framewark 3.5 (includes NET 2.0 and 3.0} APls with new technolagies for
] HTTP Activation e building applications that offer

Confirmation ] Mon-HTTP Activation appealing user interfaces,_pra-tf?ct
your customers' personal identity
b [m] NET Framework 4.5 Features (Installed) information, enable seamless and

b [] Background Intelligent Transfer Service (BITS) secure communication, and provide
[] BitLocker Drive Encryption H'le_ability to model a range of
. business processes.
[ BitLocker Network Unlock
[] BranchCache
[] Client for NFS
[] Data Center Bridging
[] Enhanced Storage
[[] Failover Clustering

[ Group Policy Management

— -

Figure 3-14 Feature selection window

7. In the Confirmation window, you might need to specify an alternative source path to point
to your installation media if you do not have an Internet connection. Because we have an
Internet connection in our example, we confirm the .NET Framework selection and click
Install, as shown in Figure 3-15.
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Confirm installation selections Con.caserceaac

| A, Do you need to specify an alternate source path? One or more installation selections are missing source files on the destinati... x

Before You Begin To install the following roles, role services, or features on selected server, click Install.

Installation Type [[] Restart the destination server automatically if required

Server Selection Optional features (such as administration tools) might be displayed on this page because they have

been selected automatically. If you do not want to install these optional features, click Previous to clear

Server fioles their check boxes.

Features

Confirmy MET Framewark 3.5 Features
NET Framewaork 3.5 {includes .NET 2.0 and 3.0)

Export configuration settings
Specify an alternate source path

Install | | Cancel

Figure 3-15 Confirmation window

8. Your results can vary based on several factors, including Internet connection speed. In our
example, the .NET installation required less than 10 minutes. Upon successful
completion, click Close in the Results window, as shown in Figure 3-16.

Chapter 3. IBM Security Key Lifecycle Manager setup 45



= Add Roles and Features Wizard = -

DESTIMATION SERVER

Installation progress WIN-CGIGKGPBACP
prog

View installation pragress

o Feature installation

Installation succeeded on WIN-CGOGKGPEQCP.

.NET Framework 3.5 Features
.NET Framework 3.5 (includes .NET 2.0 and 3.0)

You can close this wizard without interrupting running tasks. View task progress or open this
page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

Figure 3-16 Installation results window

Your system is now ready to proceed with the SKLM installation file validation.

3.2.3 Validating SKLM Windows installation files

In this section, we describe how to ensure that you have the correct installation files for
SKLM. Although your files can vary slightly by version or the package in which they were
delivered, this section gives you an idea of the files that contained within the installation
package.

Complete the following steps:

1. Copy the SKLM installation package to the file system on which you installed SKLM. Our
installation package for Windows version 2.5.0.0 was approximately 4 GB (compressed
and extracted).

2. Extract your SKLM installation files and validate that the size and file structure is correct.
Our .zip package file name is SKLM 2.5 WIN64 ML; you might have an eAssembly for
SKLM 2.5 that is named CIRX2ML. If the package is a .tar file instead of a .zip, you want
to use a third-party tool (such as 7-zip) that can extract . tar files in Windows.

3. After the files are extracted, browse to the SKLM directory and open the diskl
subdirectory. Figure 3-17 shows an example of the installation package file structure
within the diskl directory.

46 Centrally Managing Access to Self-Encrypting Drives in Lenovo System x Servers



Lacal Disk (C:) » IBM SKLM Install Files » SKLM_25_WAMNEBI ML » diskl » v O
-~ Mame - Date modified Type Size
ad 8/12/2014 1:56 PrA File folder
documentation 81224 156 P File folder
irm 8122014 257 Pr File folder
launchpad 8122014 1:56 PhA File folder
Launchpad.app 81242014 1:54 PRA File folder
md 8/12/2014 1:56 PrA File folder
PRS 8/12/2014 1:54 Prd File folder
toc 8122014 156 Pr File folder
2 | autorun 1043042013 351 PR Setup Information 1KE
= 2% | diskTag 10302013 @19 PR Setup Information 1KE
install 1073072013 5347 PR Windows Batch File 1KE
@Iaunchpad 10/30/20M3 247 PR LBpplication 120 KE
4% | launchpad 10304203 51 PM Configuration sett., 2KE
silent_install 1043072013 247 PR Windowes Bateh File 1KE
2] SELM_Silent_\in32_Mig_Resp 1043072013 251 PR XML Docurnent 6 KB
2] SELM_Silent_Min32_Resp 1043072013 253 PR XML Docurnent 6 KB
2] SELM_Uninstall_Win32_Resp 105302013 5:51 PM XML Document 1ER

Figure 3-17 SKLM installation package file structure

4. After you validate that your SKLM installation files are correct, you can proceed to the

installation process.

3.2.4 Running the installation and dynamic updates

In this section, we describe the steps that are used to install SKLM on Windows Server 2012
and perform component updates with the installation. The update process requires an active
Internet connection. If you do not have an active Internet connection, ignore the options for

updates during the installation process.

Complete the following steps:

1.

Locate the Launchpad executable file in the diskl subdirectory of your SKLM installation
package. Right-click the file and select Run as administrator, as show in Figure 3-18.
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Local Disk (C:) » IBM SKLM Install Files » SKLM_2.5_WINE4_ ML » diskl v O
Mame - Date modified Type Size
. ad 10/30/2013 @21 PM  File folder
.. documentation 8/12/2014 1:56 PM File folder
L. im 8/12/2014 1:56 PM File folder
.. launchpad /12/2014 1:56 PM File folder
. Launchpad.app 10/30/2013 3:47 PM  File folder
§ md 8/12/2014 1:56 PM File folder
. PRS 8/12/2014 1:54 PM File folder
L toc 10/30/2013 @27 PM  File folder
4k autorun 10/30/2013 351 PM Setup Information 1KE
4 | diskTag 10/30/2013 19 PM  Setup Information 1KB
install 10/30/2013 347 PM Windows Batch File 1 KB
@ launchpad 10/30/2013 347 PM  Application 180 KB
4 | launchpad Open Configuration sett... 2 KB
silent_insta Pin to Start Windows Batch File 1KB
=] E.l{Lr\\.r1_5i|.,=_r|'@‘.I Run asrédministrator AML Document & KB
|2 SKLM_Siler Troublléshoot campatibility XML Document & KB
| SKLM_Unir Pin to Taskbar XML Docurnent 1KB

Figure 3-18 Start SKLM installation wizard

2. If you want to change the language from English, select your preferred language in the
launchpad window and click OK.

3. Under Product Overview, select Install IBM Security Key Lifecycle Manager to begin
the installation process, as shown in Figure 3-19.
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k) IBM Security Key Lifecycle Manager v2.5 I;‘i-

IBM Security Key Lifecycle Manager Select a language: [English v ﬂ

Product Overview

7 . . . . . .
\\-/| This product contains two required installation components. You can use this
= launchpad to view information about these products, and to install them. Click
the links below to view product information or begin the installations.

Install IBM Security Key Lifecycle Manager

View Release Information
Readme
Installation Guide

Figure 3-19 SKLM installer language selection and installation start

4. Figure 3-20 shows an expanded view of the Install Packages window. If your system is
connected to the Internet and you want to get the latest updates for the components of
your SKLM installation, click Check for Other Versions, Fixes, and Extensions.

(3] IEM Installation Manager I;‘i-

Install Packages ,_,:il—g
Select packages to install: é:‘ 3
"~
Installation Packages Status Vendor License Key Type
4 [f) IBM® Installation Manager
Lﬁ_n Version 1.6.2 Will be installed IBM Mo key required
4 [ 1M DB2
Lﬁ_n Version 10.1.0.2 Will be installed IBM
4 [[) IBM WehSphere Application Server
Lﬁ_n Version 8.5.5.0 Will be installed IBM
4 [ IBM Security Key Lifecycle Manager
Lﬁ_n Version 2.5.0.0 Will be installed IBM
] Show all versions | Checkforpther Versions, Fixes, and Extensions
Details

IBEM# Installation Manager 1.6.2

The IBM® |nstallation Manager is a tool that you can use to install and maintain your software packages. More info...
* Repository: CAIBM SKLM Install Files\SKLM_2.5_WINGd_ML\disk1\im
A

@ < Back Next » Install

Figure 3-20 Optional update check for SKLM components
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5. After the option to check for other versions is selected, a progress window displays the
Operation in progress. Then, you are prompted to enter your IBM ID login information.
Enter your information and lick OK, as shown in Figure 3-21.

-y Password Required -

FPassword Required

Credentials are required to connect te the IBM download site. Enter IBM ID and

passward.
User name: | ryanbrad @us.ibm.com |
Password: | sesssany |
[]5ave password

I, Saved passwords are stored on your computer in a file which is difficult, but not
impossible, for an intruder to read.

Forgot your IBM ID?  Forget your password? |BM 1D help and FAQ

0K %J | Cancel

Figure 3-21 IBM ID login for downloads

6. Upon successful login, a Search Result window displays a notification that other versions
were found, as shown in Figure 3-22.

=y Search Result -

2 other versions of the selected packages and extensions were found. Click Show all
versions to see the found items,

94 fixes of the selected packages were found. Click Mext to see all fixes for the
selected packages.

Figure 3-22 Found fixes notification

7. Select the Show all versions option (as shown in Figure 3-23) to list any new updates
that were found (only the latest versions are selected). Leave those selections at default;
you want the latest code to be installed here or fixes can conflict.
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Install Packages

Select packages to install:

Installation Packages

P [} IBM® Installation Manager
[}, Version 16.2

4 [[] 1BM DB2
[}y Version 10.1.0.2

P [[] IBM WebSphere Application Server
([, Version 8.5.5.0
11, Version 85.5.1
[}y Version 85.5.2

A [[] IBM Security Key Lifecycle Manager
[}y Version 2.5.0.0

how all versions

Details

IBM® Installation Manager 1.6.2

The IBM® Installation Manager is a tool that you can use to install and maintain your software packages. More info...

IBM Installation Manager I;Ii-
—
g
— e

Status

Will be installed

Will be installed

Will be installed

Will be installed

® Repository: CNBM SKLM Install Files\SKLM_2.5_WING4_MLdiskT\im

~
Vendor License Key Type
IBM No key required
IBM
IBM
IBM

IBM

Check for Other Versions, Fixes, and Extensions

W

Figure 3-23 Install package selection

8. Click Next when you are ready to proceed. A new progress window opens as the installer
collects information and prepares for installation.

9. The next window shows fixes and updates that might be applicable. All of these fixes and
updates might not be applicable to your installation and some might result in errors if they
are selected. Figure 3-24 shows the fixes that we selected for IBM WebSphere Application
Server; in our case, the latest version 8.5.5.2.
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Install Packages

Select the fixes to install.

| 52

Fixes
a [m] [ IBM WebSphere Application Server 8.5.5.2
CII0 8.5.0.0-WS-WASIavaSDK-WinX32-IFPI19108 8.5.0.20140603_1034
O 8.5.0.0-Ws-WASIavaSDK-WinX32-IFPI20797 8.5.0.20140730_1058
O 8.5.0.0-WS-WASIavaSDK-WinX64-IFPI19108 8.5.0.20140603_1034
CII0 8.5.0.0-WS-WASIavaSDK-WinX64-IFPI20797 8.5.0.20140730_1058
CICH 8.5.5.0-WS-WAS-IFPI16120 8.5.5000.20140417_0037
CJI0H 8.5.5.0-WS-WASProd-IFPI15756 8.5.5000.20140411_1012
CI0H 8.5.5.0-WS-WASProd-IFPI16082 8.5.5000.20140416_1436
O 8.5.5.1-Ws-WASProd-IFP115998 8.5.5001.20140415_1142
[ 8.5.5.2-WS-WAS-IFPI14746 8.5.5002.20140429_1510
[l 8.5.5.2-WS-WAS-IFPI15581 8.5.5002.20140411_1052
[ 8.5.5.2-WS-WAS-IFPI16765 8.5.5002.20140428_1742
[l 8.5.5.2-WS-WAS-IFPI16920 8.5.5002.20140506_1357
CII0H 8.5.5.2-WS-WAS-WinX32-IFPI16250 8.5.5002.20140423_0914
[ 8.5.5.2-WS-WAS-WinX64-IFPI16250 8.5.5002.20140423_0902
[l 8.5.5.2-WS-WASProd-IFPI11879 8.5.5002.20140411_0803
[l 8.5.5.2-WS-WASProd-IFPI12674 8.5.5002.20140429_1515
[l 8.5.5.2-WS-WASProd-IFP115518 8.5.5002.20140424_1906
[[Jl 8.5.5.2-WS-WASProd-IFP116908 8.5.5002.20140508_1516

Figure 3-24 Install package selection for 64-bit Windows

We selected the fixes that are applicable to our OS architecture only. Selecting any
packages that are denoted with WinX32 on a 64-bit OS, such as Windows Server 2012,
results in errors that halt the installation.

10.During our proof of concept, the installation did not find any available updates for DB2.
SKLM-related fix packs must be installed after the base software is installed. After the
applicable fixes for your installation are selected, click Next.

11.Read and accept the license agreement. Click Next.

12.1n the next window, you can change the installation path for the resources that are shared
between the IBM components of SKLM (Installation Manager, SKLM, WebSphere
Application Server, and DB2) and the installation path for IBM Installation Manager. We
use IBM Installation Manager later to manage and install updates (we kept the default
paths). Later in this process, we ran the Installation Manager and command-line
instructions with administrator privileges in Windows as prompted in this window. Click
Next when you are satisfied with the installation paths. Our setup is shown in Figure 3-25.
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(0] IBM Installation Manager |;|i-

Install Packages

—

-
1%, To run an application without administrative privileges on the Windows Server 2008 operating system, you must install the applicatio E
not virtualized. The Pragram Files directory on Windows Server 2008 is virtualized. - -

To run an application with administrative privileges after it is installed, right-click the package, and click "Run as administrator”.

When you install packages, files are stored in two locations:

1) The shared resources directory - resources that can be shared by multiple packages.
l \ 2} The installation directory - any resources that are unique to the package that you are installing.

Important: You can only select the shared resources directery the first time you install a package with the
IBM Installation Manager. For best results select the drive with the most available space because it must
have adequate space for the shared resources of future packages.

Shared Resources Directory: C\Program Files (x86\BMNIBMIMShared

| Browse...

Installation Manager Directory: | C\Program Files (x86)\IBM\Installation Managerieclipse | Browse...

Disk Space Information

i Available Space
41.41GB

< Back || Mext > s | Install

Figure 3-25 First installation directory window

13.The window that is shown in Figure 3-26 provides the option to change where IBM
Installation Manager and the other SKLM components are installed. As shown in

Figure 3-26, you can highlight the root level of the Package Group Name tree and modify
the installation directory. We accepted all of the defaults in this step.

Chapter 3. IBM Security Key Lifecycle Manager setup 53



Install Packages

Package Group Name
4 % IBM Installation Manager
[} IBM® Installation Manager 1.6.2
4| %, IBM B2
[ IB¥ DB2 10.1.0.2
4 & |BM Web5Sphere Application Server V8.5
4 [[] IBM WebSphere Application Server 8.5.5.2

[} 8.5.5.0-WS-WAS-IFPI16120 8.5.5000.20140417_0037

[f 85.5.0-WS-WASProd-IFPI15756 8.5.5000.20140411_1012
Y 85.5.0-WS-WASProd-IFPI16082 8.5.5000.20140416_1436
[} 8.5.5.1-WS-WASProd-IFPI115998 8.5.5001.20140415_1142
[ 8.5.5.2-WS-WAS-IFPI14746 8.5.5002.20140429_1510

[} 8.5.5.2-WS-WAS-IFPI15581 8.5.5002.20140411_1052

[} 8.5.5.2-WS-WAS-IFPI16765 8.5.5002.20140428_1742

[ 8.5.5.2-WS-WAS-IFPI16920 8.5.5002.20140506_1357

[} 8.5.5.2-WS-WAS-WinX64-1FPI16250 8.5.5002.20140423_0902
[} 8.5.5.2-WS-WASProd-IFPI11879 8.5.5002.20140411_0803
[} 85.5.2-WS-WASProd-IFPI12674 8.5.5002.20140429_1515
[} 8.5.5.2-WS-WASProd-IFPI15518 8.5.5002.20140424_1906
[} 8.5.5.2-WS-WASProd-IFPI16908 8.5.5002.20140508_1516

4 & |BM Security Key Lifecycle Manager v2.3
[ IBM Security Key Lifecycle Manager 2.5.0.0

Package Group Name: [BM DB2

© IBM Installation Manager

The packages will be installed into the indicated package groups. Select the package group to change the installation directory.

[ 8.5.0.0-WS-WASJavaSDK-WinX64-IFPI20797 8.5.0.20140730_1058

[= o
i

Installation Directory Architecture
C\Program Files (x86)\|[EM\Installation Manager\eclipse

C\Program Files (x86)\|[BM\DB2SKLMV23

C:\Program Files (x36)\[BM\WebSphere\AppServer

C:\Program Files (x86)\|IBM\SKLMV23

Installation Directory: | C:\Program Files (x86)\[BM\DB25KLMV235

| | Browse... |

Details
Shared Resources Directory: C:\Program Files (x86)\BM\IBMIMShared

Disk Space Information

Volume  Available Space
C 41.41GB
| < Back ” Mext = | Install

Figure 3-26 Second installation directory window in which DB2 directory is highlighted

14.When you are satisfied with the installation directories, click Next.

15.As shown in Figure 3-27, you can select any language translations that you want to install.
All text in all components might not support translation. When complete, click Next.
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IBM Installation Manager
Install Packages

Select the translations to install.

=]
Translations Supported by All Packages

Select the translations for the packages that will be installed to package group IBM Security Key Lifecycle Manager v2.3, [BM DB2, IBM WebSphere Application Server V8.3,
English

~ {ranslations Supported by Only Some Packages
[ ] Brazilian Portuguese

[]Czech [ French [ ] German [_JHungarian
[ italian [1Japanese [ Kerean [IPalish ["]Remanian
[ Russian []Simplified Chinese []Spanish [ ] Traditional Chinese
@

Figure 3-27 Language translation options

< Back ” MNext » !}J Install

Cancel

16.When the next step of the installation process loads, a progress bar briefly displays and
indicates that some feature validation is being completed. Here you can expand the

display and see all of the packages that were selected for installation. If you installed the
in Figure 3-28.

.NET Framework, no components show dependencies, as shown by the SKLM example
Install Packages

Select the features to install,

.
“fe
Features
[f] IBM® Installation Manager 1.6.2
4 I[) 1BM DB210.1.0.2

DEB2 Database

Dependencies
4 [m] [[] IBM WebSphere Application Server 8.5.5.2

4 [m] [ WebSphere Application Server Full Profile

ElBDeploy tool for pre-EJB 3.0 modules

P [ Stand-alene thin clients, resource adapters and embeddable containers

Stand-alone thin clients and resource adapters
Embeddable EJB container

Sample applications
4 [m] [, IBM WebSphere SDK for Java Technelogy Edition 6
O IBM 32-bit WebSphere SDK for Java
IBM &4-bit WebSphere SDK for Java
P

4 [} IBM Security Key Mifecycle Manager 2.5.0.0
IBM Security

O

Lifecycle Manager Application
£

m
[w] Show dependencies

>
- Selected by Installation Manager because of dependencies
Details

| Expand All || Collapse All | | Restore Default
IEM Security Key Lifecycle Manager 2.5.0.0
IBM Security Key Lifecycle Manager v2.5

Figure 3-28 Dependency check

17.When you are done reviewing the features, click Next.
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18.In the next window, we accept the default configuration selection for our new instance of

DB2 for our SKLM installation. Here, you must provide login credentials for the DB2
administrator account.

The DB2 account is created as a user account for the OS. Therefore, the account must
meet any password requirements for your OS accounts and password limitations for DB2.

In our example, complex passwords were enforced for Windows 2012. However, we did
find during our fix pack installation that using an exclamation point (!) caused an error
when we attempted to validate DB2 credentials. For this reason, we recommend limiting
DB2 passwords to alphanumeric characters only if possible. DB2 also has user ID
restrictions. For more information, see this website:

http://publib.boulder.ibm.com/infocenter/cmgmt/v8r3m0/index.jsp?topic=%2Fcom.ib
m.sysadmin.h1p%2Fmual0010.htm

We elected to accept the default skimdb2 suggestion, and default suggestions for home
directory, database name, and port. After your DB2 configuration selections are
completed, click Next, as shown in Figure 3-29.

8

Install Packages

Fill in the configurations for the packages.

4 % IBMDB2
4 [ IBMDB210.1.0.2
% |BM DB2 Database Confi
4 T, IBM Security Key Lifecycle Man:
4 [ IBM Security Key Lifecycle Iv
) IBM Security Key Lifecyc
Encryption Key Manager

IBM Installation Manager

Configuration for IBM DB2 10.1.0.2
|IBM DEZ Database Configuration

() Use an existing installation of DB2

Lacation *

Database Configuration Details

_I:I-

DB2 Administrator 1D * | skimdb2

DB2 Administrator Password * | TITTTYT)

Confirm Password * | sssessne
Administrator/Database Home ™ | C:
Database Name * [ skLmDB
DB2 Port * [ 50010

< Back ” Mext = l}J

Cancel

Figure 3-29 DB2 properties

19.As shown in Figure 3-30, you provide login credentials for the administration accounts of

the remaining SKLM components. First, a password is required for WebSphere
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Application Server. Enter your wanted password, then use the scroll bar to move the

window to the right.

D) IBEM Installation Manager = = -
Install Packages =3
E CTGKMBIDE2E The IBM Security Key Lifecycle Manager Administrator Password field is empty. g _-'__ =
a4 % IBMDBZ Configuration for IBM Security Key Lifecycle Manager 2.5.0.0
4 ([l 1BMDB210.1.0.2 IBM Security Key Lifecycle Manager Configuration

& |BM DB2 Database Confi

4 %, IBM Security Key Lifecycle Man: Application Server Administration IBM Security Key Lifecycle Manager Application Ac

4 [[] 1BM Security Key Lifecycle v
& |BM Security Key Lifecyc
Encryption Key Manager Password *

User Mame ™*

Confirm Password *

wasadmin User Mame ™

Password *

Confirm Password *

IBM Security Key Lifecycle Manager Application Po

I
a3

Figure 3-30 WebSphere Application Server credentials

20.Scrolling to the right reviews the entries for SKLM login credentials. Enter a password and
confirm the wanted port. We accepted the default, port 9080. After a password is entered,
click Next, as shown in Figure 3-31.

Important: Make sure that you record your login credentials for each software

component that is listed.
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& IBM Installation Manager I;Ii-]

Install Packages ’_b.':
Fillin the configuraticns for the packages. )
4 T IBM DB2 Configuration for IEM Security Key Lifecycle Manager 2.5.0.0

a [ IBMDB210.1.0.2 IBM Security Key Lifecycle Manager Configuration
& BM DB2 Database Confi
4 %, IBM Security Key Lifecycle Man: IBM Security Key Lifecycle Manager Application Administration
4 [} 1BM Security Key Lifecycle I User Mame * SKLMAdmin

ration
imin
% IBM Security Key Lifecyc
Encryption Key Manager| ®*e%®® Password *
(L1 11)

Confirm Password *

IBM Security Key Lifecycle Manager Application Port Mumber * | 9080

6l < Back || Next = V\’\J Install

Figure 3-31 SKLM credentials

21.Click Next without making any selections in the next window, which provides you the
option for Migrating Encryption Key Manager, as shown in Figure 3-32. Encryption Key
Manager is a product for managing encrypted drives and tape storage systems and is not
covered in this publication.
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Install Packages
Fillin the configurations for the packages.

Install Licenses Location | Features »  Summary

4 T IBMDB2 Configuration for IEM Security Key Lifecycle Manager 2.5.0.0
4 [ IBMDB210.1.0.2 Encryption Key Manager Migration
|IEM DB2 Database Confi

4 %, IBM Security Key Lifecycle Mani|  To migrate an existing Encryption Key Manager configuration to a new Security Key Lifecycle
a [[] 1BM Security Key Lifecycle | Manager configuration you must enter the full path to a valid KeyManagerConfig.properties file

IBM Security Key Lifecyc
% Encryption Key Manager

KeyManagerConfig.properties file selection

[[] Migrate Encryption Key Manager
Encryption Key Manager Property File | Ci\KeyManagerConfig.properties | Browse...

Figure 3-32 Migration option

22.After you review your selection in the summary window, click Install (as shown in
Figure 3-33) to start the download of the update and the installation process.
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& IBEM Installation Manager [= [e [T

Install Packages -

Review the summary information.

Target Location
Shared Resources Directory:  C:\Program Files (x86)\BM\IBMIMShared
Packages
Packages Installation Directory |~
Y 85.5.0-WS-WAS-IFPI16120 8.5.5000.20140417_0037
fﬁ' 2.5.5.0-WS-WASProd-IFPI15756 8.5.5000.20140411_1012
Y 25.5.0-WS-WASProd-IFPI16082 £.5.5000.20140416_1436
Y 85.5.1-WS-WASProd-IFPI15992 8.5.5001.20140415_1142
fﬁ' 2.5.5.2-WS5-WAS-IFPI14746 8.5.5002.20140429_1310
T 85.5.2-Ws-WAS-IFPI15581 85,5002.20140411_1052
Y 85.5.2-WS-WAS-IFPI16765 8.5.5002.20140428_1742
Y 85.5.2-WS-WAS-IFPI16920 £.5.5002.20140506_1357
ﬁ 8.5.5.2-WS-WAS-WinX64-IFP116250 8,5.5002.20140423_0902
Y 85.5.2-WS-WASProd-IFPI11879 8.5.5002.20140411_0803
Y 85.5.2-WS-WASProd-IFPI12674 8.5.5002.20140429_1515
ﬁ 2.5.5.2-WS-WASProd-IFPI15518 8.5.3002.20140424_1906
[ 25.5.2-W5-WASProd-IFPI16908 8.5.5002.20140508_1516
4 [t WebSphere Application Server Full Profile
[ E)BDeploy tool for pre-EJB 3.0 modules

a [ Stand-alone thin clients, resource adapters and embeddable containers
[[% Stand-alone thin clients and resource adapters
[[% Embeddable EJB container v

Environment Disk Space Information

Total Available Space
C 4141 GB

Total Download Size: 2,20 GB
Total Installation Size: 543 GB
* Repository Information
Files will be retrieved frem the following locations:

Repository Download Size ~
ChiUsers\Administrater AppData\Local\Temp\2\installerRepository5871340017326743984 trnp 85.07 MB
CHIBM SKLM Install Files\SKLM_2,5_WIMB4_ML\disk1\im 64,53 MB

4 CANBM SKLM Install Files\SKLM_2.5_WING4_ML"\disk1 v

@ Mext > Install Q | Cancel

Figure 3-33 Begin installation

23.Throughout the installation process, the information at the bottom of the window indicates
the installation progress, download speeds, and general information about the task that is
performed, as shown in Figure 3-34. Our download totaled 2.2 GB, and the installation
took approximately 17 minutes to complete. Your installation time can vary based on your
update selections, system performance, and network connection.
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+ Repository Information

Files will be retrieved from the following locations:

Repository Download Size  ~
ChUsers\AdministratorAppDatatLocal\ Temp\2\installerRepository 587134001 7326743984 tmp 65.07 MB
CABM SKLM Install Files\SKLM_2.5_WING&4_ML\diskThim 64.53 MB

4 CAIBM SKLM Install Files\SKLIM_2.5_WINE4_ML\disk1 e

Installing.: Retrieving files at 4.0 MEB/s, 448 MEB of 1.1 GB (39%) completed.

I — e =]

Figure 3-34 Installation progress

24.Upon completion, a success window opens, as shown in Figure 3-35. Select None as the
option to create a profile. We install the latest fix pack (as described in 3.2.5, “Updating
SKLM with the latest fix pack” on page 62) before we configure properties of the SKLM
server.

(] IBM Installation Manager I;Ii-

Install Packages [_5_ |

o The packages are installed. View Log File

The following packages were installed: Which program do you want to start?

4 %, IBMDB2 (O Profile Management Tool to create a profile.
IBM DBE2 10.1.0.2
4 % IBM WebSphere Application Server V8.3
4 [[] 1BM WebSphere Application Server 8.5.5.2 I‘T%HDHEE
Y 8.5.0.0-WS-WASavaSDK-WinX64-IFPI20797 8.5.0.20140730_1058
LY 8.5.5.0-WS-WAS-IFPI16120 8,5.5000.20140417_0037
[ 8.5.5.0-WS-WASProd-IFPI15756 8.5.5000.20140411_1012
[ 8.5.5.0-WS-WASProd-IFPI16082 8.5.5000.20140416_1436
[ 8.5.5.1-WS-WASProd-IFPI15998 8.5.5001.20140415_1142
[ 8.5.5.2-WS-WAS-IFPI14746 8,5.5002.20140429_1510
Y 8.5.5.2-WS-WAS-IFPI15581 8,5.5002.20140411_1052
Y 8.5.5.2-WS-WAS-IFPI16765 8,5.5002.20140428_1742
Y 8.5.5.2-WS-WAS-IFPI16920 8.5.5002.20140506_1357
¥ 8.5.5.2-WS-WAS-WinX64-IFPI16250 8.5.5002.20140423_0902
[ 8.5.5.2-WS-WASProd-IFPI11879 8.5.5002.20140411_0803
[ 8.5.5.2-WS-WASProd-IFPI12674 8.5.5002.20140429_1515
¥ 8.5.5.2-WS-WASProd-IFPI15518 8.5.5002.20140424_1906
¥ 8.5.5.2-WS-WASProd-IFPI16908 8.5.5002.20140508_1516
4 % IBM Security Key Lifecycle Manager v2.5
[[) IBM Security Key Lifecycle Manager 2.5.0.0

Profile Management Tool to create an application server profile for a develo|

Installation Manager was successfully installed into: C:\Program Files (x26)\IBM\Installation Manager.eclipse

Mote: If the packages support rollback, the temporary directory contains rollback files for installed packages. You can delete the files on the Files for rollback
preference page.

Figure 3-35 Installation complete

25.Select Finish to close the installation wizard. You can minimize the IBM Installation
Manager window or leave it in the background because we use it in the next section to
install the fix pack.
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3.2.5 Updating SKLM with the latest fix pack

In this section, we describe the steps to install a fix pack to the SKLM component of your
installation. In this example, a base installation of SKLM version 2.5.0.0 is updated to version
2.5.0.2 with the installation of fix pack 2. Version 2.5.0.2 is the first version with System x
server options included in the user interface. Before you begin the process, ensure that you
have the files that are required for the fix pack installation as described in 3.1.3, “Acquiring
SKLM updates” on page 32.

For more information about fix pack information and installation, see the readme file that
accompanies the fix pack download. In our example, that file was
2.5.0-1SS-SKLM-FP0002.README.html.

Complete the following steps:

1. The fix pack files must be copied locally to the virtual or physical server on which SKLM
was installed. As shown in Figure 3-36, we create a directory with a descriptive name,
sk1im_fixpack_repo_win, to copy our current (and possibly) future fix packs into.

N L Local Disk (C:) BEEIES
“ Home Share View ﬂ
(-' - 1 |H b Computer » Local Disk (C:) » v O

' Favorites Mame - Date modified Type
B Desktop . |BM SKLM Install Files 8/12/2014 1:54 PM  File folder
4 Downloads . Perflogs 7/26/2012 344 AM  Filefolder
| Recent places . Program Files 8/12/2014 3:08 PM File folder
. Program Files (x26) 8/12/2014 3:.07 PM File folder
s Libraries . SKLMDB2 8/12/2014 3:09PM  Filefolder
3 Documents , skimdbarchive 81272014 3:09 PM File folder
@ Music J skimV25properties 8/12/2014 3:10PM  Filefolder
=l Pictures ) Users 8/12/2014 3:09 PM  Filefolder
B videos . Windows 8/12/2014 3:22PM  File folder
| skim_fixpack_repo_win] | 8/12/2014 333 PM  File folder
M Computer [}g
i Local Disk (C:)

Figure 3-36 Create fix pack directory

2. Copy the fix pack .zip file (in our example, 2.5.0-1SS-SKL-FP0002-Windows.zip) to the
new SKLM server directory. For instance, this process can be done for a remote Windows
system by sharing a local drive or the local clipboard to your SKLM server with a Windows
Remote Desktop Connection or by way of a network file share.

3. Extract the contents of the .zip file into the fix pack directory that you created in Step 1.

4. Validate the size and contents of the fix pack. In our example, the fix pack directory was
approximately 100 MB.

5. You must start the IBM Installation Manager. The default location on a Windows system is
C:\Program Files (x86)\IBM\Installation Manager\eclipse\IBMIM. Locate this
application on your SKLM system, right-click it, then select Run as administrator, as
shown in Figure 3-37.
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8

[ File | Help

Local Disk (C:) » Program Files (x86) » IBM » Installation Manager » eclipse »

W O| | Search

FS

Mame Date modified Type Size
. atoc 8/12/2014 3:.07 PM File folder
. configuration 8/12/2014 3:08 PM  Filefolder
. documentation 8/12/2014 3:.08 PM File folder
| extra 8/12/2014 3:08 PM File folder
1 jre_6.0.0.5r9_20110208_03 8/12/2014 3:08 PM  File folder
L lib 8/12/2014 3:08 PM  File folder
| native 8/12/2014 208 PM File folder
. plugins 8/12/2014 3:07 PM File folder
J tools 8/12/2014 308 PM  File folder
|@ IBMIM 3/1/2013 10:52 PM  Application 319 KB
2| IBM Open 2/2014 3:08 PM Configuration sett... 1KB
[ BN Pin to Start f2013 152 PM Application KB
D lau |® Run asadministrator | /2013 10:52 PM Application 319 KB
2 lau Trouble®hoot compatibility 2/20143:08 PM  Configuration sett... 1KB
rea i Tl 11,2012 .30 PM HTML Document S KB
l._] rep e e e 2/20143:07 PM  CONFIG File 1KB
| sile 2/2014 3:08 PM Configuration sett... 1KB
Send to 4

Open
View Log
= Installation History
|25 View Installed Packages

| Preferences... .

a3
Exit

Install

Figure 3-37 Selecting Run as administrator option

Install software packages.

Update

Discover and install updates and
fixes to installed software
packages.

Modify

Change installed software

packages by adding or removing
features and functions.

ﬁu Manage Licenses
@ Roll Back

" (-

Figure 3-38 Open preferences

6. You must import the fix pack location as a repository in IBM Installation Manager. Select
File — Preferences, as shown in Figure 3-38.
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7. In the Preferences window, select Repositories from the left side pane, as shown in

Figure 3-39.
(4] Preferences == -
type filter text Repositories (=1 g v v
Repositories
Appelsance Repositories:
Files for Rollback Location Connection Add Repository...
- Help
[ Internet Edit Repository...
Passport Advantage
Updates Remove Repositor,
Move Up
Move Down
Clear Credentials
Test Connections
Service repositories are remote locations where updates or extensions to packages (including the Installation Manager itself) are stored.
Search service repositeries during installation and updates,
| Restore Defaults | | Apply |
.;:-:a:;. | OK | ‘ Cancel |

Figure 3-39 Select repositories

8. Select Add Repository... on the right side. Then, click Browse in the Add Repository
window that opens.

9. Browse to the repository.config file within your fix pack directory, select it, and click
Open, as shown in Figure 3-40. On our system, this file was in the
C:\skim_fixpack_repo win\2.5.0-ISS-SKLM-FP0002-Windows\ directory.
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18 Computer
i Local Disk (C:)
59 ConRB_X230
5% EonRB_X230

v

(5] Add Repository |LI| =|o] %
(2] Select a Repository -
© v | L <« skim_fixpack_repo_win b 25.0-155-SKLM-FPOD02-Windows v o] [ search 250155 5KLM-FP000... P |
7 Gview
Organize v  New folder = - [ @
Bl Desktop 1 MName - Date modified Type Size
Downloads
"g' stoc 5/23/2014 341 PM  File folder = Add Repasitory...
=l Recent places . § I - .
files g File folder Edit Repository...
lib native File folder
& Libraries Offerngs e folder Remove Repositan
4 Decuments =
= plugins File folder Move Up
! Music =
. | repository.config CONFIG File TKB
[ Pictures Move Down
B videos

Clear Credentials

Test Connections

File name: | repository.config

v| [ repository.config:diskTag.inf:"j v|

uding the Installation Manager itself) are stored.

‘ Restore Dafaults‘ | Apply |

Figure 3-40 Open repository.config file

10.In the Add Repository window, select OK to import the directory as a fix pack repository,
as shown in Figure 3-41.

"y Add Repository -

Add a repository =
Specify a repository and add to the repository preference list, !
Repositony:
Cheklm_fixpack_repo_win\2.5.0-155-5KLM-FPOD02-Windows\repository.config v| | Browse... |

| 0K L\\S;J | Cancel

Figure 3-41 Import repository

11. After the repository is imported, ensure that the Search service repositories during
installation and update option is not selected. (SKLM does not support the use of
Internet-based repositories.) As shown in Figure 3-42, click Apply, then click OK finalize
the import and changes. Then, close the Preferences window.
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|typefi|tertext | Repositories G
Repositeries o
Appearance Repositories:
Files for Rollback Location Connection Add Repository...
b Help W Chsklm_fixpack_repo_win'2.5.0-I55-5KLM-FPOD02-Windows\repo... 23
I+ Internet Edit Repository...
Passport Advantage -
Updates Remove Repository
Clear Credentials
Service repositories are remote locations where updates or extensions to packages (including
the Installation Manager itself) are stored.
[] Search service repositories during installation and updates.
| Restore Defaullsl L{\ Apply |
=
@ | ok || Concel |

Figure 3-42 Apply new repository

12.In Installation Manager welcome window, select Update, as shown in Figure 3-43.
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(8]

File Help

IBM Installation Manager I;E‘

IBM Installation Manager

Install

Install software packages.

Update

Discover and install updates and
fixes to installed software

1__1;’ Manage Licenses

packages. -

(| Rell Back
Modify
Change installed software \—:|7_|i Uninstall
packages by adding or removing i )

features and functions.

Figure 3-43 Selecting Update option

13.In the Update Packages window (as shown in Figure 3-44), select IBM Security Key

Lifecycle Manager as the only package group to update because we did not import any
update repositories for the other components now. Select Next.
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(4] IBM Installation Manager \;‘i-

Update Packages
Select a package group to find updates for,

Package Group Name Directory
. IBM DB2 C\Program Files (x86)\[BM\DB25KLMV25
% IBM WebSphere Application Server V8.5 C:\Pregram Files (xBE)\IBM\WebSphere\AppServer
. IBM Security Key Lifecycle Manager v2.5 C\Program Files (xB6)\BM\SKLIMVZS
[[JUpdate all
Details

IBM Security Key Lifecycle Manager v2.5
® Shared Rescurces Directory: C\Program Files (x36)\BM\IBMIMShared

® Installation Directory: ChProgram Files (x86)\ BM\SKLMV25
* Eclipse IDE: C:\Program Files (x86)\[BM\SKLMV25

* Translations: English

Installed Packages and Fixes

® |BM Security Key Lifecycle Manager 2.5.0.0

Figure 3-44 Update Packages selection

14.In the next window, we find only one update package, even when Show recommended
only is not selected. If we imported multiple fix packs or had fix packs from a previous
update, we want to select Show recommended only or click Select Recommend. Click
Next, as shown in Figure 3-45.
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Update Packages
Select the updates to install, 3 @

Update Recommended Vendor Status
4 [ %, IBM Security Key Lifecycle Manager v2.5
a [ [[] 1BM Security Key Lifecycle Manager 2.5.0.0 {Installed)
¥ [[¥ Version 2.5.0.2 v

[“Show recommended only: |Selecl Recnmmnded|

Update | |

Figure 3-45 Package recommendations

15.Read and accept the terms in the license agreement; then, click Next.

16.In the Summary window, confirm the details of your fix pack installation and select Next,
as shown in Figure 3-46.
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] IBM Installation Manager
Update Packages
Select the features to install. N _:,
Update Package: Updates Licenses Features Summan -
Features Dependencies
4 [l 1BM Security Key Lifecycle Manager 2.5.0.2
IBM Security Key Lifecycle Manager Application
< n > < m >
| Expand All || Collapse All | | Restore|
- Selected by Installation Manager because of dependencies
Details
IEM Security Key Lifecycle Manager 2.5.0.2
IBM Security Key Lifecycle Manager v2.5
Disk Space Information
Volume Required Temporary Total Available
Shared Resources Area © 99.35 MB 97.18 MB 196.54 MB 35.86 GB
Installation Directory C 99.50 MB 99.50 MB 35.86 GB v
@ < Back || Mext > t Update

Figure 3-46 Confirm summary

17.Enter the login credentials for the administration account of each SKLM software
component. Select Validate Credentials, as shown in Figure 3-47, and wait several
seconds to 1 minute for IBM Installation Manager to test the connectivity to each

component.
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4] IBM Installation Manager

Update Packages
@ Click on Validate Credentials button to proceed.

IBM Security Key Lifecycle Manager 2.5.0.2 Configuration for IBM Security Key Lifecycle Manager 2.5.0.2
& [BM Security Key Lifecycle Manager Config| IBM Security Key Lifecycle Manager Configuration

Provide the values for the Application Server administrator and Key Lifecycle Manager
administrator in the fields provided below

Application Server Administration IBM Security Key Lifecycle Manager Application Administration

User Name * User Name * | SKLMAdmin |

Password *

Password* | sesessend| |

Database Administration

*
User Name * | skimdb2 Validate Edent\als
m > < m >

Figure 3-47 Validate Credentials

While the validation is attempted, an hourglass appears as your mouse pointer. It can
appear as though the application is frozen, but do not do anything until the process
completes.

If the validation succeeds, no error messages are returned and you can select Next to
continue the update.

If validation fails, an error message, such as CTGKMI070E The credentials could not be
validated at the moment, is displayed. Often, this message appears because some login
credentials were entered incorrectly. If this error recurs, it might be a result of a user name
or password that does not meet your OS or software component requirements. It can also
be that it was not passed correctly from IBM Installation Manager to your software
component.

18.Review the information in the summary window and select Update when you are ready to
install the fix pack, as shown in Figure 3-48.
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Update Packages %)
Review the summary information. 5 @j

Update Packages Updates Licenses Features | Summary 7
Target Location
Package Group Mame: IBM Security Key Lifecycle Manager v2.5
Installation Directory: CA\Program Files (x36)\[BM\SKLMY23
Shared Resources Directory:  C\Program Files (x36)\ BMVIBMIMShared
Updates
Features To Install Features To Remowve

A IBM Security Key Lifecycle Manager 2.5.0.2
[% IBM Security Key Lifecycle Manager Application

Disk Space Information

Total Available Space
C 35.86 GB

Total Download 5ize: 194,25 MB
Total Installation Size: 296.04 MB

» Repository Information

@ <Back | MNet> ||  Update ||| Cancel

Figure 3-48 Begin updates

19.When the process is complete, you are presented with a message that indicates that the
packages are updated. Select Finish, as shown in Figure 3-49.

Update Packages

o The packages are updated. View Log File

The following update was installed:

Update Installation Directory
4 % IBM Security Key Lifecycle Manager v2.5 C:\Program Files (x88)\BMSKLM...
[[] IBM Security Key Lifecycle Manager 2.5.0.2

Mote: If the packages support rollback, the temporary directory contains rellback files for installed packages. You can delete the files
on the files for rollback preference page.

Figure 3-49 Successful update
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Your SKLM installation and updates are now complete. We recommend that you restart your
SKLM server to ensure that all updates are incorporated, and all services begin correctly
upon boot before you begin the SKLM configuration. Use the following command for an
immediate reboot in Windows:

shutdown /r /t 0

Upon restart, your installation and update tasks for a basic SKLM installation are complete.
Proceed through the rest of this chapter to validate and configure your environment.

3.3 Validate SKLM installation

In this section, we describe some basic validation tasks of the SKLM installation. We also
provide some outlines abut how to access the different components SKLM.

3.3.1 Checking for errors

The SKLM instance can be verified at a basic level by requesting the version and build
information from the command line as described next.

For more information about what services should be running and the ports that should be
active, see this website:

http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.skim.doc_2.5/cpt/c
pt_insguide_tkIm_postinstall_processesrunning.html?lang=en

Complete the following steps:

1. Open a command prompt and browse to the WebSphere Application Server bin directory.
On our Windows Server 2012 with default directory locations, this directory is at
C:\Program Files (x86)\IBM\WebSphere\AppServer\profiles\KLMProfile\bin

2. Enter the wsadmin shell by using the following command:

.\wsadmin.bat —-lang jython —username <skim administrator> —password
<administrator password>

where <skim administrator> is an SKLM admin account (often the default SKLMAdmin)
and <administrator password> is the password for that account.

The expected command output is shown in Example 3-1, in which a successful
connection to WebSphere Application Server is indicated.
Example 3-1 Successful connection

PS C:\Program
Files(x86)\IBM\WebSphere\AppServer\profiles\KLMProfile\bin>.\wsadmin.bat
-username SKLMadmin -password PasswOrd! -Tang jython

WASX7209I: Connected to process "serverl" on node SKLMNode using SOAP
connector; The type of process is: UnManagedProcess

WASX7031I: For help, enter: "print Help.help()"

3. At the wsadmin prompt run the following command:
print AdminTask.tkImVersionInfo()
The output should include the following status:

Chapter 3. IBM Security Key Lifecycle Manager setup 73


http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.sklm.doc_2.5/cpt/cpt_insguide_tklm_postinstall_processesrunning.html?lang=en

http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.sklm.doc_2.5/cpt/cpt_insguide_tklm_postinstall_processesrunning.html?lang=en


IBM Security Key Lifecycle Manager Version = 2.5.0.2
IBM Security Key Lifecycle Manager Build Level = 201405231453

4. If all commands run and the version information is what is expected, your SKLM
installation was successful.

3.3.2 Accessing components

In this section, we confirm that you can access the user interface for each component of the
SKLM install, including SKLM, WebSphere Application Server, and DB2.

Access the SKLM web interface
Complete the following steps to access the SKLM web interface:

1. To connect to the SKLM, browse to:
https://<SKLM server address>:9080/ibm/SKLM/Togin.jsp
where <SKLM server address> is the IP address or host name of the SKLM server.

2. Add any browser connection exceptions and accept any warnings that are presented. The
SKLM login window opens, as shown in Figure 3-50 on page 74.

O A ) IBM Security Key Lifecycle
p __115,:)“ b | -/‘f\__l Man ager
| . -

e w ok __,["' UserlD:
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‘-;___.-J (ITTLTY Y]]

| Login |

Licensed Materials - Property of IBM (<) Copyright IBM Corp, 2008, 2013 all
Rights Reserved, IBM, the IBM loga, ibmcom are tradernarks or registered
trademarks of International Business Machines Corp., registered in many
jurisdictions worldwide, Other product and service names might be trademarks of
IBM or other companies, A current list of IBM tradermarks is available on the Wweb

at Copyright and tradermark information,

Figure 3-50 SKLM login window

3. Log in to the web interface of SKLM and click Help — About, as shown in Figure 3-51. In
our example, we kept the default SKLM administrator account SKLMAdmin. The user name
is not case-sensitive. You should record your component passwords during the installation

for future reference.
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IEM Security Key Lifecycle Manager SKLMAdmin

Hel
Configuration Advanced Configuration - Backup and Restore P

Information Center Help

| About

g Action ltems

Click here to review the configure parameters and/or create a SSL Server Certificate,

i
R,

Figure 3-51 Help menu: About

The SKLM version window should reflect the SKLM version and fix pack that you installed,
as shown in Figure 3-52.

IBM Security Key Lifecycle Manager
Version 2502

Figure 3-52 SKLM version window

Accessing the WebSphere Application Server web interface
Complete the following steps to access the WebSphere Application Server web interface:

1. To connect to WebSphere Application Manager, browse to:
https://<WAS server address>: 9083/ibm/console/logon.jsp

where <WAS server address> is the IP address or host name of the WebSphere
Application Server.

2. Add any browser connection exceptions and accept any warnings that are presented. The
login window opens, as shown in Figure 3-53.
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Figure 3-53 WebSphere Application Server login window

3. Log in to the WebSphere Application Server interface. In our example, we used the default
administrator account wasadmin. You should see the WebSphere Application Server
version that you selected or downloaded during the installation process, as shown in
Figure 3-54.

'WebSphere.

- Welcome
View: All tasks -
o About this Integrated Solution
Welcome
Guided Activities Int ted Solut Lt le,
2 Integrated Solutions Console provides 3 commen adrministrative conzole for multiple e drereciselutionsionsol o
Servers products, The table lists the product suites that can be administered thraugh this installation, e S El
Select 2 product suite to view rmore information. Build Date: 4/2/14
I+ Applications
N Suite Name Yersion LICEMSED MATERIALS PROPERTY
¥ Sarvices piid
B pp i e Je -
webhSphere Application Server 8.5.5.2 S724-108, 5724-163,

RS S724-HEE,5T24-HE3, SET5-WES
# Security e
[# Enviranment

|+ System administration
[# Users and Graups

[+ Monitoring and Tuning
S

I# Service integration

uoDI

Figure 3-54 WebSphere Application Server Welcome window

The WebSphere Application Server interface often is used to set up user and group
permissions while you configure a production environment. However, this process is outside
of the scope of this publication.
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Browser sessions: You must avoid shared browser sessions that use WebSphere
Application Server and SKLM to prevent unpredictable results on the server. When you
use multiple browser windows on the same client, the session might be shared.

For example, the session is always shared when you use a Firefox browser. Depending on
your registry settings or how you opened your browser window, the session might also be
shared in Internet Explorer.

Accessing the DB2 interface
Do not access the SKLM DB2 instance directly. Instead, use the SKLM and WebSphere
Application Server interfaces and rely on them to interact with the DB2 database.

If you see the DB2 welcome window that is shown in Figure 3-55 after your installation
completes, close the window. The default database and DB2 settings for SKLM are

configured.

[ DB2 First Steps =

Welcome
First Steps gets you up and running quickly on IBM DB2 Version 10.1 for Linux, UNIX, and Windows with links to useful references, common
tasks and tooling.

First Steps was unable to connect to the online DB2 Information Center and could not find an instance of a locally
1 installed DB2 Information Center for this version of the product. To access product information, one of the
. following types of connections to a DB2 Information Center is required:

+ Internet access to the online DB2 Information Center
# A locally installed version of the DB2 Information Center
#* Access to a remotely configured DB2 Information Center

Learn more about getting started with DB2 Version 10.1, with information for first time users, upgrading to V10.1, enabling the

1 DB2 pureScale Feature, and migrating applications to DB2 V10.1.
Getting Started

Create a sample database to start working with DB2 v10.1.

Download IBM Data Studio database management and application development tools. IBM Data Studio provides application
TP e DO S s e B S G P R e e e e e

Figure 3-55 DB2 first steps window

3.4 Apply SKLM licensing

SKLM is licensed based on the number of instances installed. The installation of one instance
(our primary SKLM server) is now complete. The SKLM license is built in, and no other steps
must be taken to apply our license to SKLM. Per the SKLM license agreement, one master
instance and one clone installation are included. To install more clones for added redundancy,
more SKLM licenses must be purchased.
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3.5 Generating an SKLM server certificate

The first step in preparing the SKLM configuration is to generate a certificate for the SKLM
server. In our environment, we access SKLM by using a jumpbox behind our firewall;
therefore, the SKLM web interface is not publicly broadcasted. For this reason, we describe
how to generate a self-signed server certificate. This process also provides a simpler and
quicker example setup. You might want to get a signed certificate from a certificate authority
(CA) if your management network is accessed from the Internet by your administrators.

Complete the following steps:

1. Log in to the SKLM web interface and browse to the Configuration tab. Then, select
SSL/KMIP, as shown in Figure 3-56.

IBM Security Key Lifecycle Manager SKLMAdmin

Configuration Advanced Configuration ~ Backup and Restore

s

SSLIKMIP

SSL/KMIP for Key Serving
Audit Current S5L/KMIP Server Certifi

For secure communications be ger key server and devices, use an SSLKMIP server certificate.
Key Serning Ports Sele ] ) h

The client communication certificate may nee e imported into the trusted certificate list.
Key Sening Parameters

You may click other tabs to access other configuration steps. When you have completed all configuration steps, select OK

your changes and exit configuration.

(7) Create self-signed certificats

() Request certificate from a third-party provider

() Use an existing certificate

'161- Do not add an SSL/KMIP server certificate at this time

OK Cancel

Figure 3-56 SKLM configuration window

2. In the next window, select Create self-signed certificate. Enter the requested certificate
information. As shown in Figure 3-57, we entered the following information:

— Certificate label: A descriptive label that appears in the SKLM interface.

— Certificate description: Plain text can be used here, but the IP or host name of the
SKLM server can be used.

— Validity period: In our example, we kept the default. Because this section covers a
basic installation, we do not describe certificate expiration.

— Algorithm: In our example, we use the default certificate signature algorithm, RSA.
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IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore
SSLIKMIP
SSL/KMIP for Key Serving
Audit Current SSL/KMIP Server Certificate: None
For secure communications between the IBM Security Key Lifecycle Manager key server and devices, use an SSL/KMIP server certificate.
Key Serving Ports Select the method of cerificate creation and complete the fields below.
Key Serving Parameters The client communication cerificate may need to be imported into the trusted certificate list.
You may click other tabs to access other configuration steps. When you have completed all configuration steps, select OK to complete your
changes and exit configuration
Create self-signed certificate
(7) Request certificate from a third-party provider
Use an existing certificate
(O) Do not add an SSL/KMIP server certificate at this time
Self-signed Certificate
Use a sel-signed certificate in a known environment. A client cannot verify a self-signed certificate before accepting a connection.
*Certificate |abel in keystore:
IBM_SKLM_Server_SSL_Cer
*Certificate description (commeon name):
SKLMSSLCert
*validity period of new certificate (in days; for example, 3 years is 365 x 3 = 1095 days):
1085 I 2| The interval in days ranges from 1 to 9000
*Algorithm:
RSA -
» Optional Certificate Parameters
oK Cancel

Figure 3-57 Self-signed certificate parameters
3. You can enter your organization and location information into the certificate, as shown

under the Optional Certificate Parameters section in Figure 3-58. Click OK when your
certificate information is complete.
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SSL/KMIP
SSL/KMIP for Key Serving

Audit Current S5L/KMIP Server Certificate: None

For secure communications between the IBM Security Key Lifecycle Manager key server and devices, use an SSLKMIP server certificate.
Key Serving Ports Select the method of cerificate creation and complete the fields below.
Key Serving Parameters The client communication certificate may need to be imported into the trusted certificate list.

You may click other tabs to access other configuration steps. When you have completed all configuration steps, select OK to complete your
changes and exit configuration.

(@ Create self-signed certificate

") Request certificate from a third-party provider

) Use an existing certificate

(7) Do not add an SSL/KMIP server certificate at this time

*algorithm: =
RSA =

- Optional Cerificate Parameters
Organizational unit name:

IBM Redbook Publications

Organization name:

1BM

City or locality:
RTF

mn

State or province:

NC

Country:
| ugl

OK 4}"] Cancel

Figure 3-58 Certificate organization and location

4. After the certificate is generated, you see an overview of the configuration settings. The
text that is shown in Figure 3-59 indicates important messages. Because we do not have
any System x servers with SEDs that are registered in SKLM yet, we do not perform a
backup now. See the SKLM backup process that is described in 6.2, “SKLM backup and
restore” on page 133 after we import keys for our first server. At that point, data backup is
critical.
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IBM Security Key Lifecycle Manager

Welcome Configuration Advanced Configuration - Backup and Restore

SSL/KMIP

Certificate |abel in keystore ibm_sklm_server_ss|_cert
SSL/MMIP client device communication certificates Mot defined

Audit

Audit level Medium

Key Serving Ports

TCP port: 2801
TCP timeout {in minutes) 10
S5L port: 441
S5L timeout {in minutes) 10
KMIF 551 port: 5698

Key Serving Parameters

Do not use

pired certificates for write requests or data writes

Keep pending dient device communication certificates Disabled
Identify certificates by certificate name Enabled
Next Steps

In order for the configuration to be updated, you must restart the server.
Critical data has been added. Create a backup to ensure that you can restore this data.

Configuration
Return hame

Figure 3-59 Certificate created

5. Reboot your server to ensure that the certificate is created. After the reboot, log back in to

SKLM and click Advanced Configuration — Server Certifications, as shown in
Figure 3-60.
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IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration éAdvanced Configuration - Backup and Restore

Administer Server Certificates
For secure communications between the IBM Security Key Lifecycle Manager key server and devices, use SSL/KMIP certificates.
To create a cerificate, select the "Add” button. You may add several cerificates to the list, but only one SSL/KMIP certificate can be in use at any time.

Add | Modify | Delste

1=+ Nofilter applied

Certificates Communications Type | InUse  Expiration Date Status =~ Algorithm
ibm_sklm_server_ssl_cert SSLKMIP o Aug 13, 2017, 4:40:05 PM ] SHAZ56_WITH_RSA_ENCE
Total: 1 Selected: o 1 10 25 50 100 +
Return home

Figure 3-60 New server certificate in use

As an alternative to the use of the Configuration tab, you can generate a server certificate by
clicking Advanced Configuration — Server Certificates, and then selecting Add. This
approach uses a wizard that is similar to the steps that are described in this section. However,
the wizard does not give you the option to import a signed certificate.

Exporting the SKLM server certificate

To use the new SKLM server certificate for an exchange with System x servers, the certificate
must be exported by using the command-line interface (CLI). Complete the following steps:

1. Browse to the WebSphere Application Server bin directory. In our Windows Server 2012
set up with default directory locations, this directory is at:

C:\Program Files (x86)\IBM\WebSphere\AppServer\profiles\KLMProfile\bin
2. Enter the wsadmin shell by using the following command:

.\wsadmin.bat —-lang jython —username <skim administrator> —password
<administrator password>

where <sklm administrator>is an SKLM admin account (often the default SKLMAdmin)
and <administrator password>is the password for that account.

The command returns the feedback that is shown in Example 3-2.

Example 3-2 Starting the wsadmin shell

PS C:\Program
Files(x86)\IBM\WebSphere\AppServer\profiles\KLMProfile\bin>.\wsadmin.bat
-username SKLMadmin -password PasswOrd! -Tang jython
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WASX7209I: Connected to process "serverl" on node SKLMNode using SOAP
connector; The type of process is: UnManagedProcess

WASX7031I: For help, enter: "print Help.help()"

3. To list all certificates and obtain the UUID of the server certificate, run the following
command:

print AdminTask.tkImCertList()
The output that contains your server certificate is shown in Example 3-3.

Example 3-3 Cetrtificate list

wsadmin>print AdminTask.tkImCertList()

CTGKMOOO01I Command succeeded.

uuid = CERTIFICATE-cbh226137-577e-4f38-9fb4-6d31c803666¢C

alias = ibm_skim_server_ssl_cert

key store name = defaultKeyStore

key state = ACTIVE

issuer name = CN=SKLMSSLCert, OU=IBM Redbook Publications, 0=IBM, L=RTP, ST=NC,

C=US
subject name = CN=SKLMSSLCert, OU=IBM Redbook Publications, 0=IBM, L=RTP,
ST=NC, C=US

creation date = 8/14/14 4:40:05 PM Eastern Daylight Time
expiration date = 8/13/17 4:40:05 PM Eastern Daylight Time
serial number = 197512119346104

4. After the UUID of your SKLM server is found, run the following command to export the
server certificate:

print AdminTask.tkimCertExport('-uuid <server UUID> -format DER -fileName
<SKLM_Server_Certificate.der>")

where <server UUID> is the SKLM server UUID, and <SKLM _Server Certificate.der>is
the wanted fully qualified file name for your exported certificate .der file. We created a
new directory (C:\certs) to contain our certificates.

The command output is shown in Example 3-4.

Example 3-4 Exporting the certificate

wsadmin>print AdminTask.tklmCertExport ('-uuid
CERTIFICATE-cbh226137-577e-4138-9fb4-6d31c803666c -format base64 -fileName
C:\certs\win2kl12_skim.der')

CTGKMOO01I Command succeeded.

C:\certs\win2k12_skim.der

5. You might want to record the location of your exported server certificate. This location
must be imported into the Integrated Management Module (IMM) of a server to configure
your SED key management with SKLM.

3.6 Production environment considerations

In this chapter, we reviewed only a basic setup of one SKLM server. Your SKLM setup is not
yet ready for production. Your SKLM server is a critical component of your drive encryption
environment, and installing a single, basic instance of SKLM into production exposes you to a
high risk of losing access to all of your encrypted data.
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Important: If your SKLM server is lost and cannot be recovered, you lose access to all
encrypted data on the SEDs it is managing.

We recommended the following practices for a production SKLM environment:

>

Create at least one other SKLM server to act as a secondary key management server for
the initial primary SKLM instance. Up to five secondary servers are supported by SKLM;
however, only up to three can be used by System x servers with the SKLM Feature
on-Demand key. For consistency with SKLM product documentation, we refer to the
primary SKLM server instance as the master, and all of the replicas or secondary
instances as clonesin this publication.

Set up automatic replication to keep master and clones in sync when changes are made.

At minimum, keep master and clone servers on different physical hardware. The SKLM
servers might be virtual, but those virtual servers should always be on different physical
hardware to minimize the possibility of an SKLM outage when hardware is offline.

Where possible, also configure master and clone SKLM servers on different logical
subnets for redundancy and security. The SKLM server must have network access to the
IMMs of the System x servers it is managing, but is not required to be on the same layer 2
network.

Where possible, locate the SKLM master and clone servers in different data centers.
SKLM servers should be replicated to disaster recovery sites to ensure the best chance of
recovering access to encrypted data if there is a site-wide catastrophe.

Perform regular backups of your master SKLM server. Record the passwords for each of
those backups in a safe place.

Do not leave backup files locally on the SKLM server; instead, copy them to another
storage device or devices. You want to copy your SKLM backups to an offsite location or
another data center, especially when site replication of an SKLM server is not possible.

Do not encrypt your backup files or store them on encrypted devices.

3.7 Conclusion

After the installation, update, initial configuration, and export of certificates that is described in
this chapter are complete, you can proceed with your System x server setup. Chapter 4,
“Integrated Management Module configuration” on page 85, Chapter 5, “UEFI configuration”
on page 109, and Chapter 6, “Managing your System x server SED deployment” on page 123
help you configure your System x servers and SEDs for management by the SKLM server
you just set up.
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Integrated Management Module
configuration

In this chapter, we describe the configuration of the Integrated Management Module (IMM),
including importing and exporting certificates, and the IBM Security Key Lifecycle Manager
(SKLM) target servers. Three options are described that can be used to configure the IMM.
The first option uses the graphical web-based interface, the second uses the IMM command
line, and the third option works with the Advanced Settings Utility™ (ASU).

For a small deployment, the web interface is the simplest and most intuitive method. If large
numbers of servers are deployed, our recommendation is to use the ASU method because it
allows for scripting and automation for most of the common settings.

This chapter includes the following topics:

Introduction to IMM certificates

Configuring the IMM by using the web-based interface
Configuring the IMM by using the IMM Command Line Interface
Configuring the IMM by using the Advanced System Utility

vyvyyy
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4.1 Introduction to IMM certificates

To allow for the key management server to trust the source of a key request, a certificate
mechanism is used to build a trusted relationship between the key management server and
the IMM in the server that is configured. First, you export a certificate on the key management
server (in our example, SKLM) and client (IMM) side. In the second step, you import these
certificates on the alternative device.

For more information about creating and exporting the SKLM server certificate, see
Chapter 3, “IBM Security Key Lifecycle Manager setup” on page 31, in which we describe
how to create and export a self-signed certificate or a certificate that is signed by a signing
authority.

If a certificate was configured on the IMM to use HTTPS or encrypted communication with the
adapter, it is not necessary to generate a separate certificate for the SKLM communication.
The existing key can be used for operations. A new certificate must be generated only if there
is no certificate for the adapter.

4.2 Configuring the IMM by using the web-based interface

In this section, we describe the configuration of the IMM for remote key management by using
the graphical web-based interface.

4.2.1 Accessing the IMM web interface

Complete the following steps to configure the IMM of the server by using the web-based
interface:

1. Log in to the web console by using a supported web browser to connect to the IP address
of the IMM, which must be configured. If the IMM is not configured, it is at a
DHCP-provided address (if a DHCP server was available when power was applied to the
server) or the default IP address of 192.168.70.125.

Note: We recommend that you set a static or reserved IP address for the IMM
before you continue this process because you must use the IP address of the IMM
in most of the following procedures. For more information about how to configure
the IMM, see the IBM Integrated Management Module Il User’s Guide, which is
available at this website:

http://www.ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5086346

2. To access the IMM login window, browse to the IP address or DNS name of the IMM to be
configured, as shown in Figure 4-1.
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Integrated Management Module

User name:

Password:

U“',f%} 1l

Inactive session timeout:
20 minutes

| LogIn |

Note: To ensure security and avoid login conflicts,
always end your sessions using the "Log out" option in the
upper right area of the web page.

rSupported Browsers

Figure 4-1 Log in to the IMM interface

After you provide the appropriate credentials, the IMM home window opens.

Your certificates must know what time it is: Before you continue with the rest of this
process, it is critical that you set up the date and time for the IMM, whether manually or
through a Network Time Protocol (NTP) server. This time must be correct or the certificates
that are generated do not work or can provide problematic connections.

If the CMOS settings on a server are cleared or the system board is replaced on a server,
this time must be verified to be accurate or the IMM cannot communicate with the SKLM
server. This issue can result in the server becoming unable to access the encrypted drives
until the issue is resolved.

The date and time on the server Unified Extensible Firmware Interface (UEFI), which is
reported to the operating system, does not use the same clock as the IMM. The clock on
the IMM is a separate device that is used by the IMM only. Figure 4-2 shows the fields that
must be verified.
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IBM Integrated Management Module I

System Status Events »  Service and Support »  Server Management »  IMM Management «

Integrated Management Module (IMM) Properties

Various properties and settings related to the IMM

Apply Reset

Firmware Date and Time | Serial Port

IMM Date and Time Settings

Indicate how the IMM Date and Time should be set. Choose a method from the pull-down list and supply appropriate settings.

Set Date and Time Manualy

Date:
11/30/19599

Time: ["\y‘

12:24 AM

GMT Offset:
-5:00 - Eastern Time (Canada, USA)

4| Automaticaly adjust for Daylight Savings Time (DST)

Figure 4-2 Ensure correct time and date

3. Verify that the appropriate license or Features on Demand (FoD) key are installed on the

server by browsing to the IMM Management pull-down menu and select Security, as
shown in Figure 4-3.
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IBM Integrated Management Module Il

System Status  Events =  Service and Support »  Server Management

MM Managemant =

USERID Settings | Log out

System x3650 M4 HD
X3650M4HD  rename. ..
Host Name: IMM2-40f2e92d15€6 rename. . .

The System Status and Hezlkth page provides an at-a-glance overview of the operating sta
rasides. Common information and actions are co-located on this one page.

System Status
Power: On
System state:  Systemn running in UEFT

IMM Properties

Users

Network

Security

IMHM Confitz ration

Restart IMM

Reset IMM to factory defaults

Activation Key Management

| System Information ¥ || Power Actions ¥ | | Remote Contral. . . | Latest 05 Failure
Active Events
Severity ~  Source Date Message

Hardware Health

Component Type Status

Coaoling Devices [ Normal
Power Modules [ Normal
Local Storage [ Normal
Processors [ Normal
Mermaory 4 Mormal
System [ Normal

Various properties and settings related to the
MM

Create and modify user accounts and group
profiles that will have access to the IMM console

Metwork settings such as SMMP and LDAP used
by the MM

Configure security protocels such as S5L and
SSH

View a summary of the current configuration
settings.

Restart the IMM. Typically only needed when
experiencng problems with the IMM

Sets all current configuration settings back to
default values

Add and remove activation keys for additional
functionality

Figure 4-3 Access the Security configuration menu

4. If the Drive Access tab is missing from the IMM Security window (as shown in Figure 4-4
on page 90), you must install the FoD activation key for external key management on the
server. This issue can occur if the FoD activation key was not installed on the IMM or was
not restored if the system board was replaced.
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IBM Integrated Management Module Il

@] System Status  Ewvents »  Service and Support »  Server Management »  IMM Managemg

IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

s

Apph Reset Values

HTTPS Server || CIM Over HTTPS | LDAP Client | SSH Server Cr-,-rptngraplwManagementC)

|Enable HTTPS server
Certificate Management
HTTPS Sarver certificate status: A signed certificate is installed.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a Certificate Signing Request (CSR)
Import a Signed Certificate
Download Certificate

Download Certificate Signing Request (CSR)

Figure 4-4  Verify FoD key Installation

If the Drive Access tab is present, you can skip 4.2.2, “Installing the FoD activation key” on
page 90 and proceed to 4.2.3, “Creating a self-signed certificate” on page 92.

4.2.2 Installing the FoD activation key

If the server does not have the appropriate FoD key installed to allow for the configuration of
an external key management server, you must provide this key to activate the functionality. If
the server was licensed but had the IMM replaced because of service, the FoD activation key
must be recovered from a backup or you might need to contact support to replace the key.

If you do not have experience with FoD key management, several resources are available,
such as the Lenovo Press paper Using Features on Demand, REDP-4895, available from:

http://lenovopress.com/redp4895

The following methods also are available to assist with the management of FoD keys:
» |BM Integrated Management Module Il (IMM2)

By using this server-based management interface, users can install and remove FoD
activation keys. The interface can be accessed by using a web browser, command line, or
ASU.

» IBM Systems Director

The Systems Director is a centrally managed FoD functionality with which users can
download, install, and manage activation keys:

http://ibm.com/systems/software/director/
» IBM ToolsCenter™
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The IBM ToolsCenter is a collection of server management tools to help manage your
System x and BladeServer environment. The IBM ToolsCenter provides a download portal
for server management tools, such as DSA and ASU:

http://ibm.com/support/entry/portal/docdisplay?Indocid=TOOL-CENTER
» IBM Dynamic System Analysis™ (DSA)

The DSA is an operating system or pre-boot tool with which users can install and manage
FoD activation keys:

http://ibm.com/support/entry/portal/docdisplay?1ndocid=SERV-DSA
» Advanced Settings Utility

The ASU is a command line-based utility with which users can install and manage FoD
activation keys:

http://ibm.com/support/entry/portal/docdisplay?Indocid=TO0L-ASU

After the FoD is installed, select the Drive Access tab to continue, as shown in Figure 4-5.
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System Status Ewvents =  Service and Support = Server Management = IMM Management

IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

Apply | Reset Values

HTTPS Server | CIM Over HTTPS | LDAP Client | SSH Server | Cryptography Management

Key Repository Servers

To unlock the server's drives, at least one key repository server should be specified.

Host name or IP address Port

192.168.90.88 5696
5696
5696
5696

Test Connection

Device Group

IBM_SYSTEM_X_SED

Certificate Management

Client Certificate Status: A client certificate is installed.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a Certificate Signing Request (CSR)
Impaort a Signed Certificate
Download Certificate

Download Certificate Signing Request (CSR)

Server Certificate Status: A server certificate is installed. Remave

Actions
Import a Certificate

Figure 4-5 Accessing Drive Access tab

4.2.3 Creating a self-signed certificate

From the perspective of the SKLM key manager, endpoint devices (such as a System x
server) that request keys are considered clients.

The target System x server with self-encrypting drives (SEDs) might have a client certificate
that is configured on the IMM. At the time of writing, servers that come directly from the
manufacturing facility do not have a client certificate present. Adding a preloaded certificate at
the point of manufacture might change in the future.

If Download Certificate is disabled on the Drive Access tab, a certificate must be generated to
continue.
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Complete the following steps to create a self-signed certificate:
1. Select Generate a New Key and a Self-signed Certificate, as shown in Figure 4-6 on

page 93.

Nomenclature: The keys that are referenced in the IMM web interface are

public/private key pairs as used with certificates.

IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

Apply || Reset Values

HTTPS Server | CIM Over HTTPS | LDAP Client | SSH Server | Cryptography Management

Key Repository Servers
To unlock the sarver's drives, at least one key repository server should be specified.

Host name or IP address Port
5606
5606
5606
5606

Test Connection

Device Group

IBM_SYSTEM_X_SED
Certificate Management &

Client Certificate Status: A client certificate is instzlled.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a@rtiﬁcate Signing Request (CSR)
Import a Signed Certificate
Download Certificate

Download Certificate Signing Request (CSR)

Drive Access

Server Certificate Status: Mo certificate is installed. A certificate is required to commnunicate with the key repository servers.

Actions
Import a Certificate

Figure 4-6 Generate self-signed certificate

2. In the certificate generation panel, ensure that you complete the appropriate fields. Of

special importance is the IMM Host Name field. The IMM Host Name must match the URL
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that is used to access the IMM (fully qualified name or IP address). In our example
configuration, we specified the IP address of the server.

Figure 4-7 shows how the fields were completed for our test system in our example.

Generate New Key and Self-signed Certificate

Required SSL Certificate Data
Country 1US United States

State or Province |NC

City or Locality RTP

Organization Name|IBM

IMM Host Name 192.168.254.87

Optional SSL Certificate Data
Contact Person

E-Mail address

Organizational Unit

Surname

Given Mame

Initials

DM Qualifier

0Ok || Cancel

Figure 4-7  Self-signed certificate panel

3. After the certificate is generated, select Download Certificate to create a local copy of
the certificate file. This file must be uploaded to the SKLM server as described in
Chapter 3, “IBM Security Key Lifecycle Manager setup” on page 31.

Figure 4-8 shows the status field, which indicates that a certificate was successfully
created.

Certificate Management °

Client Certificate Status: A client certificate is installed.

Figure 4-8 Client certificate created

The downloaded certificate must be copied to a local file store on the SKLM server
because SKLM does not support importing keys from non-local storage medium. For
example, you cannot reference a network share from the SKLM server to import the
certificate. In our test configuration, we created a network share on the SKLM server
where we copied the certificates to as they were created.

You also must ensure that you provide relevant names to the certificate files when they are
stored. In our configuration, we used the machine type and serial number of the server
that created the certificate as the file name.
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Figure 4-9 shows the appropriate area of the configuration page on the IMM to select the
certificate download option.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a Certificate Signing Request (CSR)
Import a Signed Certificate
Downloa rtificate

DownloatrCertificate Signing Request (CSR)

Figure 4-9 Downloading IMM Certificate

4. Select Download Certificate.

4.2.4 Generating a Certificate Signing Request

If your environment requires the use of a certificate signing authority, use the Certificate
Signing Request (CSR) request option instead of the self-signed certificate to create a CSR
file that can be saved to the local system and authenticated with the signing authority.

As shown in Figure 4-10, the dialog box is identical to the self-signed certificate that we
described in 4.2.3, “Creating a self-signed certificate” on page 92 with the addition of the
requirements for credentials to generate the CSR.
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Generate New Key and Certificate Signing Request

Required SSL Certificate Data«
Country

State or Province

City or Locality

Organization Name

IMM Host Name

Optional SSL Certificate Data
Contact Person

E-Mail address

Organizational Unit

Surname

Given Name

Initials

DN Qualifier

CSR Attributes and Extension Attributes

Challenge Password

Unstructured MName

Ok | Cancel

Figure 4-10 CSR request form

4.2.5 Downloading the Certificate Signing Request

After the CSR request form is completed, the option to download the CSR request becomes
available. Select Download Certificate Signing Request to start downloading the file, as
shown in Figure 4-11. You then sign the certificate with the certification authority.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a Certificate Signing Request (CSR)

Import a Signed Certificate
Download Certificate
( Cownload Certificate Signing Reguest ::CS:\})

Figure 4-11 Download CSR request file

4.2.6 Importing a signed certificate
This option is disabled by default and becomes available only after a CSR request is

generated. The signed certificate that you upload must correspond with the CSR that was
generated as described in 4.2.4, “Generating a Certificate Signing Request” on page 95.
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After the CSR is signed with the certificate authority, the next step is to take the resulting
certificate file and upload it to the IMM. To upload the certificate, select Import a Signed
Certificate and follow the prompts to import the result of a CSR, as shown in Figure 4-12.
The file that is uploaded to the IMM must be the same file that you uploaded to the SKLM
server to ensure that they are identical.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a Certificate Signing Request (CSR)

(Ir' port a Signed Cert] "i:a:e)
Download Certificate
Download Certificate Signing Request (CSR)

Figure 4-12 Import signed certificate

4.2.7 Importing SKLM server certificate

After a client-side certificate is created or uploaded to the IMM, the next step is to import the
certificate that was generated on the SKLM server. For more information about the steps to
create this certificate, see Chapter 3, “IBM Security Key Lifecycle Manager setup” on

page 31.

To import the certificate, select Import Certificate in the Server Certificate section of the IMM
interface configuration page, as shown in Figure 4-13.

Server Certificate Status: Mo certificate is installed. A certificate is required to commnunicate with the key repository servers.

Actions

Im port@(:ert'rﬁcate

Figure 4-13 Import Server Certificate

In the next window, choose Select Certificate File... and browse to the appropriate SKLM
certificate file. Then, select OK to import the certificate, as shown in Figure 4-14.

Import Certificate

Select the certificate file that you want to import.

| Select Certificate File... |

OK Cancel

Figure 4-14 Select Certificate File

After the upload process is complete, the Server Certificate Status updates to reflect that the
certificate is now installed, as shown in Figure 4-15.

Server Certificate Status(.t". server certificate is installed) Remave

Actions

Certificate

Impaort

[-1]

Figure 4-15 Server Certificate Installed
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4.2.8 Configure the device group

Unless a custom group is created in SKLM (which is outside the scope of this publication),
you must use the default device group IBM_SYSTEM_X_SED, which is entered in the Device
Group field, as shown in Figure 4-16 on page 98.

If you created a custom group within the SKLM server to manage groups of System x servers,
you must update the group name in this field in place of the default value, as shown in

Figure 4-16 on page 98.

IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

Apply || Reset Values

HTTPS Server | CIM Over HTTPS | LDAP Client | SSH Server | Cryptography Management | Drive Access

Key Repository Servers
To unlock the sarver's drives, at least ane key repository server should be specified.

Host name or IP address Port &
5606
5606
5606
5606

Test Connection

Device Group

IBM_SYSTEM_X_SED

Certificate Management #

Client Certificate Status: A client certificate is installad.

Actions
Generate a New Key and a Self-signed Certificate
Generate a New Key and a&rtiﬁcate Signing Request (CSR)
Import a Sianed Certificate
Download Certificate

Download Certificate Signing Request {CSR)

Server Certificate Status: Mo certificate is installed. A certificate is required to commnunicate with the key repository servers.

Actions
Import a Certificate

Figure 4-16 Default Device Group
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4.2.9 Configuring key repository (SKLM) servers

After all other sections are complete, you must configure the key repository servers that the
IMM connects to at boot time to request the required KEK key to unlock the SEDs.

In our sample configuration, we use a single SKLM server for simplicity. For a production
environment, it is recommended that two SKLM servers at the minimum are used in a
redundant configuration. If the IMM cannot connect to a key management server during boot,
the server cannot access any encrypted drives by design. This configuration is used to
prevent access to data on a server that was removed from the corporate network that is
hosting the key management server.

If two or more key management servers are present in the environment (up to a maximum of
four), the servers must be configured in the appropriate fields, as shown in Figure 4-17.

Key Repository Servers

To unlock the server's drives, at least one key repository server should be specified.

Host name or IP address Port -
I 5606
5696

3696
3696

Device Group

IBM_SYSTEM_X_SED

Figure 4-17 Key Repository Server configuration

4.2.10 Test the connection to SKLM

The last step in the process is to test the connection from the IMM to the key management
server.

You must test each target server individually to ensure that all servers have the appropriate
certificates installed and can be contacted through the network.

Before you test the connections, select Apply at the top of the window to update all of the
settings to the IMM. After the apply process is complete, select the radio button to the left of

the server connection that you want to test. Then, select Test Connection, as shown in
Figure 4-18.
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IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

Apply Reset Values

HTTPS Server || CIM Over HTTPS || LDAP Client | SSH Server || Cryptography Management | Drive Access

Key Repository Servers

To unlock the server's drives, at least one key repository server should be specified.

Host name or IP address © Port &
192.168.90.88 5696
5696
5696
5696

Testonnection

Figure 4-18 Test connections

If you do not receive a response, confirm that you selected Apply and the appropriate radio
button before repeating the test. If you correctly configured the IMM, you receive a success
message as shown in Figure 4-19.

Connection Test: Success

’7, The IMM can successfully communicate with the key repository server.

Close I/\\s

Figure 4-19 Successful connection test

4.2.11 Troubleshooting

During our test, we encountered the error that is shown in Figure 4-20 on one of our test
systems. This error is the result of attempting to upload a certificate file from the key
management server to the IMM when the IMM has an invalid time and date configured.
Correct the time and date as described in 4.2.1, “Accessing the IMM web interface” on
page 86. Then, try to upload the certificate again.

Certificate upload error

6 The uploaded certificate cannot be used by the IMM
Certificate errorsimport error(-3)

Close

Figure 4-20 Certificate upload error

If you receive an error when you are attempting to configure the key repository server where
the settings fail to apply, the workaround is to configure the repository server entries as
described in 4.3.1, “Initial setup” on page 101.
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After all previous steps in this chapter are completed successfully, reboot the Server to enter
the UEFI configuration.

4.3 Configuring the IMM by using the IMM Command Line
Interface

In this section, we repeat the same configuration steps as described in 4.2, “Configuring the
IMM by using the web-based interface” on page 86. However, now we use the command-line
capabilities of the IMM v2 adapter.

4.3.1 Initial setup

If the IMM was not manually configured, it is at a DHCP-provided address if a DHCP server
was available when power was applied to the server or the default IP address of
192.168.70.125.

We recommend that you set a static or reserved IP address for the IMM now before you
continue to the next steps because you must use the IP address of the IMM in most of the
following procedures. For more information about configuring the IMM, see this website:

http://www.ibm.com/support/entry/portal/docdisplay?Indocid=MIGR-5086346

Your certificates must know what time it is: Before you continue with the rest of this
procedure, it is critical that you set up the date and time for the IMM, whether manually or
through an NTP server. This time must be correct or the certificates that are generated do
not work or provide problematic connections.

If the CMOS settings on a server are cleared or the system board is replaced on a server, this
time must be verified to be accurate or the IMM cannot communicate with the SKLM server.
This issue can result in the server becoming unable to access the encrypted drives until the
issue is resolved.

The date and time on the server UEFI (which is reported to the operating system) does not
use the same clock as the IMM. The clock on the IMM is a separate device that is used by the
IMM only.

4.3.2 Installing FoD activation key

If the server does not have the appropriate FoD key installed to allow for the configuration of
an external key management server, you must provide this key to activate the functionality. If
the server was licensed but had the IMM replaced because of service, the FoD activation key
must be recovered from a backup or you might need to contact support to have the key
replaced.

If you do not have experience with FoD key management, see the resources that are listed in
4.2.2, “Installing the FoD activation key” on page 90.

To activate an FoD key by using the IMM command line, use the following keycfg command
to display, add, or delete activation keys:

keycfg
-add
-ip tftp ip address
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-pn port number (of tftp/sftp server - default 69/22)
-u username (for sftp server)
-pw password (for sftp server)
-f filename
-del n (where n is a valid ID number from 1isting)
-deltype x (where x is a Type value)

4.3.3 Creating a self-signed certificate

From the perspective of the SKLM key manager, endpoint devices (such as a System x
server) that request keys are considered clients.

A System x server with SEDs might have a client certificate that is configured on the IMM. At
the time of this writing, servers that come directly from the manufacturing facility do not have
a client certificate present. Adding a preloaded certificate at the point of manufacture might
change in the future.

If the certificate is present, you can skip the section about creating certificates and proceed to
4.3.6, “Importing SKLM server certificate” on page 104.

You can check whether there is an IMM client certificate in place by using the following
command:
sslcfg —client

If the result of the command indicates the status as enabled, a certificate is installed. You can
re-create the certificate, even if one is present.

To create a self-signed certificate by using the IMM command line, run the following ss1cfg
command:

sslcfg [-options]

The following options are available:
» -server: SSL Server status (enabled, disabled)
SSL can be enabled only if a certificate is in place.
» -client: SSL Client status (enabled, disabled)
SSL can be enabled if a server or client certificate is in place.
» -cim: CIM over HTTPS status (enabled, disabled)
SSL can be enabled if a server or client certificate is in place.
» -cert: Generate a self-signed certificate (server, client, cim, storekey)
» -csr: Generate a CSR (server, client, cim, storekey)
» -csrform: The format of the CSR will be exported in (der, pem)

» -i: IP address for TFTP/SFTP server when uploading a certificate,

Use the following command to download a certificate or CSR:

-pn: port number (of tftp/sftp server - default 69/22)

-u: username (for sftp server)

-pw: password (for sftp server)

-1: filename (when downloading or uploading a certificate or CSR)
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If not specified during download, the default name for that file is used and displayed, as
shown in the following example:

-dnld: Downloads the specified file

This option takes no arguments, but must be used with the following command:
-cert/-csr (server/client/cim/storekey), as well as -i (and optionally -1)
-upld: Imports the specified certificate

This option takes no arguments, but must be used with the following command:

-cert (server/client/cim/storekey) and -i and -1
-tcx: Trusted certificate x for the ss1 client (x = 1, 2, 3 or 4) (import,
download, remove)

The following options are required for generating a self-signed certificate or CSR:

-c: Country (2 letter code)
-sp: Quote-delimited State or Province (max 60 chars)
-cl: Quote-delimited City or Locality (max 50 chars)
-on: Quote-delimited Organization Name (max 60 chars)
-hn: IMM hostname (max 60 chars)
The following options are available for generating a self-signed certificate or CSR:

-cp: Quote-delimited Contact Person (max 60 chars)

-ea: Email Address (max 60 chars)

-ou: Quote-delimited Organizational Unit (max 60 chars)
-s: Quote-delimited Surname (max 60 chars)

-gn: Quote-delimited Given Name (max 60 chars)

-in: Quote-delimited Initials (max 20 chars)

-dq: Quote-delimited DN Qualifier (max 60 chars)

The following options are available for generating a CSR:
-cpwd: Challenge Password (min 6 chars, max 30 chars)
-un: Quote-delimited Unstructured Name (max 60 chars)

In our example configuration, the following command was used:

sslcfg —cert —c:US —sp:NC —c1:RTP —on:IBM —hn:192.168.254.87

After the self-signed certificate is created, download it by using the following command:

sslcfg —dnld —ip <IP address of tftp server> -1 <filename to save file> -cert

4.3.4 Generating a CSR

If your environment requires the use of a certificate signing authority, use the CSR request
option instead of the self-signed certificate to create a CSR file that can be saved to the local
system and authenticated with the signing authority.

To generate a CSR request file, we used the following ss1cfg command:

sslcfg —csr —c:US —sp:NC —c1:RTP —on:IBM -hn:192.168.254.87 —csrform:der

After the CSR request file is created, use the following command to download it (substitute
the appropriate values):

sslcfg —dnld —ip <IP address of tftp server> -1 <filename to save file> -csr
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4.3.5 Importing a signed certificate

This option can be used to upload a signed certificate to the IMM after the CSR that was
created in 4.3.4, “Generating a CSR” on page 103 is signed by a certificate authority. The
signed certificate that you upload must correspond with the CSR that was generated.

After the CSR is signed with the certificate authority, it must be uploaded to the IMM by using
the following command:

sslcfg —upld —ip <IP address of tftp server> -1 <filename to upload> -cert

4.3.6 Importing SKLM server certificate

After a client-side certificate is created or uploaded to the IMM, the next step is to import the
certificate that was generated on the SKLM server. For more information about the steps that
are used to create this certificate, see Chapter 3, “IBM Security Key Lifecycle Manager setup”
on page 31.

Use the storekeycfg command to upload the certificate that is generated by the key
management server. The command features the following syntax:

storekeycfg
-add

-ip tftp/sftp ip address

-pn port number of tftp/sftp server (default 69/22)

-u username (for sftp server)

-pw password (for sftp server)

-f filename

-del

-dgrp <device group> (device group name)

-sxip <host name/ip_addr> (server x host name/ip addr
(x can be 1, 2, 3 or 4))

-sxpn <port_number> (server x port number
(x can be 1, 2, 3 or 4))

-testx (test server x connection (x can be 1, 2, 3 or 4))

Use the following example command to upload a server key to the IMM:

storekeycfg —add —ip <tftp or sftp server address> -u <username if sftp> -pw
<username if sftp> -f <filename of certificate to upload>

In our example, we used the following command:

storekeycfg —add —ip 1.2.3.4 —u username —pw password —f certificate.der

4.3.7 Configuring the device group

Unless a custom group is created in SKLM (which is outside the scope of this publication),
you should use the default device group IBM_SYSTEM_X_SED, which is also populated by
using the storekeycfg command.

If you created a custom group within the SKLM server to manage groups of System x servers,
you must update the group name by using the following command:

storekeycfg —dgrp NEW_DEVICE GROUP
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4.3.8 Configuring key repository (SKLM) servers

After all other sections are complete, you must configure the key repository servers that the
IMM connects to at boot time to request the required KEK key that is needed to unlock the
SEDs.

In our sample configuration, we use a single SKLM server for simplicity. For a production
environment, it is recommended that two SKLM servers at the minimum are used in a
redundant configuration. If the IMM cannot connect to a key management server during boot,
the server cannot access any encrypted drives by design. This configuration prevents the
access of data on a server that was removed from the corporate network that is hosting the
key management server.

If two or more key management servers are present in the environment (up to a maximum of
four), they be configured by repeating the following steps for each of the key management
target servers.

This example command sets the first key management server to 192.168.90.88 as required
by our sample configuration, as shown in the following example:

storekeycfg —slip 192.168.90.88

If there are other key management servers in the environment, repeat this command for each
of the other servers, substituting the 1 with the server entry you want to change.

For example, to add a second key management server, you use the following command:
storekeycfg —s2ip 192.168.90.89

4.3.9 Testing the connection to SKLM

After you complete all of the preceding steps, you must test the connection from the IMM to
each of the configured key management servers.

To test the first connection, run the following command:

storekeycfg —testl

To test any other configured key management servers, repeat the command, substituting the

1 for the server entry you want to test. For example, to test the connection to a second
configured key management server, run the following command:

storekeycfg —test?

This command results in the following response:

Operation completed successfully.

4.4 Configuring the IMM by using the Advanced System Utility

In this section, we describe the same procedures that were used in 4.2, “Configuring the IMM
by using the web-based interface” on page 86 and 4.3, “Configuring the IMM by using the
IMM Command Line Interface” on page 101. However, in this section, we use ASU
commands that can be scripted and automated for configuring the IMMs of remote servers.

Also, when ASU commands are used to configure a remote host, add the following options to
the command lines:
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-host <IP address of IMM> -user <username (default: USERID)> -password <password
(default: PASSSWORD)>

4.4.1 Creating a self-signed certificate

Before proceeding, verify whether the IMM of the target server has a client certificate.
Use the asu show command to view the status of a particular certificate.

At the command line, enter the following command:
asu show IMM.SSL_HTTPS SERVER CERT

The command results in following output:
IMM.SSL_HTTPS_SERVER_CERT=Private Key and CA-signed cert installed, Private Key
stored, CSR available for download.

If the result is that a certificate is installed, the certificate does not need to be re-created and
can be downloaded as described in 4.4.2, “Generating a CSR” on page 106.

If the result is that a certificate is not installed, a certificate must be created. You can use the
asu command to generate a self-signed certificate, which is certificate that is signed.

At the command line, enter the following command:

asu generate IMM.SSL HTTPS SERVER CERT asu.xml

The command results in following output:

Certificate was generated successfully!

4.4.2 Generating a CSR

You can use the following command to generate a CSR request file that can be downloaded
from the IMM and signed by using a certificate signing authority (if required):

asu generate IMM.SSL_HTTPS_SERVER_CSR asu.xml

The command results in the following output:
Certificate was generated successfully!
After the CSR certificate request is created successfully, the next step is to download it to

make it available for signing against a signing authority. This process is done by using the
following command:

asu export IMM.SSL_HTTPS_SERVER CSR asu_csr.der

The command results in the following output:

Certificate was exported successfully!

The asu_csr.der file is saved in the current working directory from which the asu command
was run.

You can export a certificate or a certificate sign request. If a certificate sign request is signed
by an independent certificate authority, it is referred to as a CA-signed certificate.
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4.4.3 Importing a signed certificate

After you export a certificate (as described in 4.4.2, “Generating a CSR” on page 106), you
must sign it by using an independent certificate authority. You can import the CA-signed
certificate only (which is different than a self-signed certificate) into the IMM by using the ASU
tool.

For example, to upload the results of signing a CSR, enter the following command:
asu import IMM.SSL SKR_CLIENT CERT asu_cert.der

The command results in the following output:

Certificate was imported successfully!

If a signed certificate is installed on the IMM as shown in 4.4.1, “Creating a self-signed
certificate” on page 106, the existing certificate must be deleted before you can upload a new
certificate.

The certificate asu_cert.der is a CA-signed certificate after asu_csr.der is signed by using
your own certificate authority.

4.4.4 Importing SKLM server certificate

To import the SKLM server certificate, use the same process that is described in 4.4.3,
“Importing a signed certificate” on page 107. The only difference in this instance is to specify
that you are importing a certificate for the key management server. Therefore, you must
substitute the IMM.SSL_CLIENT_TRUSTED CERT_SKR in the command line that is used to import
CSR signed certificate, as shown in the following example:

asu import IMM.SSL CLIENT TRUSTED CERT_SKR ISKLM Server Cert.der

4.4.5 Configuring key repository servers

Up to four key repository servers can be configured within the IMM. Use the following
command to see what is configured on the target IMM:

asu show —host <IP Address> -user <username> -password <password>

In the resulting output, you find the following fields:

IMM.SKR_Serverl_HostName_IPAddress=192.168.90.87
IMM.SKR_Serverl_Port=5696

IMM. SKR_Server2_HostName_IPAddress=
IMM.SKR_Server2_Port=5696

IMM. SKR_Server3_HostName_IPAddress=
IMM.SKR_Server3_Port=5696

IMM.SKR_Server4 HostName_IPAddress=
IMM.SKR_Server4_Port=5696

In this example, a single target key management server was configured. Use the following
command to modify these settings:

asu set ASU IMM.SKR_Serverl_HostName_IPAddress=<ip address> —host <IP Address>
-user <username> -password <password>
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4.4.6 Configuring the device group

Use the following command to view the current device user group:

asu show IMM.SKR_DEVICE_GROUP —host <IP Address> -user <username> -password
<password>

The command results in the following output:

IMM.SKR DEVICE_GROUP=IBM_SYSTEM X_SED

The default device user group is IBM_SYSTEM X SED and should be left at the default unless
you configured a different group on the key management server.

If required, you can change the default group by using the following command:

asu set IMM.SKR DEVICE _GROUP= <new group name> —host <IP Address> -user
<username> -password <password>

4.5 Conclusion

108

In this chapter, we described three different methods to configure the IMM on the target
server: the web interface, IMM command line, and the ASU tool.

We recommend that for any large deployment, you consider the use of the ASU method
because you can use it to script the configurations. This ability allows for the simplification of
deployments of large distributed configurations and the automation of many of the settings,
which often are consistent across servers, such as the addresses of the key management
servers.
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UEFI configuration

In this chapter, we describe the configuration for the Unified Extensible Firmware Interface
(UEFI) of the target server. This description includes configuring a basic RAID set as an
example and enabling the encryption functions of the RAID adapter.

This chapter includes the following topics:

» Enabling storage controller encryption
» Configuring virtual disks
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5.1 Enabling storage controller encryption

By default, encryption is disabled on IBM RAID adapters. The following modes of encryption
can be enabled on the adapter:

» Local encryption key management in which the RAID adapter manages and maintains the
key encryption key (KEK) that is used to encrypt the local media encryption key (MEK),
which is stored on the drive. For more information, see Chapter 1, “Technology primer” on
page 1.

» Configure the adapter to request a KEK from an external key management server, such as
IBM Security Key Lifecycle Manager (SKLM) at boot time.

In this section, we describe the following tasks:

» Setting the adapter for an external key management server
» Accepting pending request on the SKLM server

5.1.1 Setting the adapter for an external key management server

To configure the adapter for an external key management server (EKMS) complete the
following steps:

1. Atthe initial power-on of the server, select F1 when you are prompted to do so at the UEFI
configuration window, as shown in Figure 5-1 on page 110.

|fn]|

IBM System x.

Server Firmware

Licensed Materials - Property of IBM Corp. Firmware third party
System x Server Firmware © Copyright IBM Corporation 2014, ALL RIGHTS RESERVED.

—

<F1> Setup <F2> Diagnostics <F12> Select Boot Device

_ Comnecting Boot Devices and Adapters ... 19
Figure 5-1 Initial UEFI welcome window

2. The System Configuration and Boot Management window opens. Select System
Settings, as shown in Figure 5-2.
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Systen Configuration and Boot Management

System Settings
Date and Tine

Start Options
Boot Manager

Systen Event Logs

User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Ti=Move Highlight

Figure 5-2 System Configuration and Boot Management

3.

System Settings

Adapters and UEFI Drivers
Processors
Memory

This selection
displays the basic
details of the Systen.

In the System Settings window, select Storage, as shown in Figure 5-3.

Select this option to
see all the Storage
Device options.

Devices and I/0 Ports
Power

Operating Modes
Legacy Support

System Security

Integrated Management Hodule
Recovery

Storage

Netuwork

Driver Health

T4=Move Highlight lect Entry Esc=Exit

Figure 5-3 Selecting the Storage option

4. In the next window, you must select the appropriate RAID adapter that manages the
self-encrypting drives (SEDs). If several adapters are installed in the server and they are
all managing SEDs, you must repeat these steps for each adapter that is installed in the
system.
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In our test configuration, we installed a single M5210 RAID adapter in an x3650 M4 HD
server. The Storage window opens, as shown in Figure 5-4. Select the highlighted
adapter.

Storage

Hanage RAID Controller
Configurations.

Ti=Move Highlight {Enter>=Select Entruy Esc=Exit

Figure 5-4 HA/ adapter selection

5. Select the Controller Management option, as shown in Figure 5-5.

Configuration Management

Uirtual Drive Management
Drive Management
Hardware Components

Figure 5-5 Selecting Controller Management

6. In the Controller Management window, you configure the selected adapter for an EKMS
source. Scroll to the bottom of the list of options and select Advanced..., as shown in
Figure 5-6.
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BASIC PROPERTIES:
Product Name
Serial Number
Select Boot Device

PCI ID

PCI Slot Number

Firnware Build Time
Firmuware Uersion

Controller Management

ServeRAID M5210e

3CJoNe

Uirtual Drive 0:
GenericR5_0, RAIDS,
1674GB, Optimal>

0x1000 10x005D 10x1014 10x
0458

Integrated

Apr 08 2014:15:53:54
4.220.60-3332

Displays a form with
advanced properties
and options such as
Patrol Read. Schedule
Consistency Check.
Save TTYLog.

24.2.1-0027
3.1310.00-0075

Package Version
NUDATA Version

Tl=Move Highlight < 2lect Entry

Figure 5-6 Advanced selection options

7. The Advanced Selection menu opens. For the purposes of this configuration, select
Enable Drive Security, as shown in Figure 5-7.

Schedule Consistency Check

Manage MegaRAID Advanced Software Options
Save Controller Events

Clear Controller Events
Enable Drive Security

Disable Drive Se

Chang urity Key

Disable Protection
Save TTY Log
CONTROLLER PROPERTIES:
Host Interface
Comnector Count

Drive Count

Uirtual Drive Count

Figure 5-7 Enable Drive Security selection

a. If you find that the Enable Drive Security option is disabled in the Change Security
Key menu, the controller was set up for encryption. Any required changes should be
done by selecting the Change Security Key option, as shown in Figure 5-8 on
page 114.
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Change Security Key

Current Drive Security
Mode

Change Current Security [¥1
Settings

Switch to Local Keuy [1]
Management (LKM) Mode

0K

Cancel

Figure 5-8 Change Security Key menu

Select this option only if drive security is enabled and you must change the settings.

Attention: Do not disable drive encryption unless you are sure that there is no data
to be retained on the attached drives. Disabling drive encryption results in a secure
wipe of all attached SEDs and you cannot recover the data.

b. Select an EKMS as the key source for the controller by clicking External Key
Management (EKM) in the menu as shown in Figure 5-8 on page 114. Afteritis
selected, you return to the normal configuration flow to the Enable Drive Security
menu.

8. In the Enable Drive Security menu, select External Key Management by pressing the
Space bar while the cursor is in the appropriate selection box, as shown in Figure 5-9 on
page 115. Select OK and follow the prompts to exit back to the main setup window where
you are prompted to reboot the server to continue. Confirm the reboot.
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Enable Drive Security (Choose Drive Security Hode)

CHOOSE THE SECURITY KEY MANAGEMENT MODE An external key
External Key Management - management server is
(EKH) required to enable
Local Key Management (LEM) [ ] security.

T4=Move Highlight {Spacebar>Toggle Checkbox

Figure 59 Enable EKMS

9. If you configured the Hold new device requests pending my approval option as described
in Chapter 3, “IBM Security Key Lifecycle Manager setup” on page 31, you see the boot
message that is shown in Figure 5-10 after the server reboots.

Critical Message

3. If you continue, First you might need
<ey error and all to press <Enter> to
foreign. get the input windou.
reboot the Then press the desired
> to retry the EEMS or key(s) in response to
continue. the critical message
Enter Your Imput Here: displayed above and

then press <Enter> to
commit your input.

Ti=Move Highlight {Enter oct Entry Esc=Exif

Figure 5-10 First Boot error message

This message appears because the server is encountering a trusted connection with the
SKLM server, but the initial key is not accepted. For more information about fixing this
issue, see 5.1.2, “Accepting pending request on the SKLM server” on page 116.
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5.1.2 Accepting pending request on the SKLM server

Browse to your SKLM server home window. Click the Pending Device Requests hyperlink at
the upper left of the page to browse to the Pending Accept page, as shown in Figure 5-11.

IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

g Action ltems
Pending Device Requests

Pending %ﬁvicﬁs There are no action items.

Create a backup to ensure that you can restore data.

Key Groups and Certificates

% Key and Device Management @ Available Protocols

Goto - IP address: 192.168.90.87
R TCP port: 3801

+ T . S5L protocol: Mot configured
i+ Nofilter applied S5L port: Not configurad

. KMIP protocol: Configured

Device Group KMIP S5L port: 5696
ETERNUS_DX i
X

GPFS

|

IBM_SYSTEM_X_SED

Total: 10 Selected: o 1 10 25 50 100 +

Figure 5-11 Pending Device Requests

The Pending Accept window lists a device entry for the system you configured. This process
allows the SKLM server to accept the key request from the target system. Select the
corresponding device in the list with a left mouse click, then click Accept at the top of the
page, as shown in Figure 5-12.

IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

Select a device and click “Accept” to allow communication with this device or click "Reject” to remaove the request

Accept | Reject

; No filter applied
Date Device Device Group Machine
2014-08-07 17:38:36 1dccaiclea233chbdbdddab0b7ab38chf IBM_SYSTEM_X_SED 5460KQ6BFOH
Total: 1 Selected: 1 1 10 25 50 100 +

Figure 5-12 Accept pending device request
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Next, reboot the target machine one more time for the system to obtain a key from the SKLM
server. Accepting or responding to the First Boot error message is not required.

On this next reboot, the server continues to boot without error. The target server is now ready
for further configuration. We now prepare the RAID configuration.

5.2 Configuring virtual disks

In this section, we describe the steps to configure the virtual disks on the RAID adapter and
secure the resulting virtual disks by using the UEFI configuration interface. We also describe
the following tasks:

» Setting up a basic RAID volume
» Activating encryption on virtual drives

5.2.1 Setting up a basic RAID volume

In this section, we describe how to create a simple RAID volume by using the UEFI
text-based RAID configuration tool, which is required because the operating system is not yet
installed; therefore, there is no access to the graphical configuration utility.

Complete the following steps:

1. Boot the server to the main UEFI window (as described in 5.1, “Enabling storage controller
encryption” on page 110) by using the F1 key at the start splash window.

2. From the main menu, select Storage to open the RAID adapter configuration panel and
select Configuration Management, as shown in Figure 5-13.

Hain Menu

Controller Management
Virtual Drive Management
Drive Management
Hardware Components

Figure 5-13 Main RAID configuration menu

3. In the Configuration Management menu, select Create Virtual Drive, as shown in
Figure 5-14.
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Configuration Management

Create Virtual Drive - Advanced
Clear Configuration
Manage Foreign Configuration

Figure 5-14 Create Virtual Drive option

If there are specific configuration requirements in your environment, you can choose to
select the Advanced option. For this example, all that is required is a base two drive RAID
1 volume for the operating system installation. The steps to create the volume are
described in this section as a walkthrough.

In the following menus, you can select the options that match the requirements of your
deployment as they do not affect the ability to perform the encryption steps that you must
follow.

If you do have a combination of SEDs and non-SEDs installed in the system, you should
select the advanced option to ensure that the appropriate drives are configured for the
volume.

4. In the Create Virtual Drive menu, select the RAID type, as shown in Figure 5-15.

Create Virtual Drive

Generic RAID O

Generic RAID 5
Generic RAID 6

Figure 5-15 RAID selection

5. For the sample configuration, select RAID 1. Check all of the settings in the Generic R1
menu. Scroll down to the bottom of the list to select the Save Configuration option, as
shown in Figure 5-16.
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Generic R1

PROFILE PARAMETERS:

Uirtual Drive Name GenericR1_1
RAID Level <RAID1>
Uirtual Drive Size 837 GB
Strip Size <256 KB>

Read Policy <{Read Ahead>
Urite Policy {Urite Back>
I0 Policy {Direct>
ficcess Policy {Read/Urite>
Drive Cache {UInchanged>
Default Initialization <{Fast>
Create Dedicated Hot Spare [ ]

Figure 5-16 Save Configuration

6. The Data Loss warning panel opens. Because you lose any data on the selected drives for
the array, ensure that it is an acceptable action and press the spacebar while you highlight
Confirm. Then, select Yes to create the virtual drive.

A success message indicates that the operation was completed successfully, as shown in
Figure 5-17.

Success

The operation has been performed successfully.

Figure 5-17 Successful completion

You can repeat these steps to create more virtual drives as required, if you have sufficient
SEDs installed for the other requirements. For this example configuration, only a single RAID
1 virtual drive is configured.

Next, we activate the encryption for the new virtual drive.

5.2.2 Activating encryption on virtual drives

In this section, we describe how to activate the encryption on the virtual drive that was
created in 5.2.1, “Setting up a basic RAID volume” on page 117.
Complete the following steps:

1. Browse to the main menu for the UEFI storage devices, as described in 5.2.1, “Setting up
a basic RAID volume” on page 117. Select Virtual Drive Management, as shown in
Figure 5-18.
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Main Menu

Configuration Management

Controller Management

Drive Management
Hardware Components

Figure 5-18 Virtual Drive Management

2. In the Virtual Drive Management menu, you see a list of the available virtual drives. In the
example configuration, only a single RAID 1 volume was created; therefore, only a single
entry is displayed. If you created different or other volumes in the previous process, those
volumes are presented here.

Select the virtual drive on which you want to activate the encryption. In the sample
configuration, the selection window resembled the one that is shown in Figure 5-19 on
page 120.

Uirtual Drive Management

Figure 5-19 Virtual Drive Selection

3. Inthe Virtual Drive configuration panel, select the Select Operation entry at the top of the
list, as shown in Figure 5-20.

Uirtual Drive 0: GenericR1_0, RAID1, 837GB. Dptimal

Operation <Select operation> Lists the operations
BASIC PROPERTIES: that you can perform
Name GenericR1_0 on a virtual drive.

Raid Level <RAID1>
Status {Optimal>
Size 837 GB
Uiew Associated Drives

Advanced. . .

Figure 5-20 Select Operation

4. Select Secure Virtual Drive to start the encryption of the selected virtual drive, as shown
in Figure 5-21 on page 121.
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Uirtual Drive 0: GenericR1_0, RAID1, 837GB, Optimal

Dperation <Select operation> Lists the operations
BASIC PROPERTIES: hat you can perform
Name Select operation n a virtual drive.
Raid Level ytart Locate
Status p Locate
Size Delete Uirtual Drive
Uiew Associated Drives | Secure Virtual Drive
Advanced. .. Reconfigure Uirtual Drives

Fast Initializati

Figure 5-21 Secure Virtual Drive

5. The virtual drive is encrypted by using the key that is provided at boot time via the SKLM
server. If you return to the Virtual Drive properties, you can see the Secured entry listed as
<Yes>, as shown in Figure 5-22.

Advanced . . .

UTRTUAL DRIVE PROPERTIES:

Mirror Data Size 837 GB
Logical Sector Size <512 B
Segment Size <256 KB>
Starting Logical Block [0]
Addressing (LBA)

Secured Yes>
Protected <{No>

Bad Blocks <No>

SSD Caching {Disabled>
UIRTUAL DRIVE POLICIES:

Access {Read/Urite>
Current Write Cache Policy <Urite Back>

Figure 5-22 Virtual Drive Secured

6. After the virtual drive is verified as being secured, you can exit the UEFI and reboot the
server. If you created more virtual drives as part of this exercise, you must select each of
the drives and repeat the steps to enable Secure Virtual Drive.

5.3 Conclusion

The drives are now secured and the system is ready for installing the operating system.
Because all of the encryption and key management is performed in the system firmware, no
other steps are required when you install any operating system.
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Managing your System x server
SED deployment

In this chapter, we describe managing the encryption keys and certificates that are needed for
your IBM Security Key Lifecycle Manager (SKLM) and self-encrypting drive (SED)
environment.

This chapter builds upon the exchanges that were made between the server (or servers) and
SKLM. It also describes some other administrative tasks, such as backup and restore, which
were not yet performed but are critical to preserving our encryption key management setup.
This chapter includes the following topics:

» Certificate exchange and device acceptance review
» SKLM backup and restore
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6.1 Certificate exchange and device acceptance review

In previous chapters of this book, we described a certificate exchange between the SKLM key
manager and a System x server with SEDs. We also described registering a new device with
SKLM. In this section, we review and elaborate upon those steps.

6.1.1 Certificate exchange

Chapter 4, “Integrated Management Module configuration” on page 85 included the
instructions to create and download a System x server certificate by using the Integrated
Management Module (IMM) of a System x server with the SKLM Feature on-Demand key
activated. Before the System x server connection to SKLM can be tested, complete the
following steps to import its certificate into SKLM.:

1. Copy the certificate file that was downloaded from the IMM locally to the SKLM server so
that it can be imported. Our System x3650 M4 certificate is shown in Figure 6-1.

B 192.168.90.89 - Rermote Desktop Connection
i oy =
Haome Share e
(-I - 1‘| v Cormputer » Local Disk (C) » certs
- Faworites Mame
B Desktap | x3650M4_KOYS00 cert
4 Downloads
<l Recent places h

Figure 6-1 Certificate file

2. Log in to the SKLM web interface by using the following URL:
https://<SKLM server address>:9080/1ibm/SKLM/Togin.jsp
where <SKLM server address>is the IP address or host name of the SKLM server.

3. Click Advanced Configuration — Server Certificates. In the SKLM installation steps
that are described in 3.5, “Generating an SKLM server certificate” on page 78, you
generated an SKLM server certificate, which is shown in Figure 6-2. This certificate also
was imported into the IMM of your System x server per the instructions that are described
in 4.2.7, “Importing SKLM server certificate” on page 97.
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IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

Device Group

Administer Server Certificates Server Certificates

For secure communications betw:

Client Device Certificates
‘J‘El__ anager key server and devices, use SELKMIF cerificates.

To create a cedificate, select the "Add" button. You may add several cerificates ta the list, but only one SSLKMIP cedificate can be inuse at any time.
Add | Modify | Delete
I Nofilter qpplied
Certificates Communications Type In Use Expiration Date Status Algorithm

ibm_skim_serer_ssl_cert SELKMIP v Aug 13, 2017, 4:40:05 P =] SHAZEE_WITH_RSA_EM

Figure 6-2 Server certificate present

4. Click Advanced Configuration — Client Device Certificates. Then, click Import, as
shown in Figure 6-3 on page 125.

IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

Client Device Communication Certificates

Define the set of certificates that you trust for client devices to allow secure communication between the device and [BM Security Key Lifecycle Manager. Certificates are
ou can change the trust sefting on each cedificate by selecting the certificate and then selecting "Modify" Multiple cedificates can be marked as trusted. You can alsot
Select"Delete” to remove a selected client device communication certificate. The device will no longer be able to communicate with IBM Security Key Lifecycle Manage

For S5L clients, trusted client cedificates may be required when SSL Authentication is set o ServeriClient. For KMIP, trusted client cedificates may be required for the K
these cedificates will impact hoth protocals.

Impart | Modify | Delete
= Nofilter applisd

Certificates Type Subject Distinguished Name Expiration Date Trusted

Mo itemns to display

Figure 6-3 Import client device certificate

5. Enter a display name in the Import SSL/KMIP Certificate pop-up dialog so that you can
identify this System x server in SKLM. Then, select Browse and locate, and select the
certificate to import, as shown in Figure 6-4 on page 126.
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Browse File

Import SSL/AKMIP Certificate]

Browse: | -

- [ cets |-
*Certificate name:
.
¥3I650M4_KOv5a0_client_ssl_cert
v 7 1BM SKLM Install Files £
Ed=1 1 .
File name and location: v [ PerLags

v [ Program Files b

Allowe the server to trustthis ce » [ Program Files (:66)

v skim_backup

v 0 skim_fixpack_repa_win
Import Cancel S

Select {b Cancel

Figure 6-4 Select certificate

6. Verify your entries and select Allow the server to trust this certificate and
communicate with the associated client device, as shown in Figure 6-5. Then, select
Import.

Import SSLAKMIP Centificate for Clients

*Certificate name:
¥AEA0MA_KOYS90_client_ssl_cert

*File mame and location:
Cloentsw3Bs0md_KOysa0_o Browse...

Allowe the server to trust this cerificate and communicate with the associated client device.!

Import Cancel

Figure 6-5 Trust and import certificate

7. A warning to back up your SKLM data is shown. Select Close, as shown in Figure 6-6. It is

critical that you back up your SKLM data whenever new devices are added. To perform
this backup, follow the backup steps that are described in 6.2, “SKLM backup and restore’
on page 138.
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Yarning

Critical data has heen added. Create a backup to ensure that you can restore this
data.

CTGRMTOEEYY

{E’} Close

Figure 6-6 Backup reminder

Your certificate is now imported and trusted in SKLM, as shown in Figure 6-7.

IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

»

Client Device Communication Certificates

Define the set of certificates that you trust for client devices to allow secure communication hetween the
device and IBM Security Key Lifecycle Manager. Certificates are used for S50 ar KMIP communication.
Select"lmport’ to add cerificates to the table,

“ou can change the trust setting an each cedificate by selecting the cerificate and then selecting "mModify"
Multiple cerificates can be marked as trusted. vou can also remove cerdificates fram the list of trusted certificates.

m

Select"Delete” to remove a selected client device cornmunication certificate. The device will no longer be able to
cormmunicate with IBM Security Key Lifecycle Manager,

Far S5L clients, trusted client cedificates may be required when S50 Authentication is setto Server/Client. Faor KMIP,
trusted client cerificates may be required far the KMIP client's authentication. S50 and KMIP certificates are shared.
Changing either of these certificates will impact both protocals.

Irmpont | wodie | Delete
I=  No filter applied
Certificates e Subject Distinguished Name Expiration Date Trusted

x3650md_koy590_client_ssi_cert  SSUKMIP  CN=192168 254 79, 0=IBM, L=RTF.  apqqq, 2024, 210032 PME v
ST=MC, C=US ' '

Figure 6-7 Certificate imported

8. Test the connection with the IMM on your System x server, as shown in Figure 6-8. For
more information, see 4.2.10, “Test the connection to SKLM” on page 99.
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IBM Integrated Management Module I

System Status Events »  Service and Support ~  Server Management »  IMM Management -

Drive Access

Key Repository Servers
Connection Test: Success X
To unlock the server's drives, at least one key repository server should be sp
The IMM can successfully communicate with the key repository server.
Host name or IP address Port -
192.168.90.87 5696 | Close |
5606 —a
5696
5696
Test Connection
Device Group
IBM_SYSTEM_X_SED
Certificate Management
Client Certificate Status: A client certificate is installed.

Figure 6-8 Successful IMM connection

6.1.2 Certificate acceptance options

In Chapter 5, “UEFI configuration” on page 109, we described the process that is used for
configuring a System x server to use external key management for drive security. We also
described the process that is used for accepting the device and its key request in SKLM. By
using the tasks that are described in this section, we verify that those tasks are complete and
review the details around the process.

Holding new devices for approval

The first step is to change (or at least know) the settings for new devices that attempt to
connect to SKLM. We recommend that when new devices attempt a connection to SKLM,
those devices are held for approval. Doing so allows you to acknowledge and control the
connections without the extra effort to configure them manually. This hold also provides a
reminder to back up the SKLM data whenever a new device is added, which is critical to
keeping a valid backup that supports all deployed System x servers.

Complete the following steps to set up this configuration:

1. Connect to the SKLM web interface and browse to the Welcome tab, as shown in
Figure 6-9 on page 129. In the Welcome window under Key and Device Management,
right-click IBM_SYSTEM_X_SED Device Group. This group is the default key group for
all System x servers.
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IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuratioi Backup and Restore

4 .
V Action ltems
Pending Device Requests Key Groups and Certificates

There are no action items Thers are no action items

Create a backup to ensure that you can restore data.

% Key and Device Management a Available Protocols
IP address: 192.168.90.87
TCP port: 3801

SSL protocol: Mot configured
S5L port: Not configured

Goto.. ¥
1+ Nofilter applied

KMIP protocol: Configured
Device Group KMIP SSL port: 5696

3592

LTO

Di3a000

Di5000
BRCD_ENCRYPTOR
OMNESECURE
ETERNUS_DX

XV

GPFS

IBM_SYSTEl  Guided key and device creation

Manﬂge keys and devices

A

Total: 10 Selected: o 1 10 25 50 100 +

Figure 6-9 Manage System x keys and devices

2. From the pop-up menu, select Hold new device requests for communication, as
shown in Figure 6-10. This setting is saved automatically. All future connection requests
are held in a pending state.
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IBM Security Key Lifecycle Manager

Welcome Configuration Advanced Configuration ~ Backup and Restore

[ - - ] IBM_SYSTEM_X_SED

Each device that is listed below has a unique authentication key to unlock the encrypted device.
| B | add v mody v Delete

I+ Nofilter applied

Device Serial Number Machine ID Machine Text Device Text Current key

Mo items to display

Total: o Selected: o 1

v Machine affinity

Hold new device requests pending my approvall | > |
Only accept manually added devices for communication

Automatically accept all new device requests for communication

Hold new device requests pending my aﬁroval

Figure 6-10 Hold new device requests for approval

Accepting new devices

In this section, we describe the process that is used to accept a new device after it contacts
the SKLM server, and allow it to retrieve a key encryption key for the controller to access
SEDs on the next server boot. This task was introduced in Chapter 5, “UEFI configuration” on
page 109.

Complete the following steps:

1. Browse to the Welcome tab. On the Action ltems dashboard, click Pending devices, as
shown in Figure 6-11. This process adds the server and its RAID controller as a new
device so that encryption key exchanges can be made.
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IBM Security Key Lifecycle Manager

Configuration Advanced Configuration - Backup and Restore

2 _
7/ Action ltems
Pending Device Requests

Pending @'icﬁ There are no action items.

Create a backup to ensure that you can restore data.

Key Groups and Certificates

% Key and Device Management
Goto.. ¥
3+ NNofilter applied
Device Group
ETERMNUS_DX
K

GPFS

4 [

IBM_SYSTEM_X_SED

Total: 10 Selected: o 1 10 25 50 100 +

Figure 6-11 Device waiting acceptance

2. Select the new device based on the time stamp, device group, and machine information
and select Accept, as shown in Figure 6-12.

SKLMA

IBM Security Key Lifecycle Manager

Welcome Configuration Advanced Configuration ~ Backup and Restore

Select a device and click "Accept” to allow communication with this device or click "Reject” to remove the request

Accept | Reject

¢ No filter applied

Date Device Device Group Machine

2014-08-07 17:38:36 1dcca7clea233cbdbdBdablb7ab38ecEf IBM_SYSTEM_X_SED 54G0KQEBFOH

Figure 6-12 Accept device window
3. Inthe Accept Device Request dialog, we recommend that you select Modify and Accept

(as shown in Figure 6-13) to provide a description of your device. The message warns you
to perform a backup after this procedure.
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Accept Device Request

Warning: keys have been generated for this device, Perform a backup before accepting this request,

Click Accept to add the device to the system.
Click Modify and Accept to modify the device properties before adding the device to the system.

Device Serial Number: ldcca?c0ea233cbdbdadab0b7abiscef

Device Group: IEM_SYSTEM_X_SED
Device Text:

Machine 1D: 460K Q6EBFOH
Machine Text: null

Modify and Accept Cancel

Accept

Figure 6-13 Modify and accept device

4. Enter some information about your server in the Device text field and a more
comprehensive Device Description. Then, select Add Device, as shown in Figure 6-14.

Add Device

This panel is used to create a new device and its associated 12 default keys.

*Device =erial number (provided by the device vendor):
KQEBFIH

Device text (a short description of the device):
¥3650M4HD

*Machine ID (machine that thiz device is connected to):

5460KQEBFOH Select

Machine text (a short description of the machine, will be autofilled in bazed on the machine 1D selection):

%Device Description (a long description of the device):

The SE“_"'-JE“_'"

Add Device Cancel

Figure 6-14 Describe and accept

5. You now added the new device in SKLM where it is ready to exchange encryption keys.
The Current Key field is not initially populated, as shown in Figure 6-15. The server must
be rebooted. During the next boot phase, it contacts the SKLM server for a key encryption
key and populates the field. The text in the Current Key field is not the actual encryption

key; instead, it is only a display name for it. The display name rotates or changes with
each reboot of the server.
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IBM Security Key Lifecycle Manager SKLMAdmin -

Welcome Configuration Advanced Configuration ~ Backup and Restore

[ - ] IBM_SYSTEM_X_SED

Each device that is listed below has a unigue authentication key to unlock the encrypted device.

Add ¥ Modify ¥ Delete

i+ Nofilter applied

Device Serial Number Machine ID Machine Text Device Text Current key Device Description

1dcca7clea233cbdbd8dab0b?: 5460KQGBFOH dsk000000000000000000

Figure 6-15 Device added and key generated

6.2 SKLM backup and restore

In this section, we describe the backup and restore tasks for SKLM key manager server data
by using the SKLM web interface. It is important to back up the SKLM server immediately
after any changes or additions, especially if redundant SKLM servers are not configured.

6.2.1 SKLM data backup

The following steps demonstrate how to create a backup of your SKLM server. Backup files
are created locally on the SKLM server, although backups can be started with a web session
from a remote system.

We created a local directory, C:\skim_backups, for storing our proof of concept backup files.
Backups should not remain solely on the local SKLM server. The password for the backup
should be recorded, and the backup data should be copied to a separate system.

If possible, copy the backup to a separate physical data center to eliminate the risk that all
backups are destroyed if the SKLM server failed and the data center was lost.
Complete the following steps:
1. Log in to the SKLM web interface at the following URL:
https://<SKLM server address>:9080/ibm/SKLM/Togin.jsp
where <SKLM server address> is the IP address or host name of the SKLM server.

2. Browse to the Backup and Restore tab. Then, select Create Backup, as shown in
Figure 6-16 on page 134.
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IBM Security Key Lifecycle Manager SKLMAdmin

Welcome Configuration Advanced Configuration - Backup and Restore

»

Lise this area to backup and restore critical IBM Security Key Lifecycle Manager files and data. A backup file includes keystore,
configuration file, and current database information.

WARMING: Do not perform other administrative tasks while a backup or restore task is running. During the task, IBM Security
Key Lifecycle Manager temporarily stops other operations.

Use the table below to create, delete, or restore currently available backup files.

*Backup repository location:

Csklm_backup\ Browse... Display Backups
Create Backup | Delete Backup Restore From Backup
i+ No filter applied
Backup File Backup Created Backup Created By Backup Description

m

Mo items to display

Total: o Selected: o 1 10 25 50 100 +

Figure 6-16 Create backup

3. Enter a backup location, create and confirm a password for the backup, and provide a
description for your backup. When the backup is created successfully, be sure to record
the password for that backup file. The password is required to restore the data and cannot
be recovered later. Select Create Backup to start the backup process, as shown in

Figure 6-17.
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Create Backup

*Backup location:
Csklm_backup\

*Create password:

*Retype password:

Backup description:

Initial backup of primary SKLL server after S51. Cert configuration and initial reboot

Create@ckup Cancel

Figure 6-17 Backup

location and password

4. Confirm your backup settings by selecting OK in the next window.

The following pop-up (as shown in Figure 6-18) shows that a backup was successfully

created.

Create Backup

‘= Nojilter applied

Backup File

Information

CTGKMO2411

CTGKMO241! Ciskim_backup
\skim_v25.0.2_20140814165327-0400_backup.jar was successfully created.

n

imary SKLM senver after SSL Cert
nitial reboot

Figure 6-18 Backup created

5. Select Return home (as shown in Figure 6-19) for a quick way to reference your backups.
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Backup File Backup Created Backup Created By

Chskim_backup Aug 14, 2014, 4:53:27 PM SKLMAdmMIn
\skim_v2.5.0.2_20140814165327-0400_|

Total: 1 Selected: o 1

Backup can also be usedto create an identical version of IBM Security Key Lifecycle Manager on anothe
Backup platforms cannot be mixed. Backups cannot be created on one platform or O3 and restored on

cannot be restored to AIX.
FPlease refer to IBM Security Key Lifecycle Manager documentation for mare information.

Return@ome

Figure 6-19 Return home option

6. Inthe Action Items area on the home page (as shown in Figure 6-20), you can see when
the last backup was performed and a link to go to the backup and restore page.

IBM Security Key Lifecycle Manager SKLMAdmin

Configuration Advanced Configuration - Backup and Restore

g Action ltems
Pending Device Requests Key Groups and Certificates

There are noc action items. There are no adticn items.

Last backup: Thursday, August 14, 2014 at 4:53:27 PM Eastern Standard Time

% Key and Device Management \" Available Protocols

- IP address: 192.168.90.88
Goto.. ¥

TCP port: 3801
+ - - 55L protocol: Configured
3+ Nofilter applied SSL port: 441

KMIP protocol: Configured
Device Group KMIP S5L port: 5696

Figure 6-20 Action Items dashboard

7. Ensure that your backup file was created as expected by checking the location to which
you saved it. In our example, the backup file is named
skim v2.5.0.2_20140814165327-0400_backup.jar, and it is approximately 15 MB.
However, this is a small setup. Each managed SKLM server can grow the database by up
to a few MB, so account for much larger backups (depending on your environment).

Note: You should record the password for your backup file and copy it to an auxiliary
storage location for safety.
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6.2.2 Restoring SKLM data to existing installation

There can be a time when you might need to roll back SKLM to an earlier back up or try to
recover data to a new SKLM installation if an SKLM server fails.

Complete the following steps to perform the rollback by using the SKLM web interface:

1. Log in to the SKLM web interface and browse to the Backup and Restore tab. Select
Browse. In this example, we restore backup data to a new installation of SKLM, which is
intended for a secondary SKLM instance. The backup must be copied to the local SKLM
file system to restore it, so we copied it into a directory named C:\sk1m_backups.

However, the backup process can be run from a remote system with access to the SKLM
web interface. In the Browse Directory dialog, select from the drop-down menu the local
drive that contains your backup. Then, select the directory that contains your backups and
click Select, as shown in Figure 6-21.

Browse Directory

Browse: | C\ -

¥ (7 Program Files (x86)

¥ [ sklm_fixpack_repo_win
» [0 SKLMDB2

¥ [ sklmdbarchive

m

¥ [0 skImV25properties

vy O Users

OO Windows i

Select {h:) Cancel

Figure 6-21 Browse directory

2. In the next dialog, select Display Backups (as shown in Figure 6-22) to import the
backups in that directory to the web interface.

*Backup repository location:

C:Asklm_backupt

Display Backups

Create Backup | Delete Backup Restore From Backup
3=+ Nofilter applied

Backup File Backup Created Backup Created By Backup Description

Figure 6-22 Display backups

3. Select the backup that you want to restore and click Restore From Backup, as shown in
Figure 6-23.
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*Backup repository location:

Ciskim_backup\ Browse... Display Backups

Create Backup | Delete Backup | Resture@um Backup
i+ Nofilter applied
Backup File Backup Created Backup Created By Backup Description

CAskim_backup Aug 14, 2014, 453:27 PM SKLMAdmin Initial backup of primary SKLM server after S5L Cert
‘skim_v2.5.0.2_20140814165327-0400_ ' configuration and initial reboot

Figure 6-23 Restore selected backup

4. Confirm your backup file and enter the associated password from when you created the
backup. Then, select Restore Backup to start the final confirmation, as shown in
Figure 6-24.

Restore From Backup

Restoring the system will stop the IBM Security Key Lifecycle Manager server.
|IBM Security Key Lifecycle Manager key and configuration data will be restored to the level of the
backup that you select.

Any changes made after the selected backup will be lost, including the meta data.

*Backup location and file name:
C\skim_backupiskim_v2.5.0.2_20140814165327-0400_backup.jar

*Enter passwaord:

After restoring successfully from this backup, the IBM Security Key Lifecycle Manager server will be
restarted automatically.

Restore Backup Cancel

Figure 6-24 Restore backup with password

5. In next dialog, the SKLM server restarts automatically after a restore because of the
default SKLM properties. Your SKLM cannot be accessed during the restart; therefore, a
restore should not be run if any servers are going to be rebooting and trying to contact
SKLM for encryption keys now.

When you are ready for the restore process and reboot, select OK, as shown in
Figure 6-25 on page 139.

138 Centrally Managing Access to Self-Encrypting Drives in Lenovo System x Servers



Restore From Backup

Ry &8
Confirm

After restoring successfully from this backup, the IBM Security Key Lifecycle
Manager server will be restarted automatically as the autoRestartAfterRestore
variable for auto restart after restore is setto True (default is True).

The server will not be available during the server restart. Once the serveris
restarted, please restart your browser session (log-in againto use the
product L)

m

m

Do you want to continue? -

F OK Cancel e
Aft {5 ]

Restore Backup Cancel

Figure 6-25 Confirm restore

6. During the restore process, a pop-up with a progress indicator appears. A progress bar
also appears temporarily on the Backup and Restore tab. The small back-up in our
example took less than 2 minutes to restore.

After the restore process is successful, the SKLM web services and related processes restart,
but not your physical or virtual server. We recommend that you wait 3 minutes for the restart
to be safe. Then, log out of the SKLM interface if your session does not time out. Log back in
and verify that your data was restored.

6.3 Conclusion

In this chapter, we described how to add new System x server encryption devices and allow
them access to SKLM to retrieve key encryption keys. We also highlighted the importance of
creating SKLM backups and outlined how to perform backup and restore processes.

The information in this chapter represents only a portion of the configuration and education
that is needed to implement a production SKLM environment. Several other concepts, such
as SKLM server replication, user and group access control, and key expiration, should be
reviewed and implemented for a robust SKLM environment. For more information about
configuration and administration of SKLM 2.5, see the product documentation in the IBM
Knowledge Center, which is available at this website:

http://www.ibm.com/support/knowledgecenter/SSWPVP_2.5.0/com.ibm.skim.doc_2.5/welco
me.htm?Tang=en
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Local key management
alternatives

In this appendix, we describe the required steps to create virtual drives that use encryption
keys local to the RAID adapter to which the self-encrypting drives (SEDs) are attached. The
intention of this simplified guide is to act as a primer for organizations that want to deploy in a
local key management mode with the intention of switching to external or centralized
management later.

Important: Localized key management does not require the purchase of any Feature on
Demand keys to function. The controller does require having at least a cache or flash
module that is installed to activate SED drive support.

Two methods are described here. The first method uses the UEFI-based management
interface to set up RAID security on a new system before the operating system is installed.
The second method uses the graphical management tool within the Operating System.
This appendix includes the following topics:

» Using the UEFI-based management utilities for new installations
» Using the graphical MegaRAID Storage Manager
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Using the UEFI-based management utilities for new
installations

This section describes the use of the text-based management tools that are integrated into
the UEFI of the System x server.

Keeping your data safe: Activating this option does not destroy any data that is on any
configured virtual drives. However, after a virtual drive is set to protected mode, disabling
this option results in the loss of access to the data and must be restored from a backup

source.

Accessing the UEFI storage management tool

Complete the following steps to access the UEFI-based storage management tools:

1. Power on or reboot the server by using any preferred method. When you see the window
that is shown in Figure A-1, press F1 to boot the server to the UEFI setup menu.

"II
L]

IBM System x..

Server Firmware

Licensed Materlals - Property of IBM Corp. Firmware third party
System x Server Firmware © Copyright |BM Corporation 2014, ALL RIGHTS RESERVED.

<F12> Select Boot Device

<F1> Setup <F2> Diagnostics

Comnecting Boot Devices and fdapters ... 19

Figure A-1 UEFI welcome window

2. At the main UEFI configuration window, select System Settings, as shown in Figure A-2.
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Systen Configuration and Boot Management

This selection
System Settings displays the basic
Date and Time details of the Systen.

Start Options
Boot Manager

Systen Event Logs

User Security

Save Settings

Restore Settings

Load Default Settings
Exit Setup

Ti=Move Highlight

Figure A-2 Main selection window

3. Inthe System Settings window, select Storage to open the storage configuration panel, as
shown in Figure A-3.

System Settings

Adapters and UEFI Drivers Select this option to
Processors see all the Storage
Hemory Device options.
Devices and I/0 Ports

Power

Operating Modes

Legacy Support

Sustem Security

Integrated Management Module

Recovery

Storage

Network

Driver Health

T4=Hove Highlight lect Entry

Figure A-3 Se/eting Storage option

4. Select the RAID controller that you want to configure for drive security. If there are multiple
adapters that are installed in the server, you must configure each of the controllers that are
managing SEDs. In this window, select the RAID controller that is to be configured, as
shown in Figure A-4.
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Storage

Hanage RAID Controller
Configurations.

T4=Move Highlight <{Enter> ¢t Entry

Figure A-4 RAID adapter selection

5. In the RAID Controller Management panel, select Advanced, as shown in Figure A-5.

Controller Management

BASIC PROPERTIES: Displaus a forn with
Product Name ServeRAID M5210e advanced properties
Serial Mumber 3CJONG and options such as
Select Boot Device <Virtual Drive 0: Patrol Read. Schedule
GenericR5_0, RAIDS, Consistency Check,
1674GB, Optimal> Save TTYLog.
PCI ID 0x1000 10x005D 10x1014 10x
0458

PCI Slot Number Integrated

Firmware Build Time Apr 08 2014:15:53:54
Firmware Uersion 4.220.60-3332
Package Uersion 24.2.1-0027

NUDATA Uersion 3.1310.00-0075

Ti=Hove Highlight {Enter>=Select Entry Esc=Exit

Figure A-5 Advanced management

You now must complete the steps in the following sections that match the required
implementation scenario.
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Enabling controller-based security (Scenario 2)

The following steps guide you through the configuration process for the RAID adapter as
described in 1.3.2, “Scenario 2 encrypted: Unattended mode” on page 10.

Complete the following steps:

1. Inthe Advanced Management interface on the controller, select Enable Drive Security to
browse to the security settings panel, as shown in Figure A-6.

Schedule Consistency Check
Manage MegaRAID Advanced Software Options
Save Controller Events

Clear Controller Events

Disable Drive Security
Change Security Key

Disable Protection
Save TTY Log
CONTROLLER PROPERTIES:
Host Interface
Commector Count

Drive Count

Uirtual Drive Count

Figure A-6 Enable drive security
2. In the Choose Drive Security Mode dialog, ensure that Local Key Management is

selected. Then, select OK, as shown in Figure A-7.

Enable Drive Security (Choose Drive Security Mode)

CHDOSE THE SEC KEY AGEMENT MODE This mode provides key
External Key ge (EKH) [] nanagenent using keys within
Local Key Management (LKM) - the controller itself. This

0K node does not reguire any
» Cancel external entity. Local Key
Hanagement is preferred in
deployments that involve
fewer systems.

Figure A-7 Choose Drive Security Mode

3. Inthe Enable Drive Security configuration dialog, there are several options that can be
configured, as shown in Figure A-8.
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Enable Drive Security

CHOOSE THE SECURITY KEY MANAGEMEMT HODE:

Security Key Identifier ServeRAID_M5210_SU42604768_1c24h8
d2

Suggest Security Key

Security Key ThisisBtestkey!1234
ThisisPtestkeyt1234

PASS

Pause Password at Boot Time [1]
‘ce Strong Password Security [ ]

Password

Confirm _

I Recorded the Security [¥1

Settings for Future Reference

Figure A-8 Enable Drive Security

The following fields are available:

— Security Key identifier: This information is a simple text description for the key
configuration on the adapter.

— Suggest Security Key: This action creates a random security key for the adapter. Use
this option for the best security if a specific key is not required.

— Security Key: This field includes a random string that is generated by the Suggest
Security Key action or can be created by the user if a specific value is preferred.

— Confirm: This field must be the same as the Security Key field for verification.

— Pause for Password at Boot Time: This option must be cleared for use in Scenario 2 —
Unattended Boot.

— Enforce Strong Password Security: This option enforces strong password rules on the
boot time password field

— Password: This field contains the boot-time password if the Pause for password at boot
time is selected. This field should remain blank for Scenario 2 deployments.

To configure the adapter for Scenario 2, ensure that a valid security key is entered and
identically entered in the Confirm field. Next, ensure that the Pause for Password at Boot
Time option is not selected.

4. Ensure that the created security key is documented. Then, select | recorded the Security
Settings for Future Reference, and then select Enable Drive Security.

A warning message opens that confirms that drive security is to be enabled, as shown in
Figure A-9.
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Warning

Enabling drive security on this controller will have the option
to create secure virtual drives using a security key.

Are you sure you want to enable the drive security?

Confirm [¥]

» No

Figure A-9 Warning

5. Select Confirm and then select Yes.

6. When you return to the Advanced Controller Management dialog, select Apply Changes
at the bottom of the list.

Enabling boot-time password (Scenario 3)

To set a RAID controller to conform to Scenario 3, as described in 1.3.3, “Scenario 3
encrypted: Attended mode” on page 11, complete the steps that are described in “Enabling
controller-based security (Scenario 2)” on page 147. Then, complete the following steps:

1. Select Change Security Key, as shown in Figure A-10.

Advanced Controller Management

Schedule Consistency Check

Manage MegaRAID Advanced Software Options
Save Controller Events

Clear Controller Events

Enable Drive Security

Disable Drive Security

Enable Protection
Save TTY Log

rF vy Yy vy ryv vy wyvw

CONTROLLER PROPERTIES:
Host Interface
Commector Count

Drive Count

UVirtual Drive Count
Encryption Capable
Encryption Enabled
Protection Capable
Protection Enabled

ROC Temperature (C)
Shield State Supported
MEHORY PROPERTIES:

Figure A-10 Change Security Key
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2. Ensure that Change Current Security Settings is selected. Then, select OK, as shown
in Figure A-11.

Change Security Key

Current Drive Security Hode <Local Key Hanagement (LEM)> Allows changing the current
Change Current Security Settings [Hl security settings.

Switch to External Key []
Managerent (EKM) Mode
0K

» Cancel

Figure A-11 Change Current Security Settings

3. Select Pause for Password at Boot Time in the Change Security Key dialog, then select
Password and enter the boot time password that must be supplied when the server
boots. Next, select the | Recorded the Security Settings for Future Reference option to
confirm that the documentation for the system was updated. Finally, select Change
Security Key at the bottom of the list to commit the changes, as shown in Figure A-12.

Change Security Key

Enter a Mew Security Key ServeRAID_M5210_SU42604768_1c24bB
Identifier dZ

Use the Existing Security Key [X1

Identifier

Enter Existing Security Key

Suggest Security Key

Enter a New Security Key -
Confirm _

PASSWORD :

Pause for Password at Boot Time [¥]
Enforce Strong Password Security [ ]
Passuord _
Confirm -
I Recorded the Security [X1
Settings for Future Reference

» Change Security Key

Figure A-12 Change Security Key

Modifying the security key

The security key can be changed on a controller at any time without data loss to secured
virtual drives.

Complete the following steps to modify the security key of a configuration:

1. Browse to the Advanced Controller Management window and select Change Security
Key, as shown in Figure A-13.
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Advanced Controller Management

Schedule Consistency Check

Manage MegaRAID Advanced Software Options
Save Controller Events

Clear Controller Events

Enable Drive Security

Disable Drive Security

Enable Protection
Save TTY Log

CONTROLLER PROPERTIES:
Host Interface
Comnector Count

Drive Count

UVirtual Drive Count
Encryption Capable
Encryption Enabled
Protection Capable
Protection Enabled
ROC Temperature (C)
Shield State Supported
MEMORY PROPERTIES:

Figure A-13 Selecting Change Security Key option

2. Select Change Current Security Settings. Then, select OK, as shown in Figure A-14.
Change Security Key

Current Drive Security Mode <{Local Key Management (LKM)> Allows changing the current
Change Current Security Settings [Hl security settings.

Switch to External Key [ ]
Management (EKM) Mode
0K

» Cancel

Figure A-14 Change Current Security Settings

3. Create a key by selecting Suggest Security Key to generate a new random key or by
manually entering a key in the Enter a New Security Key field, as shown in Figure A-15.
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152

Change Security Key

Enter a New Security Key
Identifier

Use the Existing Security Key
Identifier

Enter Existing Security Key
Suggest Security Key

Enter a New Security Key
Confirm

PASSUORD :

Pause for Password at Boot Tim
Enforce Strong Password Securi
Passuord

Confirm

I Recorded the Security
Settings for Future Reference
» Change Security Key

ServeRAID_M5210_S

Please type in your data

Figure A-15 Enter New Security Key

04768_1c24bB A field that is

case-sensitive: must be
between B8 and 32 characters:;
and contains at least one
number, one lowercase
letter. one uppercase
letter, and one
non-alphanumeric character
{e.g., >B+).

4. Ensure the security key documentation for the server was updated, then select |
Recorded the Security Settings for Future Reference and Change Security Key to

confirm the changes.

Creating and securing a virtual drive

Before you attempt to secure a virtual drive, ensure that the steps to configure the controller

Drive Security settings were completed.

Complete the following steps to create a virtual drive and secure it with the controller security

key:

1. Browse to the RAID controller Main Menu and select Configuration Management, as

shown in Figure A-16.

Main Menu

..

» Controller Management

» Uirtual Drive Hanagement
» Drive Management

» Hardware Components

Figure A-16 Main Menu

2. In the Configuration Management dialog, select Create Virtual Drive, as shown in

Figure A-17.
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Configuration Management

..

» Create Virtual Drive - Advanced
» Uiew Drive Group Properties

» Clear Configuration

Figure A-17 Create Virtual Drive option

3. Select the RAID type (RAID 0,1,5) and press Enter.

4. In the Drive Selection Criteria option dialog, ensure that SEDs are selected (if there are
mixed drive types in the system), as shown in Figure A-18.

Drive Selection Criteria F

PROFILE PARAMETERS:
Virtual Drive Name GenericR1_1
RAID Leuvel <RALD1>
Virtual Drive Size 837 GB
Strip Size <256 KB>
Read Policy <Read Ahead>
Urite Policy <Write Back>
I0 Policy {Direct>
Access Policy <Read/Urite>
Drive Cache <Unchanged>
Default Initialization <Fast>
Create Dedicated Hot Spare [ ]

- Save Configuration

Figure A-18 Drive Selection Criteria

5. From the Main Menu for the RAID controller, select Virtual Drive Management, as shown
in Figure A-19.

Main Menu

» Configuration Hanagement
» Controller Management

»

» Drive Hanagement
» Hardware Components

Figure A-19 Virtual Drive Management option

6. If multiple virtual drives are configured on the controller, select the drive that you want to
secure and press Enter.

7. From the Virtual Drive configuration menu, select <Select Operation>, then choose
Secure Virtual Drive, as shown in Figure A-20.
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Uirtual Drive 1: GemericR1_1., RAID1. B837GH. Optimal

Operation <Select operation> Lists the operations that
BASIC PROPERTIES: you can perform on a virtwal
Name GenericR1._1 drive.
Raid Level <RAID1>
Status
Size S ot O perat ion

» Uiew Associated Drives Start Locate

» Advanced. .. I

Secure Uirtual Drive
mfigure Virtual Drives
ast Initialization
Slow Initiali i
Check Consi
Uirtual Drive

Figure A-20 Secure Virtual Drive option

8. In the Configure Virtual Drive properties dialog, select Go, as shown in Figure A-21.

Uirtual Drive 1: GenericR1_1, RAID1., B37GB, Optimal

Operation <Secure Uirtual Drive> Starts the selected
» 8 operation or opens another
BASIC PROPERTIES: form.
Name GenericR1_1
Raid Level <RAID1>
Status <Optimal>
Jize 837 GB
» Uiew fAssociated Drives
» Advanced. ..

Figure A-21 Apply Secure Virtual Drive option
9. Read and understand the warning that is presented, which indicates that a virtual drive

cannot be unsecured without the data on the array being lost. Select Confirm to continue.
Then, select Yes, as shown in Figure A-22.

Warning

One or more virtual drives will be secured using encryption.
Once a drive is secured you will not be able to remove the

encryption without deleting the virtual drives.

Are you sure you want to secure the virtual drives?
Confirm ¥l
Yes
» No

Figure A-22 Secure Warning
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Enabling security on a virtual drive

To secure a virtual drive, complete step 5 on page 153 - step 9.

Configuring a Security Key on a replacement RAID adapter

If a controller is replaced because of a failure or problem determination procedure, it is critical
that the security key (which was documented when Drive Security was activated) is entered
on the new adapter to enable access to secured virtual drives.

To set the previous security key on the new adapter, complete the steps that are described in
“Enabling controller-based security (Scenario 2)” on page 147. When you are performing
these steps, ensure that when the Drive Security Key is entered, the key that is used on the
previous adapter is entered instead of generating a key.

After these steps are completed, use standard procedures to import the virtual drive group
configurations, which are listed as Secure Foreign Volumes.

Using the graphical MegaRAID Storage Manager

In this section, we describe the use of the graphical MegaRAID Storage Manager (MSM). It is
assumed that you are familiar with the installation and basic use of the MSM tool to connect
to an installed RAID controller. The scenario references for this section are described in 1.3.2,
“Scenario 2 encrypted: Unattended mode” on page 10, and 1.3.3, “Scenario 3 encrypted:
Attended mode” on page 11.

Enabling drive security on an installed RAID controller (Scenario 2)

Activating this option does not destroy any data that is on any of the configured virtual drives.
After a virtual drive is set to protected mode, disabling this option results in the loss of access
to the data and it must be restored from a backup source.

Begin the setup process by starting the MSM utility and entering credentials to access the
target system or local system, as required. In a system with the RAID controller drive security
set to disabled, the key icon that is next to the RAID adapter in the Physical tab is gray, as
shown in Figure A-23.
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| Dashboard| Physical | Logical |

[~ JWINHL2GTHRABIA
- ServeRAID M5210e{Bus 22,Dev 0)

: &,j SASEXPBP (8), Connector: Port 0 - 3, Position: 1
- E‘j SASEXPBP (21), Connector: Port 0 - 3, Position: 2
i Slot: 0, SAS, 838,363 GB, Unconfigured Good
- Slot: 1, SAS, 838,363 GB, Unconfigured Good
-4 Slot: 2, 5AS, 838,363 GB, Online, (512 B)
-4 Slot: 3, SAS, 838,363 GB, Online, (512 B)
& Slot: 4, SAS, 838,363 GB, Unconfigured Good
-~ Slot: 5, SAS, 838,363 GB, Unconfigured Good
i Slot: &, SAS, 838,363 GB, Unconfigured Good
&g Slot: 7, SAS, 838,363 GB, Unconfigured Good
- Slot: 8, SAS, 838,363 GB, Unconfigured Good
g Slot: 9, SAS, 838,363 GB, Unconfigured Good
- Slot: 10, SAS, 838,363 GB, Unconfigured Goo
g Slot: 11, SAS, 838.363 GB, Unconfigured Goo
--E=() BBL:

Figure A-23 Controller Security Disabled

1. Right-click RAID controller in the MSM utility to display the configuration options panel,
as shown in Figure A-24.

Dashboard | Physical | Logical |

3 WIN-HL2GTHRABIA
S, JserveRAID M5210=(E . .
Create Virtual D
uJ SASEXPEP (8), C¢ reate Virtual Drive
=& SASEXPEP (21), € Start Patrol Read
“"‘ﬂ Slot: 0, SAS, Set Patrol Read Properties
- Slot: 1, SAS,
4 Slot: 2, 545, Scan Foreign Cenfiguration
G Slot: 3, 5A5, Load Cenfiguration

G4 Slot: 4, 545,
-4 Slot: 5, 545,
- Slot: &, SAS, Clear Configuration
-4 Slot: 7, 545,
-4 Slot: 8, 5AS,
4 Slot: 9, 545, Schedule Consistency Check
k,\ﬂ Slot: 10, SAS)|
k,\ﬂ Slot: 11, SAS)
-E=(T) BBU: Preserved Cache

Save Configuration

Set Consistency Check Properties

Set Adjustable Task Rates

Enable Drive Security

Update Centroller Firmware

Manage MegaRAID Advanced Software Options
Manage Link Speed

Save TTY Log

Figure A-24 RAID Adapter Options panel
2. From the RAID adapter options, select Enable Drive Security, which displays the

configuration panel that is shown in Figure A-25. By using this configuration panel, you
create the security key for the controller.
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Security key identifier: Spedify a security key identifier. The contraller has provided a default identifier for you. You may
ServeRAID_M3015_SV05300570_1c2477c8

Controller: ServeRAID M5015 SAS/SATA Controller(Bus 21,Dev 0) -
Enabling drive security on this controller will have the option to create secure virtual drives using a security key.

-Security Key Identifier

use this string or enter your own identifier.

If you have multiple security keys, the identifier will help you determine which security key to enter

-Security Key
The security key will be used to lock each self encrypted drive attached to the controller.
Suggest Security Key
TR For maximum security, use thirty-two varied characters, you may optionally choose for the system
: to suggest a strong security key.

Confirm: Note: =
The security key is case-sensitive and must be between eight and thirty-two characters and =
contain at least one number, one lowercase letter, one uppercase letter, and one non-
alphanumeric character {e.g. >@+).

-Password

Pause for password at boot time Optionally, you may enter a pass word to provide additional security. If you choose "Pause for

password at boot time, you must enter it whenever you boot your server.

[] Enforce strong password security

Password: Mote:

The password is case-sensitive and must be between eight and thirty-two characters.

Confirm:

If enforce strong password security is selected, then password field should contain at least one
number, one lower case letter, one uppercase letter, and one non-alphanumeric character
(e.g. =@4).

Be sure to record this infarmation. You may be prompted to enter the security key if you
perform certain operations. If you forgot the security key, you could lose access to your data.

m >

Are you sure you want to enable the drive security?

Figure A-25 Security Key Details panel

Within the Security Key Details configuration panel, the following options can be
configured:

— Security key identifier: This text is a simple text description for the key configuration
that is on the adapter.

— Suggest Security Key: By clicking this button, a random security key is created for the
adapter. Use this option for the strongest security if a specific key is not required.

— Security key: This field includes a random string that is generated by the Suggest
Security Key button or it can be filled by the user if a specific value is preferred.

— Confirm: This field must be the same as the Security key field for verification.

— Pause for password at boot time: This option must be cleared for Scenario 2 —
Unattended Boot.

— Enforce strong password security: This option enforces strong password rules on the
boot time password field.

— Password: This field contains the boot-time password if the Pause for password at boot
time option is selected. For Scenario 2 deployments, this field should remain blank.

3. Inthe Enable Drive Security configuration panel, create a controller key by selecting
Suggest Security Key or entering a Custom Security Key that meets the strong
password rules that were documented in the configuration panel.

Confirm the security key to be used in the Confirm dialog box.

Document the key that is to be used in some manner because this key is required to
recover from a failed controller replacement. Failure to provide this key renders any data
on the secured virtual drives inaccessible.

Ensure that the Pause for password at boot time option is not selected.
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6. Scroll down in the Enable Drive Security dialog to show the | recorded the security
settings for future reference option, as shown in Figure A-26.

alphanumeric character (2.g. =@+).

-Password
[ Banse for password at boot ime Cptionally, you may enter a pass word to provide additional security. If you choose "Pause for
password at boot time, you must enter it whenever you boot your server.,
Enforce strong password security
Password: ot ) - - -
The password is case-sensitive and must be between eight and thirty-two characters,
Confirm:

If enforce strong password security is selected, then password field should contain at least one
number, one lower case letter, one uppercase letter, and one non-alphanumeric character
(e.q. =@+,

Be sure to record this information. You may be prompted to enter the security key if you
perform certain operations. If you forgot the security key, you could lose access to your data.
[T recorded the security settings for future reference, w
(] >

Are you sure you want to enable the drive security?

Figure A-26 Documentation verification

7. Ensure that any documentation regarding the security key in use is updated and stored for
recovery purposes.

8. Select Yes to finalize the procedure.
After these steps are completed, you return to the main configuration window in MSM and a

gold-colored key is shown next to the controller to indicate that security is enabled on that
controller. Figure A-27 shows a controller with security enabled.

4§ WIN-AE7ULQHDDGN s
erveRAID M5210e(Bus 22,Dev 0)
=1 Drive Group: 0, RAID 1
- Lﬁ Virtual Drive(s):
i i@ virtual Drive: 0, GenericR1_0, 837.259 GB, Optimal
=8 Drives:
& # Endosure: SASEXPBP (21), Slot: 6, SAS, 838.363 GB, Online,(512 B)
L & Endosure: SASEXPBP (21), Slot: 10, SAS, 838.363 GB, Online, (512 B)
=}-£z2 Unconfigured Drives
A Endlosure: SASEXPBP (21), Slot: 0, SAS, 838.363 GB, Unconfigured Good, (512 B)
& Endosure: SASEXPBP (21), Slot: 1, SAS, 838.363 GB, Unconfigured Good, (512 B)
--igd Enclosure: SASEXPBP (21), Slot: 2, SAS, 838.363 GB, Unconfigured Good, (512 E)
--igH Endlosure: SASEXPEP (21), Slot: 3, SAS, 838.363 GB, Unconfigured Good, (512 E)
-8 Endlosure: SASEXPBP (21), Slot: 4, SAS, 838.363 GB, Unconfigured Good, (512 B)
; A Endosure: SASEXPBP (21), Slot: 5, SAS, 838.363 GB, Unconfigured Good, (512 B)
A Endosure: SASEXPBP (21), Slot: 7, SAS, 838.363 GB, Unconfigured Good, (512 E)
-8 Endosure: SASEXPBP (21), Slot: 8, SAS, 838.363 GB, Unconfigured Good, (512 B)
&3 Enclosure: SASEXPBP (21), Slot: 9, SAS, 838.363 GB, Unconfigured Good, (512 B)
& Endosure: SASEXPBP (21), Slot: 11, SAS, 838,363 GB, Unconfigured Good, (512 E)

Figure A-27 Controller security enabled

Enabling boot-time password (Scenario 3)

Complete the following steps if the installation requires the configuration of a boot time
password:

1. Complete the steps that are described in “Enabling drive security on an installed RAID
controller (Scenario 2)” on page 155 to enable drive security on an installed RAID adapter.
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2. Right-click the RAID controller in the MSM utility and select Change Security Settings,
as shown in Figure A-28.

Lj 1|:H=51
ol D 1
w Drive Gro Create Virtual Drive
E L{i‘-l";ﬂc Enable Alarm
5 TR
_ &2 Drive: Start Patrol Read
i g El Set Patrol Read Properties 2 GB, Onlin
[ LGRE : B 2 B, Onli
‘Llj ;tall Scan Foreign Configuration i
L@c Load Configuration
= w Drive Gro Save Configuration
= L{i Virtuz i _
@ Vi Clear Configuration
=l - Drive Set Consistency Check Properties
L B - 62 GB, Onl
LPE Schedule Consistency Check 2 B, Ol
G El Set Adjustable Task Rates 62 GB, Onl
L B - 62 GB, Onl
G Preserved Cache 2 B, Ol
P El Disable Drive Security 62 GB, Onl
TP H Change Security Settings (62 GB, On
- w Drive Gro
= Lﬁ Virtug Update Controller Firmware
@ v Save TTY Log
= w Drrivess
t..,.-‘ Endosure: SASEXPBP (22), Slot: 10, SAS, 465,752 GB, Onl
L Enclosure: SASEXPEP (22), Slot: 11, SAS, 465.752 GB, Onl

Figure A 28 RAID Controller options

3. In the Change Security Key Details dialog, select Pause for password at boot time
option, as shown in Figure A-29.

Pause for password at boot time

[ ] Enforce strong password security
Password:

SRR

Confirm:

Figure A-29 Attended Mode setup

4. Inthe Password field, enter the password that is required during the boot process to allow
the system to boot and access the encrypted drives. This password is not used to encrypt
the drives; instead, it is a password that enables the controller to use the encryption key
that was configured earlier to access the encrypted drives.

This password is required when the server is rebooted while the Pause for password at
boot time option is selected.

Selecting this option does not cause data loss to data that is stored on the drives.
5. Select OK to complete the configuration process.

Modifying a controller security key

When Drive Security is enabled on a RAID controller, the security key can be modified at any
time without any loss of data that us stored on the virtual drives.
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Complete the following steps to modify the security key of a configuration:

1. Right-click the RAID controller in the MSM utility and select Change Security Settings,
as shown in Figure A-30 on page 160.

Create Virtual Drive I
Enable Alarm
Start Patrol Read
Set Patrol Read Properties 2 GB, Onlir
. ) . 2 GB, Onli
Scan Foreign Configuration o
Lead Configuration
_u Drive Gro Save Configuration
- (g virtuz ] ,
Poi Clear Configuration
: Set Consistency Check Properties
. 62 GB, Onl
Schedule Consistency Check 62 GB, Onl
Set Adjustable Task Rates 62 GB, Onl
62 GB, Onl
Preserved Cache 62 GB, Onl
; Disable Drive Security 62 GB, Onl
"""' = Change Security Settings 152 B, Ori
=g Drive Gro
- [Ei Virtuz Update Controller Firmware
Save TTY Log
:-i# Endosure: SASEXPEP (22), Slot: 10, SAS, 455.762 GB, Oni
“. i Enclosure: SASEXPEP (22), Slot: 11, SAS, 465.762 GB, Onll

Figure A-30 RAID adapter options

2. In the Change Drive Security configuration panel, select Enter a new security key
identifier, as shown in Figure A-31.

(®) Enter a new security key identifier

Mew security key identifier:
fhkHui3kldlgm54yrri*as32

Figure A-31 Enter new security key

3. Scroll down in the Enable Drive Security window to show the | recorded the security
settings for future reference option and select it, as shown in Figure A-32.
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alphanumeric character (2.g. =@+).

-Password
(] Bavise for password at boot fime Cptionally, you may enter a pass word to provide additional security. If you choose "Pause for
password at boot time, you must enter it whenever you boot your server,
Enforce strong password security
Password: Note:

The password is case-sensitive and must be between eight and thirty-two characters,
Confirm:

If enforce strong passwaord security is selected, then password field should contain at least one

number, one lower case letter, one uppercase letter, and one non-alphanumeric character
(e.g. >@+).

Be sure to record this information. You may be prompted to enter the security key if you
perform certain operations. If you forgot the security key, you could lose access to your data.
[[] I recorded the security settings for future reference.

m
Are you sure you want to enable the drive security?

Figure A-32 Documentation verification
4. Ensure that any documentation regarding the key that is used on the server is updated to
reflect the change in the security key.

5. Select Yes to close the dialog box and apply the changes.
Creating a secured virtual drive

Complete the following steps to create a virtual drive that is automatically secured at the time
it is created:

1. Enable drive security by using the UEFI or MSM method.

2. From the Dashboard tab of the MSM utility, select Create virtual drive. The virtual drive
configuration wizard starts, as shown in Figure A-33.

This wizard will help you quickly create virtual drives.

Choose how to create the virtual drive:
© Bingle

Spedfy a limited number of settings and have the system pick drives for you. This is the easiest way to create a
virtual drive.

() Advanced

Choose additional settings and customize virtual drive creation. This option provides greater flexibility when creating
wvirtual drives for your specific requirements.

| Cancel || Mext || Help |

Figure A-33 Creating virtual drives

3. For the purposes of this example select Simple. Click Next.

4. Select Use unconfigured drives, as shown in Figure A-34. Click Next.
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Where do you want to create the new virtual drive?
() Use free capacity on an existing drive group

Select a drive group:

Drive group name RAID level Free capacity
DG-0 @ Free Capadty Mode 0 RAID 1 996.000 MB

(®) Use unconfigured drives(create new drive group}

| Cancel || Back || Mext || Help

Figure A-34 Allocate capacity

5. Choose the appropriate RAID level, select the Use drive security option, and then click
Next. In this example, a simple RAID 1 virtual drive with 4300 GB SEDs was created.

The completed dialog box is shown in Figure A-35.

Use the sugaested virtual drive settings or change them if needed.

[] Use the drive type mixing. The application has detected HDD-5AS/SATA-FDE fnon-FDE mixed drives in the contraller,Use the check box for

Pick a RAID level to specify the amount of fault tolerance and performance for the virtual drive(s) .

RAID level:
RAID 1 w

["] Assign a hot spare

Virtual drives:
1w

Capadity:
556,930 GB W

drive type mixing if you need.For best result drive type mixing are not recommended.

"Disk mirroring” This RAID level is suitable for high
] redundancy and performance.

Hot spare will be assigned depending upon the availability of eligible hot spare candidate drives. A hot
" spare drive takes over a failed drive and ensures that the data remains

7y Drive security method will be assigned depending upon the controller
é\' settings. The drive security will make the virtual drive secure by applying encryption loaic
to the data in the drive

H Select number of virtual drives to create.

= Select the capadity for the virtual drive(s).Each virtual drive will have the same capacity.

| Cancel || Back || MNext || Help |

Figure A-35 Virtual drive settings

6. After the Create Virtual Drive Summary dialog is shown, select Finish.

A virtual drive is created that can be viewed in the Logical tab of the MSM utility. The
drives that are selected as elements of the array are shown under the virtual drive with
gold-colored padlocks in the closed position next to them. These icons indicate that the
drives are in secured mode, as shown in Figure A-36.
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—

=1 Drive Group: 3, RAID 1

¢ =15 virtual Drive(s):

=|-ff Drives:

E—----t.,.;' Endosure: SASEXPEP (22), Slot: 24, SAS, 279,397 GB, Online, (512 B)
i ® Enclosure: SASEXPEP (22), Slot: 25, SAS, 279,397 GB, Online, (512 B)
¥ Endlosure: SASEXPEP (22), Slot: 26, SAS, 279,397 GB, Online, (512 B)
i----t.,.;' Endosure: SASEXPEP (22), Slot: 27, SAS, 279,397 GB, Online, (512 B)

Figure A-36 Secured virtual drive

When you select the secured virtual drive in the properties window of the MSM, you can
see an indication that the drives are secured, as shown in Figure A-37.

10 Policy Direct IO

Write Policy:

Current Write Policy Write Back

Default Write Policy Write Back with BBU
Access Policy:

Current Access Policy Read Write

Default Access Policy Read Write

Drive Security Properties:

Secured Yes

Figure A-37 Secured drive properties

Securing a virtual drive

The following procedure is used to activate virtual drive encryption on an array. This virtual
drive often is created by using any standard method of virtual drive management as
described in the MegaRAID user guide.

Securing a virtual drive: Securing a virtual drive must be done at the Drive Group level.
Securing a virtual drive in a Drive Group with multiple virtual drives configured is not
supported.

A mix of SED and non-SED Drive Groups on a single controller is supported. Also, it is
supported to have some SED Drive Groups that are secured while others are not secured
on the same RAID controller.

Complete the following steps to secure a virtual drive:

1. Verify that the drives in the target virtual drive can support drive encryption. This
verification can be done by validating the part numbers of the drives, or in the MSM utility.
SED drives appear with a gold-colored padlock next to the disk, as shown in Figure A-38.
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=g Drive Group: 3, RAID 1

- =-1§g virtual Drive(s):

- io[@ virtual Drive: 2, 556,930 GB, Optimal

= & Drives:

&7 Enclosure: SASEXPEP (22), Slot: 24, SAS, 279,357 GB, Online, (512 E)
&7 Enclosure: SASEXPEP (22), Slot: 25, SAS, 279,397 GB, Online, (512 E)
t-igd Enclosure: SASEXPEP (22), Slot: 26, SAS, 279.397 GB, Online, (512 B)
5—----!-..,511 Endosure: SASEXPBP (22), Slot: 27, SAS, 279.357 GB, Online, (512 B)

Figure A-38 Unsecured SEDs

Also, encryption capability can be validated by selecting the drives in the virtual drive and
verifying their capability in the Drive Properties section of the MSM utility. An example of
an SED that is unsecured is shown in Figure A-39.

Drive Security Properties:
Full Disk Encryption capable Yes

Secured MNa

Figure A-39 SED drive properties

2. Right-click the Drive Group that includes the virtual drive that is to be secured to see the
available options. In this example, an unsecured four-drive RAID 1 virtual drive was
created. Figure A-40 shows the options that are available to the drive group.

—u Drive Group: Jelals
i =iy Virtual Drif Modify Drive Group

[i Virtua Secure Using FDE

=|-ff Drives:

L..d Endosure: SASEXPEP (22), Slot: 24, SAS, 279,397 GB, Online, (512 B)
&4 Enclosure: SASEXPBP (22), Slot: 25, SAS, 279,397 GB, Online, (512 B)
i g8 Enclosure: SASEXPBP (22), Slot: 26, SAS, 279,357 GB, Online, (512 B)
L..d Endosure: SASEXPEP (22), Slot: 27, SAS, 279,397 GB, Online, (512 B)

Figure A-40 Secure by using FDE

3. Select Secure using FDE. (FDE refers to Full Disk Encryption, which is the method that is
used to enable the drive security on the Drive Group.)

4. Select the Confirm option. Make note the warning (as shown in Figure A-41). Click OK.

E | Confirm Secure Drive Group -
! ) All of the drives in Drive Group 3 will be secured using
& Full Disk Encryption.

Once a drive group is secured, you will not be able to
remove the security without deleting the virtual drives.

Are you sure you want to secure Drive Group 32

Figure A-41 Confirm Secure Drive Group panel
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5. Verify that the Drive Group was secured. This confirmation can be done by visually
inspecting the status of the padlock icons next to the drives in the MSM utility, as shown in
Figure A-42.

=g Drive Group: 3, RAID 1
¢ =g virtual Drive(s):

'@
Drives:
i 4 Enclosure: SASEXPEP (22), Slot: 24, SAS, 279,397 GB, Online, (512 B)
L4 Enclosure: SASEXPEP (22), Slot: 25, SAS, 279,397 GB, Online, (512 B)
4 Enclosure: SASEXPEP (22), Slot: 26, SAS, 279,397 GB, Online, (512 B)
----- L4 Enclosure: SASEXPEP (22), Slot: 27, SAS, 279,397 GB, Online, (512 B)

Figure A-42 Secured virtual drive

Also, the virtual drive’s properties are updated to reflect that the drive was secured, as
shown in Figure A-43.

10 Paolicy Direct IO

‘Write Policy:

Current Write Policy Write Back

Default Write Policy Write Back with BEU
Access Policy:

Current Access Palicy Read Write

Default Access Palicy Read Write

Drive Security Properties:

Secured Yes

Figure A-43 Secured drive properties

Disabling security on a controller

Disabling drive security on a controller with secured virtual drives results in the loss of data.

Unsecuring a virtual drive: There is no method to unsecure a single virtual drive. If you
must remove encryption from a single virtual drive and preserve data on other virtual
drives, do not disable controller security. The method to remove encryption from a single
virtual drive is to delete that Drive Group, which removes the data from that virtual drive
and returns the drives to an unsecured state that are ready for configuration into a new
virtual drive.

Compilete the following steps to disable security on a controller:

1. All secured Drive Groups that are configured on the controller must be deleted by using
standard procedures for deleting virtual drives as described in the appropriate MegaRAID
Controller Users Guide.

2. Right-click the target controller in the MSM utility to show the controller options, as shown
in Figure A-44.
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Create Virtual Drive
Enable Alarm

Start Patrol Read
Set Patrol Read Properties 2 GE, Onlin

. . . 2 GB, Onli
Scan Foreign Cenfiguration i

Load Configuration
'u Drive Gro Save Configuration

—I-{§g virtuz , )
Clear Configuration

Set Consistency Check Properties

. 162 GB, Onl
Schedule Consistency Check 52 GB. Oni
Set Adjustable Task Rates 62 GB, Onl
162 GB, Onl
Preserved Cache 52 GB. Oni
Disable Drive Security 62 GB, Onl
- ” Change Security Settings (52 G8, Ori
~t-fg Drive Gro
Update Centroller Firmware

~0

Save TTY Log

¥ Endosure: SASEXPEP (22), Slot: 10, SAS, 465.762 GB, Onl
“-i# Enclosure: SASEXPEP (22), Slot: 11, SAS, 465,762 GB, Onl

.

Figure A-44 Disable Drive Security option

3. Select Disable Drive Security. The warning that is shown in Figure A-45 opens.

Confirm Disable Drive Security -

l‘ Controller: ServeRAID M3015 SAS/SATA Controller(Bus 21,Dev 0)
L

If you disable drive security, you will not be able to create any
new secure virtual drives and all secure unconfigured FDE

drives will be securely erased. Disabling drive security will

not affect the security or data of foreign drives,

If you removed any drives that were previcusly secured, you will
still need to enter the security key when you import them.

Otherwise, the data contained on those drives will not be accessible.

Are you sure you want to disable drive security?

| Yes | | Mo

Figure A-45 Confirm Disable Drive Security panel
4. Click Yes after you read the warning.

The gold key that is next to the controller in the MSM utility changes from a gold color to a
gray color, which indicates that the controller does not have Drive Security enabled.

166 Centrally Managing Access to Self-Encrypting Drives in Lenovo System x Servers



Replacing a controller with secured virtual drives

If a RAID controller that is configured with secured virtual drives is replaced because it failed,
the RAID controller must be configured with the same security key that was used to secure
the drives initially. Failure to do so renders the drives inaccessible.

Boot drive implications: If the boot drives for the operating system were attached to the
replaced controller and were secured, the MSM is unavailable to configure the security
key. The security key must be configured by using the UEFI to gain access to the boot
drives.

To set the security key on a controller, complete the steps that are described in “Enabling
drive security on an installed RAID controller (Scenario 2)” on page 155. Ensure that the key
that is configured in this process is identical to the key that is used when the drives were
secured initially.

Conclusion

In this appendix, we described the required steps to configure an installed M51xx or M5200
xx RAID controller in a System x server for use in local security key managed environments,
which were described as Scenario 2 and 3 in Chapter 1, “Technology primer” on page 1.

For more information about managing the M series RAID adapters from System x, see the
Installation and User Guides for the respective adapters.
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Troubleshooting

In this appendix, we provide troubleshooting hints and tips. Although the information in this
appendix is not a complete list of all possible errors and outcomes, it does provide many
common issues and resolutions that we encountered during testing for this publication.

This appendix includes the following topics:

» IBM SKLM installation, update, and login issues
» IMM configuration
» Unified Extensible Firmware Interface issues
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IBM SKLM installation, update, and login issues

In this section, we provide information to aid you with some errors, warnings, and issues you
can encounter while setting up your IBM Security Key Lifecycle Manager (SKLM)
environment.

Error message: Problems were found with the packages and fixes in package

gro

up IBM WebSphere Application Server V8.5

The update process during the SKLM installation displays all available fixes. Some of these
fixes might not be applicable to your installation. If you proceed with all packages or some
non-applicable packages selected, an error can occur, as shown in Figure B-1 on page 170.

Change your package selections to apply to the WebSphere Application Server version that
you want to install and the architecture of your operating system; WinX32 only for 32-bit
Windows and WinX64 only for 64-bit operating systems.

(1] IBM Installation Manager = [ = =
Install Packages =
i
@ Problems were found with the packages and fixes in package group IBM WebSphere Application Server V3.5, Show details... =
| 5 E
Fixes Recommended Vendor Status

4 [[] 1BM WebSphere Application Server 8.5.5.2 IBM
I 8.5.0.0-WS-WASIavaSDK-WinX32-IFPI19108 8.5.0.20140603_1034
@ﬁ‘ 8.5.0.0-W5-WAS)avaSDK-WinX32-IFPI20797 8.5.0.20140730_1058
ﬁ 8.5.0.0-W5-WAS)avaSDK-WinXB4-IFPI19108 8.5.0.20140603_1034
I[Y 8.5.0.0-WS-WASIavaSDK-WinX64-IFPI20797 8.5.0.20140730_1058
ﬂ 8.5.5.0-W5-WAS-IFPI16120 8.5.5000.20140417_0037
fﬁ 8.5.5.0-W5-WASProd-IFPI15756 8.5.5000.20140411_1012
fﬁ' 8.5.5.0-WS-WASProd-IFPI16082 8.5.5000.20140416_1436
E“l'f 8.5.5.1-WS-WASProd-|ERI15998 2 5 5001 20140415 1142
I[Y 8.5.5.2-WS-WAS-IFPI1 (3] Error
w 8.5.5.2-WS-WAS-IFPI
T 8.5.5.2-WS-WAS-IFPI1 e
A [ 8.5.5.2-W5-WAS-IFPI1 " Prob\em_s were found with the packages and fixes in package group 1BM WebSphere
w 8.5.5.2-WS-WAS-Win S’ Application Server V8.5,
[{ 85.5.2-WS-WAS-Win
WY 85.5.2-WS-WASProd- oK | LES“"‘E”‘ -
ﬁ 8.5.5.2-W5-WASProd-
fi'f 8.5.5.2-W5-WASProd-[FPTT35TE 8.3.5002. 2074042419060
fﬁ' 8.5.5.2-WS-WASProd-IFPI16908 8.5.5002.20140508_1516

Check for Other Fixes

Details

IBM WebSphere Application Server 8.5.5.2

The |BM WebSphere Application Server family is the leading open standards-based Java Platform, Enterprise Edition (Java EE) compliant application foundation offering broad
programming model choice and lower total cost of ownership through high perfermance and high manageability.

WebSphere Application Server delivers the availability and security your business depends on while optimizing cost. Mere info..

* Repository: httpsy/‘www.ibm.com/software/repositorymanager/service/com.ibm.websphere.BASE.v83/8.5.5.0

Figure B-1 Package installation error

SKLM web interface fails to load with JSP Processing Error

170

This error occurs when an incorrect case is used in the SKLM URL. A common problem is the
use of the following URL:

https://[SKLM IP address]:9080/ibm/skim/login.jsp
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Instead, use the following URL format:
https://[SKLM IP address]:9080/ibm/SKLM/1ogin.jsp
where SKLM is uppercase instead of lowercase.

This discrepancy is shown in Figure B-2 on page 171.

<

D - @ Certificateerror 2 & || IBM Security Key Lifecycle Ma... ‘ J5P Processing Error | |

JSP Processing Error

HTTP Error Code: 404

Error Message:

JSPGOO36E: Failed to find resource /ibm/sklm/login.jsp

Root Cause:

at com

at com

at com.
at com.
at com.
at com.
at com.
at com.
at com.
at com.
at com.

at com.
at com.
at com.
at com.
at com.
at com.
at com.

java.in.FileNotFoundException: JSPGO036E: Failed to find resource /ibm/sklm/login.jsp
at com.
at com.
at com.

ibm.
ibm.
ibm.
-ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
-ibm.
ibm.
ibm.
ibm.

ibm

.io.async.ResultHandler.complete (ResultHandler.java:204
ibm.
ibm.
ibm.

w3.jap.webcontainerext.AbatractJSPExtensionProcessor. findWrapper (AbatractJSPExtenaionProcessor.java:447)
w3.j3p.webcontainerext.AbstractJSPExtensionProcessor. getServlietWrapper (AbstractJSPExtensionProcesaor. java:338)
w3.webcontainer.filter.WebAppFilterManager. invokeFilters (RebAppFilterManager.java: 997)
w3.webcontainer.webapp. WebApp.handleRequest (WebApp.java:3837)

ws.webcontainer . webapp . WebGroup.handleRequest (WebGroup.java:304
ws.webcontainer.WebContainer.handleRequest (WebContainer. java: 581
ws.webcontainer.WSWebContainer.handleRequest (WSWebContainer.java:1662
ws.webcontainer.channel.WCChannelLink.ready (NCChannelLink.java:200)
weg.http.channel.inbound.impl.HttpInboundLink.handleDiscrimination (HttpInboundLink.java:459
w3.http.channel.inbound.impl.HttpInboundLink.handleNewRequest (HttpInboundLink.java:526
w3.http.channel.inbound.impl.HttpInboundLink.processRequest (HttpInboundLink. java:312
w3.http.channel.inbound.impl.HttpICLReadCallback.complete (HttpICLReadCallback.java:88)
ws.33l.channel.impl.S5LReadServiceContext$55LReadCompletedCallback. complete (S5LReadServiceContext.java:1818)
w3.tcp.channel.impl.AioReadCompletionListener. futureCompleted (AioReadCompletionListener.java:175
io.async.AbstractAsyncFuture.invokeCallback (AbstractAsyncFuture.java:217)
io.async.AsyncChannelFuture.fireCompletionActions (AsyncChannelFuture.java:161
io.async.AsvncFuture.completed (AsyncFuture.java:138

io.async.ResultHandler.runEventProcessingloop (ResultHandler.java:775)
io.async.ResultHandlerS2. run (ResultHandler.java: 905
ws.util.ThreadPool$Worker. run (ThreadPool.java:1864)

Figure B-2 URL case sensitivity

Cannot install Installation Manager on RHEL 6.0/6.1 (64-bit)

You might encounter an issue in which IBM Installation Manager cannot be installed or
started on a 64-bit Linux machine. This error occurs because Installation Manager is a 32-bit
application.

See the following website to help you install the necessary 32-bit libraries on your RHEL
system:

https://www.ibm.com/support/docview.wss?uid=swg21459143

IMM configuration

In this section, we highlight the following issues that can be encountered when you are
configuring the Integrated Management Module (IMM) for external SED key management:

» Security certificate not trusted error

» Test Connection non-responsive

» IMM certificate upload error

» Adding key management server error
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Security certificate not trusted error

When you connect to the IMM controller on a System x server by using an https browser
connection without the use of a properly signed certificate, you receive a security certificate
not trusted error, similar to the error that is shown in Figure B-3. The exact format of the error
can vary based on the browser that is used.

The site's security certificate is not trusted!

You attempted to reach 192.168.90.87. but the server presented a certificate issued by an entity that is not
trusted by your computer's operating system. This may mean that the server has generated its own security

credentials, which Chrome cannot rely on for identity information. or an attacker may be trying to intercept your
communications

You should not proceed, especially if you have never seen this wamning before for this site.

| Proceed anyway | | Back to safety |

» Help me understand

Figure B-3 Security certificate not trusted error

This error is the result of the use of a self-signed certificate for the https communications. To
resolve the problem, use a security certificate that is signed by a signing authority or click
Proceed anyway to continue with the self-signed certificate.

Test Connection non-responsive

When you configure the external key management servers and attempt to test the
connection, the resulting web page might appear to be non-responsive. This error can occur

because the option for the target server to be tested is not properly selected, as shown in
Figure B-4.

IMM Security

Configure security protocols such as HTTPS and SSH. Manage security certificates.

Apply Reset V

ues

al

HTTPS Server | CIM Over HTTPS | LDAP Client | SSH Server | Cryptography Management | Drive Access

Key Repository Servers

To unlock the server's drives, at least one key repository server should be specified.

Host name or IP address Port &

192.168.90.88 3696
5696
5696
5696

TestiConnection

Figure B-4 Test Connection error

To resolve this problem, select the appropriate option and click Test Connection.
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IMM certificate upload error

You might receive a Certificate upload error (as shown in Figure B-5) during the import
process of the key management server certificate to the IMM.

Certificate upload error

e The uploaded certificate cannot be used by the IMM
Certificate error:import error(-3)

Close

Figure B-5 Certificate upload error

This error often occurs because the time and date are configured incorrectly on the IMM to

which you are trying to upload the certificate. This error can occur for the following reasons:

» The server was correctly configured.

» The system board was replaced and the server was not reconfigured correctly.

» The CMOS was reset on the server and the server was not reconfigured correctly.

» The certificates include time stamps and finite lifespan that are associated to the file. If an
IMM is at the default date of 2000, the certificate expires according to the IMM.

The corrective action is to ensure that the time and date are set correctly on the IMM before
continuing to configure the system. For more information about how to correctly configure
your servers, see 4.2, “Configuring the IMM by using the web-based interface” on page 86.

Adding key management server error

During our proof of concept, we encountered a scenario in which the IMM did not accept the
entries for the key management server and a server addition error was displayed, as shown
in Figure B-6.

e avct_dm_UpdateVars call failedm—l re=20[ValidateVarwarnings]

Close

Figure B-6 Server addition error

The solution for this error is to use the IMM command-line utility to add the entries directly.
This task is done by logging in to the command-line telnet session to the IMM and using the
following storekeycfg command:

storekeycfg -sxip <host name/ip_addr> - server x host name/ip addr (x can
be 1, 2, 3 or 4)

Adding a server with this command to position 1 of 4 is shown in the following example:

storekeycfg —slip 1.2.3.4

To perform the same command (except for position 2 of 4), the following command is used:
storekeycfg —s2ip 1.2.3.4
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Use the storekeycfg command with no other parameters to retrieve a list of the configured
servers, as shown in Example B-1.

Example: B-1 List of currently configured servers

storekey-server Trusted Certificate: Available.
slip: 192.168.90.87 slpn: 5696

s2ip: s2pn: 5696
s3ip: s3pn: 5696
sdip: s4pn: 5696

Group device: IBM_SYSTEM X SED

Unified Extensible Firmware Interface issues

This section describes issues that you might encounter when you configure the Unified
Extensible Firmware Interface (UEFI) components of the solution.

UEFI boot error

During the early boot process, the server might experience the communication error with the
EKMS prompting the user for input that is shown in Figure B-7.

Critical Message

Unable to communicate to EKMS. If you continue, First you might need
there will be a drive security key error and all to press <Enter> to
secure configurations will be mar s foreign. get the input window.
Please check commection with the EK reboot the Then press the desired
machine to retry the EKMS or press any key to key(s) in response to
continue. the critical message
Enter Your Input Here: I displayed above and
then press <Enter> to
commit your input.

Ti=Move Highlight {Ente lect Entry Esc=Exit

Figure B-7 UEFI boot error

This error message indicates that the server cannot communicate with the key management
server. This error can be caused by the following issues:
» The server certificate is still pending acceptance on the key management server.

Fix: Accept the server connection from the key management server interface.
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» The IMM network connection was disconnected.
Fix: Re-establish the network connection to the IMM adapter.
» The IMM network configuration is not configured properly.

Fix: Ensure that the IMM network settings (including default gateway and DNS, if
necessary) are configured correctly. If DHCP is in use, ensure that the IMM can
communicate with the DHCP server.

» A RAID adapter with an existing configuration for external key management was installed
in a server that is not set up for remote key management.

Fix: Ensure that the IMM and UEFI of the server are configured to allow the server to
establish communications with a remote key management server, as described in
Chapter 5, “UEFI configuration” on page 109.

Conclusion

In this troubleshooting guide, we provided some basic tips for situations that you might
encounter when you configure a System x server for remote key management.

This appendix is not intended as a general System x troubleshooting guide.
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Licenses and software

In this appendix, we describe the required products and features to successfully deploy
centralized key management for System x servers with self-encrypting drives (SEDs) that are
managed by IBM Security Key Lifecycle Manager (SKLM).

This appendix includes the following topics:

» SKLM for System x SEDs Feature on Demand
» IBM Security Key Lifecycle Manager Basic Edition
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SKLM for System x SEDs Feature on Demand

When you create an environment or expand the capabilities of an existing environment, you
must verify that the selected server and RAID adapter are supported for the SKLM for System
x w/SEDs FoD option.

The lists that are supported at time of this writing are described in Chapter 2, “Supported
systems and sample configuration” on page 17.

The SKLM for System x SEDs - FoD is listed in ServerProven under System Management
Upgrades, which is available at this website:

http://www.ibm.com/systems/info/x86servers/serverproven/compat/us/xseries/upgrades
/smmatrix.html

Supported ServeRAID controllers require an upgrade to support the encryption functions of
SEDs. The RAID upgrade options with SED support vary by controller and are described in
2.1.2, “Supported RAID adapters” on page 18. Controllers without the upgrades still accept
SED drives as regular devices, which enables them to be used as conventional drives.

Purchase the SKLM for System x SEDs - FoD option

The SKLM for System x SEDs — FoD option can be purchased for use with previously
acquired servers or included on the order for a new server.

The part numbers vary by geography and are listed in Table C-1. These part numbers are
available with one- or three-year subscriptions and support (there is no difference in
functionality between the two parts).

Table C-1 SKLM for System x SEDs — FoD options

Description US and EMEA and | Feature
Canada LA Code
and AP

SKLM for System x w/SEDs - FoD per 00D9998 00FP648 A5U1
Install w/1Yr S&S

SKLM for System x w/SEDs - FoD per 00D9999 00FP649 AS6C
Install w/3Yr S&S

The option is licensed on a per server basis. You need to purchase only one of the listed part
numbers for each server where you want to activate the FoD.

The part numbers that are listed in Table C-1 on page 178 include authorization for the
System x server to connect to the SKLM Basic Edition software product (as described in
“Activate the Feature on Demand”) and receive key management services. No other parts are
required to deploy the solution.

Activate the Feature on Demand

If you purchase a new server and your configurator supports adding the SKLM for System x
SEDs — FoD option to the server, the FoD is activated as part of the server build process in
manufacturing.
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If you purchase the SKLM for System x SEDs — FoD option separate from the server or your
chosen configurator does not support adding the option to the server, you receive an FoD
authorization code and instructions for obtaining an FoD activation key to be applied at the
IMM on your System x server.

For more information about the FoD activation process, see Using Features on Demand,
REDP-4895, which is available this website:
http://lenovopress.com/redp4895

IBM Security Key Lifecycle Manager Basic Edition

IBM Security Key Lifecycle Manager Basic Edition (previously known as Tivoli Key Lifecycle

Manager) is the IBM key management software product that System x servers interact with to
obtain the key (KEK) that is required to access the SEDs. SKLM provides key management

services to various endpoint devices beyond System x servers with SEDs.

For more information about SKLM Basic Edition software and supported devices, see this
website:

http://www.ibm.com/software/products/en/key-1ifecycle-manager

Purchase IBM Security Key Lifecycle Manager Basic Edition

SKLM Basic Edition is available in the Passport Advantage ordering system under the part
numbers that are listed in Table C-2 on page 179. A single license allows for a primary and
backup SKLM server to be deployed. For more information about ordering the product, see
this website:

https://www.ibm.com/software/howtobuy/buyingtools/paexpress/Express?P0=E1l&part_num
ber=D0887LL&cataloglLocale=en _US&Locale=en_US&country=USA&PT=jsp&CC=USA&VP=&TACTICS
=&S_TACT=&S_CMP=&brand=none

Table C-2 SKLM Basic Edition part numbers

Description Part number
SKLM Basic Ed per Installation LIC+SW S&S 12 Mo D0887LL
SKLM Basic Ed per Installation Annual SW S&S Rnwil EO6JMLL
SKLM Basic Ed per Install SW S&S Reinstate 12 Mo D0888LL

System x servers with SEDs that use SKLM for key management require a successful
connection to the SKLM Basic Edition system to successfully boot and access the locally
stored and encrypted data. Therefore, it is recommended that you implement redundant
SKLM Basic Edition key managers.

When you set up the SKLM for System x SEDs — FoD option on your servers, you configure
addresses for up to four SKLM Basic Edition key managers, one primary SKLM and up to
three secondary systems. Although SKLM Basic Edition supports up to five secondary key
managers, the SKLM for System x SEDs — FoD option and Integrated Management Module
(IMM) configuration allows up to three secondary key managers only.

For more information about the downloadable installation images for IBM Security Key
Lifecycle Manager, see the following IBM Passport Advantage website:
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In Passport Advantage, you can download or request the following media packs (or
eAssemblies) of your entitled software:

» Installation images for AIX systems:

http://www.ibm.com/support/knowledgecenter/api/content/SSWPVP_2.5.0/com.iom.skim.
doc_2.5/cpt/cpt_ic_download_aix.html

» Installation images for Solaris systems:

http://www.ibm.com/support/knowledgecenter/api/content/SSWPVP_2.5.0/com.ibm.skim.
doc_2.5/cpt/cpt_ic_download_solaris.html

» Installation images for Windows systems:
http://www.ibm.com/support/knowledgecenter/api/content/SSWPVP_2.5.0/com.ibm.sk]1
m.doc_2.5/cpt/cpt_ic_download_windows.htm]

In this publication, we performed the installation that was based on the SKLM 2.5 installation
images for Windows, which are contained in the eAssembly package file name CIRX2ML. tar.
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Related publications

The publications listed in this section are considered particularly suitable for a more detailed
discussion of the topics covered in this book.

Lenovo Press publications

The following Lenovo Press publications provide additional information about the topic in this
document.

>

Self-Encrypting Drives for System x, TIPS0761
http://Tenovopress.com/tips0761

Using System x Features on Demand, REDP-4895
http://lenovopress.com/redp4895

IBM Redbooks publications

The following IBM Redbooks publications provide additional information about the topic in this
document.

>

IBM Tivoli Key Lifecycle Manager for z/OS, REDP-4472
http://www.redbooks.ibm.com/abstracts/REDP4472.htm]

Using IBM Tivoli Key Lifecycle Manager: Business Benefits and Architecture Overview,
REDP-4529

http://www.redbooks.ibm.com/abstracts/REDP4529.htm]
IBM DS8880 Data-at-rest Encryption, REDP-4500
http://www.redbooks.ibm.com/abstracts/REDP4500.htm]

Implementing the Storwize V7000 and the IBM System Storage SAN32B-E4 Encryption
Switch, SG24-7977

http://www.redbooks.ibm.com/abstracts/SG247977.html
IBM System Storage Data Encryption, SG24-7797
http://www.redbooks.ibm.com/abstracts/SG247797.html

Other publications and online resources

These publications and websites are also relevant as further information sources:

>

IBM Security Key Lifecycle Manager documentation on the IBM Knowledge Center:
http://www.ibm.com/support/knowledgecenter/SSWPVP/welcome
IBM Security Key Lifecycle Manager product page:

http://www.ibm.com/software/products/en/key-1ifecycle-manager/
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