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Preface

To meet today’s complex and ever-changing business demands, you need a solid foundation 
of compute, storage, networking, and software resources. This system must be simple to 
deploy, and be able to quickly and automatically adapt to changing conditions. You also need 
to use broad expertise and proven guidelines in systems management, applications, 
hardware maintenance, and more.

Lenovo® Flex System™ combines no-compromise system designs along with built-in 
expertise and integrates them into complete, optimized solutions. Central to the Flex System 
offering is the Enterprise Chassis. This fully integrated infrastructure platform supports a mix 
of compute, storage, and networking resources to meet the demands of your applications. 

The solution is easily scalable with the addition of another chassis with the required nodes, 
and with Lenovo XClarity™ Administrator, multiple compute nodes, I/O modules, and chassis 
can be monitored all from a single panel. Flex System is simple to deploy now, and to scale to 
meet your needs in the future.

This book describes the Flex System offerings that are available from Lenovo. It highlights the 
technology and features of the chassis, compute nodes, management features, and 
connectivity options. Guidance also is provided about every major component and networking 
and storage connectivity. 

This book is intended for customers, Lenovo Business Partners, and Lenovo employees who 
want to know more about the new family of products. It assumes that you have a basic 
understanding of blade server concepts and general IT knowledge. 
© Copyright Lenovo 2019. All rights reserved. ix
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Summary of changes

This section describes the technical changes that were made in this edition of the book and in 
previous editions. This edition might also include minor corrections and editorial changes that 
are not identified. 

16 April 2019

� New ThinkSystem M.2 5100 240GB SATA 6Gbps Non-Hot Swap SSD, 4XB7A14049

� The following drives were previously withdrawn but have now been re-released:

– ThinkSystem 2.5" PM1633a 3.84TB Capacity SAS 12Gb Hot Swap SSD, 7N47A00121
– ThinkSystem 2.5" PM1633a 7.68TB Capacity SAS 12Gb Hot Swap SSD, 7N47A00122
– ThinkSystem 2.5" PM1635a 800GB Mainstream SAS 12Gb HS SSD, 7N47A00118
– ThinkSystem 2.5" PM1635a 1.6TB Mainstream SAS 12Gb HS SSD, 7N47A00119
– ThinkSystem 2.5" Intel S4600 480GB Mainstream SATA 6Gb HS SSD, 7SD7A05722
– ThinkSystem 2.5" 5100 480GB Mainstream SATA 6Gb Hot Swap SSD, 7SD7A05764
– ThinkSystem 2.5" Intel S4500 240GB Entry SATA 6Gb Hot Swap SSD, 7SD7A05742
– ThinkSystem 2.5" Intel S4500 480GB Entry SATA 6Gb Hot Swap SSD, 7SD7A05741
– ThinkSystem 2.5" Intel S4500 960GB Entry SATA 6Gb Hot Swap SSD, 7SD7A05740
– ThinkSystem 2.5" Intel S4500 1.92TB Entry SATA 6Gb Hot Swap SSD, 7SD7A05739
– ThinkSystem 2.5" Intel S4500 3.84TB Entry SATA 6Gb Hot Swap SSD, 7SD7A05738
– ThinkSystem 2.5" PM863a 240GB Entry SATA 6Gb Hot Swap SSD, 7N47A00111
– ThinkSystem 2.5" PM863a 960GB Entry SATA 6Gb Hot Swap SSD, 7N47A00113
– ThinkSystem 2.5" PM863a 1.92TB Entry SATA 6Gb Hot Swap SSD, 7N47A00114

� The following drive is now withdrawn:

– ThinkSystem U.2 Intel P4500 1.0TB Entry NVMe PCIe 3.0 x4 HS SSD, 7SD7A05779

2 April 2019

New second-generation Intel Xeon Scalable processors:

� SN550: 5.1, “ThinkSystem SN550 Compute Node” on page 206
� SN850: 5.2, “ThinkSystem SN850 Compute Node” on page 236

New 2933 MHz memory options:

� SN550: 5.1.7, “Memory options” on page 215
� SN850: 5.2.7, “Memory options” on page 245

New support for Persistent memory

� SN550: 5.1.8, “Persistent Memory” on page 218
� SN850: 5.2.8, “Persistent Memory” on page 253

4 February 2019

Additional withdrawn components removed:
© Copyright Lenovo 2019. All rights reserved. xiii



� Flex System PCIe Expansion Node
� ServeRAID™ M1200 RAID 5 Enablement Kit for Flex System x240 M5 
� NVMe Enterprise PCIe SSD Enablement Kit for Flex System x240 M5 

30 January 2019

Added new drive options for both the SN550 and SN850

� ThinkSystem 2.5" SS530 400GB Performance SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" SS530 800GB Performance SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" SS530 1.6TB Performance SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" SS530 3.2TB Performance SAS 12Gb Hot Swap SSD
� ThinkSystem U.2 Intel P4610 1.6TB Mainstream NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4610 3.2TB Mainstream NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4610 6.4TB Mainstream NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4510 1.0TB Entry NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4510 2.0TB Entry NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4510 4.0TB Entry NVMe PCIe3.0 x4 Hot Swap SSD
� ThinkSystem 2.5" 1.2TB 10K SAS 12Gb Hot Swap 512n HDD SED
� ThinkSystem 2.5" Intel S4610 3.84TB Mainstream SATA 6Gb Hot Swap SSD

Removed the following withdrawn adapters:

� EN4132 2-port 10 Gb Ethernet Adapter, 90Y3466
� EN6132 2-port 40Gb Ethernet Adapter, 90Y3482
� CN4022 2-port 10Gb Converged Adapter, 88Y5920
� CN4058S 8-port 10Gb Virtual Fabric Adapter, 94Y5160
� FC3052 2-port 8Gb FC Adapter, 95Y2375
� FC5022 2-port 16Gb FC Adapter, 88Y6370
� FC5052 2-port 16Gb FC Adapter, 95Y2386
� FC5172 2-port 16Gb FC Adapter, 69Y1942

Removed the following withdrawn drives:

� ThinkSystem 2.5" PM1633a 3.84TB Capacity SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" PM1633a 7.68TB Capacity SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" PM1633a 15.36TB Capacity SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" PM1635a 800GB Mainstream SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" PM1635a 1.6TB Mainstream SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" PM1635a 3.2TB Mainstream SAS 12Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4600 240GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4600 480GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4600 960GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4600 1.92TB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" 5100 240GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" 5100 480GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" 5100 960GB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" 5100 1.92TB Mainstream SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4500 240GB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4500 480GB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4500 960GB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4500 1.92TB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" Intel S4500 3.84TB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" PM863a 240GB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" PM863a 480GB Entry SATA 6Gb Hot Swap SSD
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� ThinkSystem 2.5" PM863a 960GB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem 2.5" PM863a 1.92TB Entry SATA 6Gb Hot Swap SSD
� ThinkSystem U.2 PX04PMB 800GB Performance NVMe PCIe 3.0 x4 Hot Swap SSD
� ThinkSystem U.2 PX04PMB 960GB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD
� ThinkSystem U.2 Intel P4500 2.0TB Entry NVMe PCIe 3.0 x4 Hot Swap SSD
� PM1633a 3.84TB Enterprise Capacity 12Gb SAS G3HS 2.5" SSD
� PM1633a 7.68TB Enterprise Capacity 12Gb SAS G3HS 2.5" SSD
� Intel S3610 800GB Enterprise Mainstream SATA G3HS 2.5" SSD

23 October 2018

� Added the Lenovo ThinkSystem Server Fabric Connector, 7M27A03927:

– SN550 support: 5.1.12, “Embedded Ethernet controller” on page 225
– SN850 support: 5.2.11, “Embedded Ethernet controller” on page 260

� Added Lenovo 25GBase-LR SFP28 Transceiver, 7G17A03538:

– ThinkSystem NE2552E Flex Switch support: Table 4-6 on page 109

� Added new drive options:

– ThinkSystem U.2 KCM51V 800GB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD
– ThinkSystem U.2 KCM51V 1.6TB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD
– ThinkSystem U.2 KCM51V 3.2TB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD
– ThinkSystem U.2 KCM51V 6.4TB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD

3 October 2018

� Removed the following withdrawn drive options (SN550 and SN850):

– ThinkSystem 2.5" 5100 480GB Entry SATA 6Gb Hot Swap SSD, 4XB7A08502
– ThinkSystem 2.5" 5100 960GB Entry SATA 6Gb Hot Swap SSD, 4XB7A08503
– ThinkSystem 2.5" 5100 1.92TB Entry SATA 6Gb Hot Swap SSD, 4XB7A08504
– ThinkSystem U.2 PX04PMB 1.6TB Performance NVMe PCIe 3.0 x4 Hot Swap SSD, 

7XB7A05922
– ThinkSystem U.2 PX04PMB 1.92TB Mainstream NVMe PCIe 3.0 x4 Hot Swap SSD, 

7N47A00096

11 September 2018

� New families of solid-state drives for SN550 and SN850

– ThinkSystem 2.5" 5200 Mainstream SATA 6Gb Hot Swap SSDs
– ThinkSystem 2.5" Intel S4510 Entry SATA 6Gb Hot Swap SSDs
– ThinkSystem 2.5" Intel S4610 Mainstream SATA 6Gb Hot Swap SSDs
– ThinkSystem 2.5" PM1645 Mainstream SAS 12Gb Hot Swap SSDs
– ThinkSystem 2.5" PM1643 Capacity SAS 12Gb Hot Swap SSDs

� New capacities for existing SSD families for SN550 and SN850

– ThinkSystem 2.5" PM883 7.68TB Entry SATA 6Gb Hot Swap SSD
– ThinkSystem U.2 PM983 7.68TB Entry NVMe PCIe 3.0 x4 Hot Swap SSD
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4 September 2018

� The ThinkSystem NE2552E Flex Switch is now supported with the following additional 
adapters. See Table 4-2 on page 105.

– Flex System EN4172 2-port 10Gb Ethernet Adapter
– Flex System CN4022 2-port 10Gb Converged Adapter
– Flex System EN4132 2-port 10Gb Ethernet Adapter

Tip: All adapter support, including support for withdrawn adapters, is listed in the Flex 
System Interop Guide, https://lenovopress.com/fsig . 

� Withdrawn adapter removed:

– Flex System EN2024 4-port 1Gb Ethernet Adapter, 49Y7900

22 August 2018

� Withdrawn options removed:

– FC3171 8Gb SAN Switch, 69Y1930
– 200GB 12G SAS 2.5" MLC G3HS Enterprise SSD, 00FN379
– 400GB 12G SAS 2.5" MLC G3HS Enterprise SSD, 00FN389
– 1.6TB 12G SAS 2.5" MLC G3HS Enterprise SSD, 00FN409
– NVIDIA Tesla K40 for PCIe Expansion Node, 47C2137

12 June 2018

� Added new drives to the SN550:

– PM883 Entry SATA SSDs 
– PM983 Entry NVMe PCIe SSDs 

� Added new drives to the SN850:

– PM883 Entry SATA SSDs 
– PM983 Entry NVMe PCIe SSDs 

7 May 2018

� New networking products added:

– ThinkSystem NE2552E Flex Switch, 4SG7A08868
– ThinkSystem QLogic QL45214 Flex 25Gb 4-Port Ethernet Adapter, 7XC7A05844
– ThinkSystem QLogic QL45212 Flex 50Gb 2-Port Ethernet Adapter, 7XC7A05843
– ThinkSystem QLogic QL45262 Flex 50Gb 2-Port Ethernet Adapter with iSCSI/FCoE, 

7XC7A05845

24 April 2018

� New options added:
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– ThinkSystem 2.5" PM1635a 3.2TB Mainstream SAS 12Gb Hot Swap SSD, 
7N47A00120

– ThinkSystem 2.5" 5200 480GB Entry SATA 6Gb Hot Swap SSD, 4XB7A10153
– ThinkSystem 2.5" 5200 960GB Entry SATA 6Gb Hot Swap SSD, 4XB7A10154
– ThinkSystem 2.5" 5200 1.92TB Entry SATA 6Gb Hot Swap SSD, 4XB7A10155
– ThinkSystem 2.5" 5200 3.84TB Entry SATA 6Gb Hot Swap SSD, 4XB7A10156
– ThinkSystem 2.5" 5200 7.68TB Entry SATA 6Gb Hot Swap SSD, 4XB7A10157

� Withdrawn options removed:

– ThinkSystem 2.5" Intel S3520 240GB Entry SATA 6Gb Hot Swap SSD, 7N47A00099
– ThinkSystem 2.5" Intel S3520 480GB Entry SATA 6Gb Hot Swap SSD, 7N47A00100
– ThinkSystem 2.5" Intel S3520 960GB Entry SATA 6Gb Hot Swap SSD, 7N47A00101
– ThinkSystem 3.5" Intel S3520 480GB Entry SATA 6Gb Hot Swap SSD, 7N47A00106
– ThinkSystem 3.5" Intel S3520 240GB Entry SATA 6Gb Hot Swap SSD, 7N47A00105

23 March 2018

New products added in this update:

� ThinkSystem SN550 Node
� ThinkSystem SN850 Node
� XClarity Controller (XCC)
� CN4052S & CN4054S adapters
� Emulex, Mellanox and QLogic adapters for ThinkSystem
� RAID adapters for ThinkSystem
� AOC cables
� NVIDIA Tesla M10 GPU 

Withdrawn products removed in this update:

� x240 M5 node with E5 v3 processors
� x440 node
� x280 X6, x480 X6, x880 X6 (7196) nodes
� Storage Expansion Node (SEN) 
� Certain GPU adapters
� CN4052 2-port 10Gb Virtual Fabric Adapter 
� CN4054 Virtual Fabric Adapter-SW Upgrade
� FC3171 8Gb SAN Pass-thru module 
� EN4023 module and associated FoD upgrades
� Certain SSDs and HDDs
� 1,3 & 5m 10GE Twinax Act Copper SFP+ cables

Other changes in this update:

� The ServeRAID M1200 RAID 5 Enablement Kit for the x240 M5 does not include the RAID 
5 FoD upgrade

� x240 M5 supported drives tables
� I/O adapters and their compatibility tables

28 February 2017

New SSDs and HDDs supported by the x240 M5:

� PM1633a 3.84TB Enterprise Capacity 12Gb SAS G3HS 2.5" SSD, 01GR786
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� PM1633a 7.68TB Enterprise Capacity 12Gb SAS G3HS 2.5" SSD, 01GR771
� 900GB 15K 12Gbps SAS 2.5" G3HS 512e HDD, 01GV035 (E5 v4 systems only)

The following 1.8-inch SSDs are now withdrawn from marketing:

� 120GB SATA 1.8" MLC Enterprise Value SSD, 00AJ335
� 480GB SATA 1.8" MLC Enterprise Value SSD, 00AJ345
� 800GB SATA 1.8" MLC Enterprise Value SSD, 00AJ350

19 January 2017

New products added in this update:

� Flex System CN4052S 2-port 10Gb Virtual Fabric Adapter Advanced
� Flex System CN4054S 4-port 10Gb Virtual Fabric Adapter Advanced

New support:

� 2.5-inch NVMe SSDs are now supported by the x240 M5 with E5 v4 processors

10 January 2017

New products added in this update:

� x240 M5 Compute Node (E5-2600 v4)
� CN4052S 2-port 10Gb Virtual Fabric Adapter
� CN4054S 4-port 10Gb Virtual Fabric Adapter
� Updated storage section to include latest Lenovo Storage Systems

Withdrawn products removed in this update:

� Flex System Manager appliance
� Lenovo Converged System for Infrastructure
� EMC VSPEX solutions for Lenovo
� Chassis Management Module 1 (including chassis models with the CMM1)
� 2100 W power supply
� 2100W HVDC Power Supply
� x220 Compute Node
� x222 Compute Node
� x240 Compute Node (8737)
� x240 Compute Node (7162)
� CN4054R 10Gb Virtual Fabric Adapter
� Chassis Management Module 1

Other changes in this update

� Updated operating systems support for nodes including MS Windows 2016
� Updated TPM for M5 Nodes
� XClarity Administrator Licensing changes and amendments to fulfulment process
� Updated Screen shots for XClarity Administrator and CMM2
� Removed FOD upgrades to SEN
� Updated all switch module and I/O Module part number tables
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August 2015

Changes in this update:

� The use of the ServeRAID M5215 RAID controller in the x240 M5 requires that the second 
processor be installed in the server. 

July 2015, Second Edition

Additions and changes in this update:

� New Carrier-Grade Chassis

� New x880 X6, x480 X6 and x280 X6 Compute Nodes, machine type 7196, based on the 
Intel Xeon E7 v3 processor family

� New x240 Compute Node, machine type 7162

� New Chassis Management Module 2 (CMM2)

� New Enterprise Chassis models with CMM2 standard

� PureFlex System is now known as Lenovo Converged System for Infrastructure

� Added EMC VSPEX as a Converged Systems offering

� New 32GB RDIMM option for the x240 M5 Compute Node

� New ServeRAID M5215 RAID Controller for the x240 M5

� New 3.84 TB Enterprise Capacity solid-state drive option

� New SI4091 10Gb System Interconnect Module

� New versions of the CN4093 10Gb Converged Scalable Switch, EN4093R 10Gb Scalable 
Switch and SI4093 System Interconnect Module with Lenovo-signed firmware

� Updated operating system support for the compute nodes

3 February 2015

Changes in this update:

� Updated the yellow/green power supply table, Table 3-12 on page 61

� Enterprise and Enterprise Value io3 Flash Adapters now supported in the PCIe Expansion 
Node

December 2014, First Edition

This first edition is a follow-on to PureFlex System and Flex System Products and 
Technology, SG24-7984. This new book covers only those products that are available from 
Lenovo. Changes since the fifth edition of SG24-7984 are as follows:

New information
The following information was added:

� New branding. We are now Lenovo in the US and many other countries!
� New Flex System x440 Compute Node with E5-4600 v2 processors
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� New PureFlex System offerings
� SmartCloud Entry is now Cloud Manager with OpenStack
� New 2500 W -48 V DC power supply option
� New Flex System x240 M5 Compute Node
� New CN4058S 8-port 10Gb Virtual Fabric Adapter
� New CN4052 2-port 10Gb Virtual Fabric Adapter
� New EN4172 2-port 10Gb Ethernet Adapter
� The EN4023 10Gb Scalable Switch now supports FCoE via an FoD upgrade
� New transceivers and DAC cables
� New HDD and SSD options
� New 32GB USB memory key option

Changed information
The following information was changed:

� Content about the Power Systems compute nodes and options moved to SG24-8256.

� Removed the multi-chassis PureFlex configurations

� Updated PureFlex for SmartCloud Desktop Infrastructure

� Removed Flex System Manager Advanced from licensing and examples

� Updated the power supply selection table and examples N+N and N+1

� Flex System V7000 Storage Node & Storwize V7000 removed as not available via Lenovo 
sales channels currently

� Storage integration updated to include supported external storage and tape

� Added new Brocade functionality in Network integration chapter.

� Added EN6131 and included UFP info within Switch module selection criteria table

� Updated Network Integration chapter to include Feature on Demand, with new flexible port 
mapping explanations

� Added Dynamic Port on Demand for Brocade EN4023 in Network Integration chapter 

� Updated PureFlex rack part number descriptions and enhanced explanations
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Chapter 1. Introduction

During the last 100 years, information technology moved from a specialized tool to a 
pervasive influence on nearly every aspect of life. From tabulating machines that counted 
with mechanical switches or vacuum tubes to the first programmable computers, innovators 
were part of this growth. The goal was always to help customers solve problems. 

IT is a constant part of business and of general life. The expertise of these innovators in 
delivering IT solutions helped the planet become more efficient. As organizational leaders 
seek to extract more real value from their data, business processes, and other key 
investments, IT is moving to the strategic center of business.

To meet these business demands, new categories of systems emerged. These systems 
combine the flexibility of general-purpose systems, the elasticity of cloud computing, and the 
simplicity of an appliance that is tuned to the workload. These systems represent the 
collective knowledge of thousands of deployments, established guidelines, innovative 
thinking, IT leadership, and distilled expertise.

These offerings are designed to deliver value in the following ways:

� Built-in expertise helps you to address complex business and operational tasks 
automatically.

� Integration by design helps you to tune systems for optimal performance and efficiency.

� Simplified experience, from design to purchase to maintenance, creates efficiencies 
quickly.

These systems are optimized for performance and virtualized for efficiency. These systems 
offer a no-compromise design with system-level upgradeability. The capability is built for 
cloud, which contains “built-in” flexibility and simplicity.

Lenovo Flex System combined with Lenovo XClarity Administrator is an converged 
infrastructure system with built-in expertise that deeply integrates with the complex IT 
elements of an infrastructure.

1
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1.1  Converged Systems for your infrastructure

To meet today’s complex and ever-changing business demands, you need a solid foundation 
of server, storage, networking, and software resources. Furthermore, it must be simple to 
deploy and quickly and automatically adapt to changing conditions. You also need access to 
(and the ability to use) broad expertise and proven guidelines in systems management, 
applications, hardware maintenance, and more.

Lenovo and its business partners can deliver comprehensive infrastructure solutions that 
combine servers, storage, networking, virtualization, and management in a single structure. 
Our solutions are delivered with built-in expertise that enables organizations to manage and 
flexibly deploy integrated patterns of virtual and hardware resources through unified 
management. 

1.2  Flex System overview

Flex System is a full system of hardware that forms the underlying strategic basis of a Lenovo 
Converged Systems blade offerings. Flex System optionally includes Lenovo XClarity 
Administrator, an advanced management solution that operates within a virtual machine. 

In August 2017, the ThinkSystem brand was announced by Lenovo. ThinkSystem comprises 
a new range of systems, networking and storage offerings. The Flex System Enterprise 
chassis with CMM2 can accommodate the latest ThinkSystem Nodes.

This section introduces the major components of the Flex System infrastructure.

1.2.1  Lenovo XClarity Administrator

Lenovo XClarity Administrator is a centralized resource management solution that is aimed at 
reducing complexity, speeding response, and enhancing availability of Lenovo server 
systems and solutions. It provides agent-free hardware management for ThinkSystem and 
Flex System compute nodes, it also manages the Chassis Management Module (CMM) and 
Flex System I/O modules. Management is not just limited to Flex System, as it can also 
manage ThinkSystem rack & tower servers, System x rack and tower servers, ThinkServer 
platforms, NeXtScale™, storage systems, together with Top of Rack switching.

Lenovo XClarity Administrator is a virtual appliance that is quickly imported into a virtualized 
environment, which gives easy deployment and portability. It can be up and running incredibly 
quickly, discovering a Lenovo IT environment and managing systems, without the need for 
any agents to be installed.
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Figure 1-1 shows the Lenovo XClarity Administrator interface, in which both Flex System 
components and rack servers are being managed and can be seen on the dashboard.

Figure 1-1   XClarity Administrator Dashboard

1.2.2  Flex System Enterprise Chassis

The Flex System Enterprise Chassis is the foundation of the Flex System offering, which 
features 14 standard (half-width) Flex System form factor compute node bays in a 10U 
chassis that delivers high-performance connectivity for your integrated compute, networking, 
and management resources. 

The chassis is designed to support multiple generations of technology and offers 
independently scalable resource pools for higher usage and lower cost per workload.

With the ability to handle up 14 standard width two-socket nodes either 7 full-width 
four-socket nodes, or a combination of the two, the Enterprise Chassis provides flexibility and 
tremendous compute capacity in its 10U package.

Additionally, the rear of the chassis accommodates four high-speed I/O bays that can 
accommodate up to 40 GbE high-speed networking, 16 Gb Fibre Channel, or 56 Gb 
InfiniBand. With interconnecting compute nodes, networking, and storage that uses a 
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high-performance and scalable mid-plane, the Enterprise Chassis can support the latest 
high-speed networking technologies.

The ground-up design of the Enterprise Chassis reaches new levels of energy efficiency 
through innovations in power, cooling, and air flow. By using simpler controls and futuristic 
designs, the Enterprise Chassis can break free of “one size fits all” energy schemes.

The ability to support the workload demands of tomorrow’s workloads is built in with a new I/O 
architecture, which provides choice and flexibility in fabric and speed. With the ability to use 
Ethernet, InfiniBand, Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), and iSCSI, 
the Enterprise Chassis is uniquely positioned to meet the growing and future I/O needs of 
large and small businesses.

The Flex System Enterprise Chassis is shown in Figure 1-2.

Figure 1-2   The Flex System Enterprise Chassis

1.2.3  Flex System Carrier-Grade Chassis

A second chassis is available as a ruggedized chassis for Central Office environments. 

The chassis is the same width and depth as the Enterprise Chassis and identical in its node, 
I/O module, CMM, and Fan modules. At 11U, the Carrier-Grade Chassis is 1U higher than the 
Enterprise to allow for extra airflow. This added 1U air ducting allows for elevated 
temperature operation at ASHRAE 4 levels and for temporary elevated temperature 
excursions to up to 55 °C. 

This Carrier-Grade Chassis is designed to NEBS level 3 and ETSI certification levels. It is 
designed for operation within earthquake zone 4 areas. The chassis supports -48 V DC 
power operation, as required for many Central Office Telco environments. 
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The Flex System Carrier-Grade Chassis is shown in Figure 1-3.

Figure 1-3   Flex System Carrier-Grade Chassis

1.2.4  Compute nodes

Lenovo offers compute nodes that vary in architecture, dimension, and capabilities.

Optimized for efficiency, density, performance, reliability, and security, the portfolio utilizes the 
latest Intel Xeon Scalable processor based nodes that are designed to make full use of the 
capabilities of these processors.

Nodes are available in the following models that range from the two-socket to four-socket 
Intel processor family:

� Intel Xeon Scalable Processor product family in the ThinkSystem SN550 and SN850 
nodes

� Intel Xeon E5-2600 v4 product families in the Flex System x240 M5 node

Up to 14 two-socket Intel Xeon Scalable Processor-based nodes can be deployed in a single 
enterprise chassis where high-density cloud, virtual desktop, or server virtualization is 
wanted.

The Lenovo ThinkSystem SN550 Compute Node is shown in Figure 1-4 on page 6. It is one 
from the extensive range of Intel processor-based nodes that can be installed within the Flex 
System Chassis.
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Figure 1-4   ThinkSystem SN550 Compute Node

The nodes are complemented with leadership I/O capabilities of up to 16 channels of 
high-speed I/O lanes per standard wide node bay and 32 lanes per full wide node bay. 
Various I/O adapters and matching I/O Modules are available.

1.2.5  PCIe Expansion Node

The expansion node can be attached to the x240 M5, to allow expansion of the node 
capabilities with more PCIe adapters. 

With the attachment of the PCIe Expansion Node, the node can have up to four PCIe 
adapters attached. High-performance GPUs can also be installed within the PCIe Expansion 
Node which gives Virtual Desktop acceleration or high-performance compute capabilities.

1.2.6  Storage

Flex System can be connected to various external storage systems from Lenovo as well as 
many other storage vendors. The Lenovo ThinkSystem DS storage range for example are 
just one family of storage systems that supports attachment to Flex System.

There are various storage solutions that are available from third-party vendors. These 
vendors publish support statements for end-to-end connectivity between their storage and the 
Flex System Chassis components.

1.2.7  I/O modules

By using the range of available modules and switches to support key network protocols, you 
can configure Flex System to fit in your infrastructure. However, you can do so without 
sacrificing the ability to be ready for the future. The networking resources in Flex System are 
standards-based, flexible, and fully integrated into the system. This combination gives you 
no-compromise networking for your solution. Network resources are virtualized and managed 
by workload. These capabilities are automated and optimized to make your network more 
reliable and simpler to manage.

Flex System gives you the following key networking capabilities:

� Supports the networking infrastructure that you have today, including Ethernet, FC, FCoE, 
and InfiniBand.

� Offers industry-leading performance with 1, 10, 25, 40, 50 and 100 Gb Ethernet; 8 Gb and 
16 Gb Fibre Channel; QDR, and FDR InfiniBand.

� Provides pay-as-you-grow scalability so you can add ports and bandwidth, when needed.
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Networking in data centers is undergoing a transition from a discrete traditional model to a 
more flexible, optimized model. The network architecture in Flex System was designed to 
address the key challenges that customers are facing today in their data centers. The key 
focus areas of the network architecture on this platform are unified network management, 
optimized and automated network virtualization, and simplified network infrastructure.

Providing innovation, leadership, and choice in the I/O module portfolio uniquely positions 
Flex System to provide meaningful solutions to address customer needs. 

The Flex System Fabric EN4093R 10Gb Scalable Switch is shown in Figure 1-5.

Figure 1-5   Flex System Fabric EN4093R 10Gb Scalable Switch

1.3  This book

This book describes the Flex System products that are available from Lenovo, including all of 
the chassis and chassis options, the full range of Intel nodes, the expansion node and 
associated options. 

We cover the configuration tools that are used to configure (and price) a Lenovo Flex System 
the book also contains machine type model numbers, option part numbers, and feature codes 
which are an invaluable reference.

We cover the technology and features of the chassis, compute nodes, management features, 
connectivity, and options, starting with a description of the systems management features of 
the Flex System product portfolio.
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Chapter 2. Systems management

Lenovo XClarity Administrator is designed to help you get the most out of your Flex System 
installation. By using this highly capable management tool, you also can automate repetitive 
tasks. The management interface can significantly reduce the number of manual navigational 
steps for typical management tasks. Benefit from simplified system setup procedures, by 
using configuration patterns and built-in expertise to consolidate monitoring for physical and 
virtual resources.

This chapter includes the following topics:

� 2.1, “Management network” on page 10
� 2.2, “Chassis Management Module” on page 13
� 2.3, “Security” on page 16
� 2.4, “Compute node management” on page 17
� 2.5, “Lenovo XClarity Administrator” on page 23

2

Chassis types: The management architecture of the Flex System Enterprise Chassis is 
identical to the Flex System Carrier-Grade Chassis. Where the term Enterprise Chassis is 
used, it applies equally to both chassis.
© Copyright Lenovo 2019. All rights reserved. 9



2.1  Management network

In the Flex System chassis, there are separate management and data networks. The 
management network is a private and secure Gigabit Ethernet network. It is used to complete 
management-related functions throughout the chassis, including management tasks that are 
related to the compute nodes, switches, storage, and the chassis. 

The internal management network is shown in Figure 2-1 as the blue lines. It connects the 
Chassis Management Module (CMM) to the compute nodes and the switches in the I/O bays. 
The management networks in multiple chassis deployments can be connected through the 
external ports of the CMMs in each chassis, via a GbE top-of-rack switch.

Figure 2-1   Flex System management network with internal Lenovo XClarity Administrator

The data network is shown in Figure 2-1 as yellow lines. One of the key functions that the 
data network supports is the discovery of operating systems running on the various network 
endpoints by Lenovo XClarity Administrator.

Lenovo XClarity Administrator is downloaded as a Virtual Machine image and can be installed 
onto a virtual machine running either inside the chassis or outside. Depending on internet 
connections, the management system can be installed and up and running, discovering 
manageable Lenovo systems in less than 30 minutes, offering impressive time to value.

Lenovo XClarity Administrator not only manages Flex System chassis based products, it can 
also manage a mixed environment of many differing Lenovo systems. 
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Systems that can be managed by Lenovo XClarity Administrator include:

� Flex System nodes
� ThinkSystem nodes
� System x servers
� ThinkServer servers
� NeXtScale servers
� ThinkAgile™ appliances
� Lenovo DX storage solutions 
� Lenovo DS Series storage systems
� Lenovo ThinkSystem & RackSwitch™ switches

Lenovo XClarity Administrator can discover chassis in your environment by probing for 
manageable systems that are on the same IP subnet as Lenovo XClarity Administrator by 
using a specified IP address or range of IP addresses or by importing information from a 
spreadsheet.

Figure 2-1 on page 10 shows Lenovo XClarity Administrator deployed within a Flex System 
environment. Here, the VM that contains Lenovo XClarity Administrator is installed within the 
Chassis on a node that is running a supported hypervisor. In this example, there is a single 
network (management and data). All communications between Lenovo XClarity Administrator 
and the network occurs over one (eth0) network interface on the host.
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An alternative configuration might be where the virtual machine that contains Lenovo XClarity 
Administrator is installed on a ThinkSystem server, which is located outside the chassis. This 
configuration is shown Figure 2-2. Also shown in this example is the alternative network 
configuration of two separate networks, in which eth0 is the blue management network and 
eth1 is the data network:

Figure 2-2   Flex System Management network with external Lenovo XClarity Administrator 

The Lenovo XClarity management network requires one or two network connections.

When only one network interface is present, the following conditions must be met:

� The interface must be configured to support the discovery and management of hardware. 
It must communicate with the CMM in each managed chassis, the XClarity Controller 
(XCC) or Integrated Management Module (IMM) of each managed compute node and 
rack server, and the Flex switches in each managed chassis.

� If you intend to acquire firmware updates from Lenovo’s electronic fix-distribution website, 
this interface must also have connectivity to the Internet (typically through a firewall). 
Otherwise, you must manually import firmware updates into the management-sever 
updates repository.

� If you intend to deploy operating system images to managed servers, the network 
interface must have IP network connectivity to the server network interface that is used to 
access the host operating system and must be configured with an IPv4 address.
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Node
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CMM

Enterprise Chassis

Management Network
(Top of Rack Switch)
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When two network interfaces are (Eth0 and Eth1) present (as shown in Figure 2-2 on 
page 12), the following conditions must be met:

� The Eth0 interface often is connected to the management network and used to discover 
and manage hardware. It must communicate with the CMM of each managed chassis, the 
IMM2 of each managed server, and the Flex switches that are installed in each managed 
chassis.

� If you intend to acquire firmware updates from the Fix Central website, the Eth0 interface 
must also have connectivity to the Internet (typically through a firewall). Otherwise, you 
must import firmware updates into the management server updates repository.

� The Eth1 interface often is connected to the data network (an internal data network, a 
public data network, or both) and used to manage host operating systems.

� The network interface that you chose to use to deploy operating system images to the 
managed servers must have IP-network connectivity to the server network interface that is 
used to access the host operating system. It also must be configured with an IPv4 
address.

� If you implemented a separate network for deploying operating systems, you can 
configure Eth1 to connect to that network instead of the data network. However, if the 
operating system deployment network does not have access to the data network, you 
must define another I/O interface on that server when you install the operating system on 
a server so that the server host has access to the data network.

For more information about the Lenovo XClarity Administrator features and functions, see 
2.5, “Lenovo XClarity Administrator” on page 23.

2.2  Chassis Management Module

The CMM provides single-chassis management and is used to communicate with the 
management controller in each compute node. It provides system monitoring, event 
recording, and alerts. It also manages the chassis, its devices, and the compute nodes. The 
chassis supports up to two CMMs. If one CMM fails, the second CMM can detect its inactivity, 
self-activate, and take control of the system without any disruption. The CMM is central to the 
management of the chassis and is required in the Enterprise Chassis

CMM2 is the Chassis Management Module that is currently available from Lenovo. The 
original CMM is now withdrawn from marketing.

Table 2-1   CMM2

The next section describes the usage models of the CMM and its features. 

For more information about the CMM see 3.6, “Chassis Management Module” on page 63.

2.2.1  Overview

The CMM is a hot-swap module that provides basic system management functions for all 
devices that are installed in the Enterprise Chassis. A chassis includes at least one CMM and 
supports CMM redundancy.

Part Number Description Chassis Model 

00FJ669 Flex System Chassis Management Module 2 All available
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The CMM is shown in Figure 2-3.

Figure 2-3   Chassis Management Module

Through an embedded firmware stack, the CMM implements functions to monitor, control, 
and provide external user interfaces to manage all chassis resources. You can use the CMM 
to perform the following functions:

� Define login IDs and passwords.

� Configure security settings, such as data encryption and user account security. The CMM 
contains an LDAP client that can be configured to provide user authentication through one 
or more LDAP servers. The LDAP server (or servers) to be used for authentication can be 
discovered dynamically or manually pre-configured. 

� Select recipients for alert notification of specific events.

� Monitor the status of the compute nodes and other components.

� Find chassis component information.

� Discover other chassis in the network and enable access to them.

� Control the chassis, compute nodes, and other components.

� Access the I/O modules to configure them.

� Change the start sequence in a compute node.

� Set the date and time.

� Use a remote console for the compute nodes.

� Enable multi-chassis monitoring.

� Set power policies and view power consumption history for chassis components.

Mixing of CMM versions: If two CMMs are installed in a Flex System chassis, they should 
be of the same type. If a primary CMM2 is installed, the secondary must be a CMM2
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2.2.2  Interfaces

The CMM supports a web-based graphical user interface (GUI) that provides a way to 
perform chassis management functions within a supported web browser. You can also 
perform management functions through the CMM command-line interface (CLI). The 
web-based and CLI interfaces are accessible through the single RJ45 Ethernet connector on 
the CMM, or from any system that is connected to the same network.

The CMM has the following default IPv4 settings:

� IP address: 192.168.70.100
� Subnet: 255.255.255.0
� User ID: USERID (all capital letters)
� Password: PASSW0RD (all capital letters, with a zero instead of the letter O)

The CMM does not have a fixed static IPv6 IP address by default. Initial access to the CMM in 
an IPv6 environment can be done by using the IPv4 IP address or the IPv6 link-local address. 
The IPv6 link-local address is automatically generated based on the MAC address of the 
CMM. By default, the CMM is configured to respond to DHCP first before it uses its static IPv4 
address. If you do not want this operation to occur, connect locally to the CMM and change 
the default IP settings. For example, you can connect locally by using a notebook.

The web-based GUI brings together all of the functionality that is needed to manage the 
chassis elements in an easy-to-use fashion consistently across all System x IMM2 based 
platforms. 

The CMM login window is shown in Figure 2-4.

Figure 2-4   CMM login window
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An example of the CMM home page after login is shown in Figure 2-5.

Figure 2-5   Initial view of CMM after login

2.3  Security

Today’s world of computing demands tighter security standards and native integration with 
computing platforms. For example, the push towards virtualization increased the need for 
more security. This increase comes as more mission-critical workloads are consolidated on to 
fewer and more powerful servers. The Flex System Enterprise Chassis takes a new approach 
to security with a ground-up chassis management design to meet new security standards. 

The following security enhancements and features are provided in the chassis:

� Single sign-on (central user management)

� End-to-end audit logs

� Secure boot: Tivoli Provisioning Manager and CRTM

� Intel TXT technology (Intel Xeon based compute nodes)

� Signed firmware updates to ensure authenticity

� Secure communications

� Certificate authority and management

� Chassis and compute node detection and provisioning

� Role-based access control

� Security policy management

� Same management protocols that are supported on BladeCenter AMM for compatibility 
with earlier versions

� Insecure protocols are disabled by default in CMM, with Locks settings to prevent user 
from inadvertently or maliciously enabling them

� Supports up to 84 local CMM user accounts
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� Supports up to 32 simultaneous sessions

� CMM supports LDAP authentication

The Enterprise Chassis ships Secure and supports the following security policy settings:

� Secure: Default setting to ensure a secure chassis infrastructure and includes the 
following features:

– Strong password policies with automatic validation and verification checks

– Updated passwords that replace the manufacturing default passwords after the initial 
setup

– Only secure communication protocols, such as Secure Shell (SSH) and Secure 
Sockets Layer (SSL)

– Certificates to establish secure, trusted connections for applications that run on the 
management processors

� Legacy: Flexibility in chassis security, which includes the following features:

– Weak password policies with minimal controls

– Manufacturing default passwords that do not have to be changed

– Decrypted communication protocols, such as Telnet, SNMPv1, TCP Command Mode, 
FTP Server, and TFTP Server

� Trusted Platform Module (TPM):

– CMM2: Trusted Platform Module v2.0

The centralized security policy makes Enterprise Chassis easy to configure. All components 
run with the same security policy that is provided by the CMM. This consistency ensures that 
all I/O modules run with a hardened attack surface. 

The CMM and Lenovo XClarity Administrator each have their own independent security 
policies that control, audit, and enforce the security settings. The security settings include the 
network settings and protocols, password and firmware update controls, and trusted 
computing properties. 

2.4  Compute node management 

Each node in the Enterprise Chassis has a management controller that communicates 
upstream through the CMM-enabled 1 GbE private management network that enables 
management capability.

The management controllers for the various Enterprise Chassis components have the 
following default IPv4 addresses:

� CMM: 192.168.70.100 
� Compute nodes: 192.168.70.101-114 (corresponding to the slots 1 - 14 in the chassis)
� I/O Modules: 192.168.70.120-123 (sequentially corresponding to chassis bay numbering)

In addition to the IPv4 address, all I/O modules support link-local IPv6 addresses and 
configurable external IPv6 addresses.
Chapter 2. Systems management 17



2.4.1  XClarity Controller

With the announcement of the ThinkSystem brand, a new improved management controller 
was launched, known as XClarity Controller or XCC. 

XCC has many improvements over the previous generation IMM2. Boot times have been 
improved to the extent that systems are twice as fast booting, some firmware updates can be 
applied six times faster than the previous x240 M5 generation.

The User experience is much improved when managing a ThinkSystem node via the 
integrated XCC management controller web interface. The GUI has intuitive dashboards 
featuring an “at a glance” main screen giving access to most common system actions.

Other improvements include:

� Support for HTML5 - no longer a need for Java or Active X

� Support access via the XClarity Mobile application, via the front USB port located on the 
node front panel

� Support for XClarity Provisioning Manager

� Remote configuration using XClarity Essentials or XClarity Controller CLI. 

� Enhanced remote-presence capabilities. 

� REST API (Redfish schema) support for additional web-related services and software 
applications. It currently supports Redfish Scalable Platforms Management API 
Specification 1.0.2 and schema 2016.2

There are three levels of features available with XCC:

� Standard
� Advanced
� Enterprise

ThinkSystem nodes ship with the enterprise level enabled as standard, which provides full 
function, including mounting of local ISO/IMG files, remote virtual media mounting of ISO/IMG 
files and most importantly, allow remote deployment when using XClarity Administrator.

Figure 2-6 on page 19 shows the improved interface that is presented when logged into the 
XCC, on a ThinkSystem SN550 node. Health summary, system information, settings and 
power utilization can be quickly seen on this one screen with much further information and 
quick actions being available with simple clicks of the mouse.
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Figure 2-6   XClarity Controller web interface

Local management using XClarity mobile application
The ThinkSystem SN550 and SN850 nodes have a new feature for direct USB management 
that is common on all of the XCC managed ThinkSystem Servers.

This allows the front panel USB 3.0 port to be used for management of the node, when the 
node is installed into a chassis. The node does not need to be powered up for this 
management method to function. When a suitable connected USB device (iOS or Android) 
running XClarity Administrator mobile application is connected, an Ethernet over USB 
connection can be established between the mobile app running on the device and the 
XClarity Controller. 

The mobile application can be downloaded from the relevant application stores:

� Google Play
� Apple iTunes
� Lenovo Store (China)
� Baidu Store (China)

The USB port on the Node can be enabled in a number of different modes:

� Host only mode: USB port is only connected to the Server. This means the OS that is 
running on the server will “see” the USB port.

� BMC only mode: USB port is connected only to XCC. This means the OS will not “see” the 
USB port, as the port is dedicated to the XCC.
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� Shared mode owned by BMC: USB port is shared by both the server and the XCC, but the 
port is switched to the XCC

� Shared mode owned by the host: USB port is shared by both the server and the XCC but 
the port is switched to the XCC

The XCC USB port management functionality can be changed within the XCC web 
management interface, as shown in Figure 2-7. Here the BMC configuration tab has been 
selected and the front panel USB options are shown and can be changed:

Figure 2-7   XCC web interface front panel USB port management on SN550

As can be seen in Figure 2-7 there is a tick box for the ID button to be available for switching 
between owned by BMC or owned by Server, when in shared mode. 

Table 2-2 shows a summary of the different modes and operation of the ID button.

Table 2-2   ID button 

BMC and XCC: The terms BMC and XCC are used in interchangeably in some 
documentation. They both refer to the onboard management processor.

Front panel USB port 
mode

OS can use the USB 
port

Local management 
using XClarity Mobile 
application

In shared mode, ID 
button is required to 
switch modes

Host only Yes No Not Applicable

BMC only No Yes Not Applicable

Shared mode owned 
by BMC

Yes (when ID button 
pressed)

Yes Yes

Shared mode owned 
by host

Yes Yes (when ID button 
pressed)

Yes
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On the ThinkSystem SN550 and SN850 nodes, the ID button is also known as the USB 
management button. The button is located on the front panel and it is identified with a 
spanner symbol as shown in Figure 2-8: 

Figure 2-8   USB Management button on the front of ThinkSystem SN550

2.4.2  Integrated Management Module II 

The IMM2 is the management processor that is integrated into the x240 M5 nodes within the 
chassis. The IMM2 incorporates a web-based user interface that provides a common 
appearance and design across System x and Flex System products. 

In addition to the interface, the following other major enhancements from the previous IMMv1 
are included:

� Faster processor and more memory

� IMM2 manageable “northbound” from outside the chassis, which enables consistent 
management and scripting with System x rack servers

� Remote presence:

– Increased color depth and resolution for more detailed server video

– Active X client in addition to Java client

– Increased memory capacity (~50 MB) provides convenience for remote software 
installations

� No IMM2 reset is required on configuration changes because they become effective 
immediately without restart

� Hardware management of non-volatile storage

� Faster Ethernet over USB

� 1 Gb Ethernet management capability

� Improved system power-on and boot time

� More detailed information for UEFI detected events enables easier problem determination 
and fault isolation

XClarity Controller: ThinkSystem Nodes incorporate a new management controller 
known as XClarity Controller (XCC). This is described in the 2.4.1, “XClarity Controller” on 
page 18.
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� User interface meets accessibility standards (CI-162 compliant)

� Separate audit and event logs

� “Trusted” IMM with significant security enhancements (CRTM/TPM, signed updates, 
authentication policies, and so on)

� Simplified update and flashing mechanism

� Syslog alerting mechanism provides an alternative to e-mail and SNMP traps

� Support for Features on Demand (FoD) enablement of server functions, option card 
features, and System x solutions and applications

� First Failure Data Capture: One button web press starts data collection and download

For more information about IMM2 as implemented in Flex System compute nodes, see 
Chapter 5, “Compute nodes” on page 205. 

For more information, see Integrated Management Module II User•s Guide available from:

https://download.lenovo.com/servers_pdf/nn1jz_book.pdf  

2.4.3  I/O modules 

The I/O modules include the following base functions:

� Initialization
� Configuration
� Diagnostic tests (power-on and concurrent)
� Status Reporting

The following set of protocols and software features also are supported on the I/O modules:

� A configuration method over the Ethernet management port.

� A scriptable SSH CLI, a web server with SSL support, Simple Network Management 
Protocol v3 (SNMPv3) Agent with alerts, and a sFTP client.

� Server ports that are used for Telnet, HTTP, SNMPv1 agents, TFTP, FTP, and other 
insecure protocols are DISABLED by default.

� LDAP authentication protocol support for user authentication. 

� For Ethernet I/O modules, 802.1x enabled with policy enforcement point (PEP) capability 
to allow support of TNC (Trusted Network Connect).

� The ability to capture and apply a switch configuration file and the ability to capture a first 
failure data capture (FFDC) data file.

� Ability to transfer files by using URL update methods (HTTP, HTTPS, FTP, TFTP, and 
sFTP).

� Various methods for firmware updates, including FTP, sFTP, and TFTP. In addition, 
firmware updates by using a URL that includes protocol support for HTTP, HTTPs, FTP, 
sFTP, and TFTP.

� SLP discovery and SNMPv3.

� Ability to detect firmware and hardware hangs and to pull a “crash-failure memory dump” 
file to an FTP (sFTP) server.

� Selectable primary and backup firmware banks as the current operational firmware.

� Ability to send events, SNMP traps, and event logs to the CMM, including security audit 
logs.
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� IPv4 and IPv6 on by default.

� The CMM management port supports IPv4 and IPv6 (IPV6 support includes the use of link 
local addresses.

� Port mirroring capabilities:

– Port mirroring of CMM ports to internal and external ports.

– For security reasons, the ability to mirror the CMM traffic is hidden and is available to 
development and service personnel only.

� Management virtual local area network (VLAN) for Ethernet switches: A configurable 
management 802.1q tagged VLAN in the standard VLAN range of 1 - 4094. It includes the 
CMM’s internal management ports and the I/O modules internal ports that are connected 
to the nodes.

2.5  Lenovo XClarity Administrator

Lenovo XClarity Administrator is centralized resource management solution that is aimed at 
reducing complexity, speeding response, and enhancing availability of Lenovo server 
systems and solutions. 

Lenovo XClarity Administrator provides agent-free hardware management for ThinkSystem 
and System x rack servers, as well as ThinkSystem and Flex System compute nodes, 
including components such as the CMM and Flex System I/O modules. It is an ideal 
management platform for the Lenovo Flex System.

Lenovo XClarity Administrator is a virtual appliance that is quickly imported into a virtualized 
environment, which gives easy deployment and portability. This virtualized appliance design 
is a key advantage because there is no need to dedicate a node bay. The VM can be hosted 
on a physical server located either inside or outside of the Chassis.

Managed endpoints do not need special software agents or drivers to be installed or 
maintained to be managed by Lenovo XClarity Administrator. Being agentless also means 
that Lenovo XClarity Administrator removes operating system dependency and is one less 
component to certify in the workload stack, which results in management simplicity.

Because Lenovo XClarity Administrator is a virtual appliance, it can use VMware High 
Availability and Hyper-V clustering for failover capability.

The administration dashboard based on HTML 5 allows fast location of resources so tasks 
can be run quickly. Because Lenovo XClarity Administrator does not have any agent software 
that is installed on the managed endpoints, there are no CPU cycles that are spent on agent 
execution and no memory used. Therefore, up to 1 GB of RAM and 1 - 2% CPU usage is 
saved, compared to a typical managed system in which an agent is required.

With a simplified administration dashboard, the following functions are easily achieved:

� Discovery
� Inventory
� Monitoring
� Firmware updates
� Firmware compliance
� Configuration management 
� Deployment of operating systems and hypervisors to bare metal servers
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Fast time to value is realized through automatic discovery of existing or new Lenovo 
ThinkSystem, rack servers, System x rack servers and Flex System infrastructure. Inventory 
of the discovered endpoints is gathered, so an at-a-glance view of the managed hardware 
inventory and its status is possible.

A centralized view of events and alerts that are generated from managed endpoints, such as 
Flex System chassis, ThinkSystem servers, and Flex System switches, is available. When an 
issue is detected by a managed endpoint, an event is passed to Lenovo XClarity 
Administrator. Alerts and events are visible via the XClarity Administrator Dashboard, the 
Status bar, and via the Alerts and Events detail for the specific system. 

Firmware management is simplified by assigning compliance policies to managed endpoints. 
The compliance policy can be created and XClarity Administrator monitors changes to the 
hardware inventory and flags any previous non-compliant systems.

Configuration management uses pattern-based configurations to quickly provision and 
reprovision a single server or multiple servers and compute nodes, all with a single set of 
configuration settings. Address pools can be configured to assist with deployments. Category 
patterns are used to create configuration patterns that can be deployed to server profiles.

Provisioning enables firmware management, configuration, and bare metal deployment. 
VMware ESXi, Windows Server, and Red Hat Linux images can be imported and held in a 
repository for images. Up to 28 OS images can be deployed concurrently.

If you must be compliant to NIST SP 800-131A or FIPS 140-2, Lenovo XClarity Administrator 
can help you achieve a fully compliant environment. Lenovo XClarity Administrator supports 
self-signed SSL certificates (which are issued by an internal certificate authority) or external 
SSL certificates (private or commercial CA). Lenovo XClarity includes an audit log that 
provides a historical record of user actions, such as logging on, new users, or changing user 
passwords.

Lenovo XClarity can be integrated into external, higher-level management, automation, and 
orchestration platforms through open REST application programming interfaces (APIs). This 
ability means Lenovo XClarity can easily integrate with your management infrastructure.

2.5.1  Lenovo XClarity Administrator management tasks

By using Lenovo XClarity, you can perform the following main tasks:

� User management

Lenovo XClarity Administrator provides a centralized authentication server to create and 
manage all user accounts and to manage and authenticate user credentials. The 
authentication server is created automatically when the management server first starts. 

The User accounts that are used to log on and manage the Lenovo XClarity Administrator 
are also used for all chassis and servers that are managed by the Lenovo XClarity 
Administrator. When you create a user account, you control the level of access (such as 
whether the account has read/write authority or read-only authority) by using predefined 
role groups. 

� Hardware monitoring

Lenovo XClarity Administrator provides a centralized view of events and alerts that are 
generated from managed endpoints, such as chassis, servers, and Flex System switches. 
When an issue is detected by the CMM or device that is installed in the chassis, an event 
is passed to the Lenovo XClarity Administrator. That event is displayed in the alerts list 
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that is available within the user interface. A status bar also is available that provides 
overall status information about the main XClarity Administrator interface.

� Hardware management

There are various management tasks for each supported endpoint, including viewing 
status and properties, configuring system information and network settings, starting the 
CMM/IMM web interface, and remotely controlling the ThinkSystem, System x or Flex 
system node. 

� Configuration management

Configuration patterns provide a way to ensure that you have a consistent configuration 
that is applied to managed servers. Server patterns are used to provision or pre-provision 
a managed server by configuring local storage, I/O adapters, boot setting, firmware, ports, 
IMM, and UEFI settings. Server patterns also integrate support for virtualizing I/O 
addresses, so you can virtualize Flex System fabric connections or repurpose servers 
without disruption to the fabric.

� Operating system deployment

Lenovo XClarity Administrator can be used to manage the operating system images 
repository and deploy operating system images to managed servers. To deploy an 
operating system image from Lenovo XClarity, at least one of the network interfaces (Eth0 
or Eth1) must have IP network connectivity to the server network interface that is used to 
access the host operating system and must be configured with an IPv4 address.

� Firmware updates

Within Lenovo XClarity, you can manage the firmware updates repository and apply and 
activate firmware updates for all managed endpoints. Compliance policies can be 
instigated to flag managed endpoints that do not comply with the firmware rules that are 
defined. Refreshing the repository and downloading updates requires an Internet 
connection. If Lenovo XClarity has no Internet connection, you can manually import 
updates to the repository.

� Task automation that uses scripts

Lenovo XClarity Administrator can run provided cmdlets in a Microsoft PowerShell 
session to automate certain management functions. The cmdlets use Lenovo XClarity 
REST APIs and can automate the following functions:

– Logging in to Lenovo XClarity Administrator
– Managing user accounts
– Managing a chassis
– Deploying an operating system image to one or more compute nodes or rack servers
– Configuring compute nodes and rack servers by using configuration patterns

2.5.2  Lenovo XClarity Administrator licensing

Lenovo XClarity Administrator is available in two distinct editions:

� Lenovo XClarity Administrator 
� Lenovo XClarity Pro

The differences between each version of Lenovo XClarity is shown in Table 2-3.

Table 2-3   XClarity Administrator editions

XClarity edition XClarity 
Administrator

XClarity Pro

Cost Structure No Charge Chargeable
Chapter 2. Systems management 25



As can be seen in Table 2-3 on page 25, Lenovo XClarity Administrator is available for 
download and operation at no charge, however in this form it has no service or support as 
standard and comes with a limited time 90 day evaluation of bare metal deployment and 
configuration patterns.

Lenovo XClarity Administrator can be downloaded at no charge from the following website:

https://www3.lenovo.com/us/en/data-center/software/systems-management/xclarity/  

Lenovo XClarity Pro editions are available with a 1-year, 3-year, or 5-year software 
subscription and support. Lenovo XClarity Pro is available on a per-managed-server basis or 
per-managed-chassis basis. The per chassis licenses offer a more cost effective way of 
purchasing licenses for the Flex System environment.

When you purchase XClarity Pro, the order is fulfilled via electronic software delivery (ESD) 
using the Lenovo Key Management System (LKMS). The order is placed onto LKMS using an 
e-mail address for the end user who has ordered the code. This e-mail address is where the 
Activation Code is sent in PDF format and the e-mail address also allows login to the system 
for administration and to manage the LKMS inventory. The Activation code is redeemed on 
LKMS and the electronic proof of entitlement is sent along with a welcome letter and 
explanation of how to obtain the code from the ESD portal. The ESD portal is also known as 
Flexnet.

For assistance with ePOE for Lenovo XClarity Pro, refer to the following website:

https://lenovoesd.flexnetoperations.com/control/lnvo/manualsupport  

The part numbers for per managed chassis and per managed server, are shown in Table 2-4 
and Table 2-5 on page 27 below.

Table 2-4   Lenovo XClarity Pro per managed chassis

Auto Discover and Track Inventory of managed hardware Yes Yes

Monitor and handle faults in real time Yes Yes

Manage firmware levels with compliance policies Yes Yes

Define hardware with software based configuration patterns 90 day trial Yes

Install hypervisors and operating systems to bare metal 90 day trial Yes

XClarity Integrators Yes Yes

Service and Support No support Yes

Description Europe 
Middle East, 
Africa & 
Latin 
America part 
number

US, Asia 
Pacific, 
Canada and 
Japan part 
number

Lenovo XClarity Pro, per Managed Chassis with 1 Year SW S&S 00MT204 00MT198

Lenovo XClarity Pro, per Managed Chassis with 3 Years SW S&S 00MT205 00MT199

Lenovo XClarity Pro, per Managed Chassis with 5 Years SW S&S 00MT206 00MT200

XClarity edition XClarity 
Administrator

XClarity Pro
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Table 2-5   Lenovo XClarity Pro per managed server

2.5.3  Lenovo XClarity host requirements

The Lenovo XClarity management appliance runs in a virtual machine on the host system. 
The host system that is running the Lenovo XClarity virtual machine features the following 
minimum hardware requirements:

� Two virtual microprocessors
� 8GB of memory
� A minimum of 192 GB of storage for use by Lenovo XClarity virtual appliance

The following Hypervisors are currently supported for installing Lenovo XClarity:

� Nutanix Acropolis Hypervisor (AHV)
� Microsoft Windows Server 2016 with Hyper-V installed
� Microsoft Windows Server 2012 R2 with Hyper-V installed
� Microsoft Windows Server 2012 with Hyper-V installed
� Red Hat Enterprise Linux 7.x with Kernel-based Virtual Machine (KVM) v1.2.17 installed
� VMware ESXi 6.5
� VMware ESXi 6.0 U1 and U2
� VMware ESXi 5.5 U1 and U2
� VMware ESXi 5.1 U1, U2, and U3

For VMware, the virtual machine is available as an OVF template. For Hyper-V, the virtual 
machine is a virtual disk image and for KVM it is qcow2 format.

For the latest list of supported host systems which has consistently been enhanced since 
launch, please refer to the following website:

http://sysmgt.lenovofiles.com/help/topic/com.lenovo.lxca.doc/plan_lxcaprerequisite
s.html  

Note: Managed Chassis licensing is often a more cost effective way to license Flex System 
deployments. 

Description Europe 
Middle East, 
Africa & 
Latin 
America part 
number

US, Asia 
Pacific, 
Canada and 
Japan part 
number

Lenovo XClarity Pro, per Managed Server with 1 Year SW S&S 00MT207 00MT201

Lenovo XClarity Pro, per Managed Server with 3 Years SW S&S 00MT208 00MT201

Lenovo XClarity Pro, per Managed Server with 5 years SW S&S 00MT209 00MT203

NUMA and Hyper-V: For Hyper-V environments that run on Linux guests with a 2.6 kernel 
base and that use large amounts of memory for the virtual appliance, you must disable the 
use of non-uniform memory access (NUMA) on the Hyper-V Settings Panel from Hyper-V 
Manager. Changing this setting requires you to restart the Hyper-V service, which also 
restarts all running virtual machines. If this setting is not disabled, Lenovo XClarity 
Administrator virtual appliance might experience problems during initial startup.
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2.5.4  Supported managed endpoints

The lists of supported Flex System compute nodes, ThinkSystem servers, and other devices 
that can be managed by Lenovo XClarity are constantly being updated and enhanced.

Where some systems may have older IBM Signed firmware, there are some limitations on 
functionality:

� Servers with IBM signed firmware are supported however, the following functions are not 
available:

– Processor and memory usage data

– RAID-link configuration (configuration management by using patterns)

� I/O modules with IBM signed firmware are supported however, the following functions are 
not available:

– Aggregated event and audit logs

– Network configuration (port configuration via configuration management by using 
patterns)

� Chassis Management Module: For full function, the Flex System Enterprise Chassis 
requires one or two Chassis Management Module 2 (CMM2) installed (part number 
00FJ669). The CMM2 features Lenovo signed firmware. A chassis that contains a 
first-generation CMM with IBM signed firmware is supported; however, the following 
functions are not available:

– Aggregated event and audit logs from I/O Modules

– Network configuration (port configuration via configuration management that uses 
patterns)

� V7000 Storage Node: Lenovo XClarity provides Support with some functions that are 
limited for Flex System V7000 Storage Nodes, including displaying status and detailed 
information, powering on and off, virtually reseating the canisters, and starting the 
management module.

There are minimum levels of firmware that is required for each managed endpoint and these 
are detailed in the Lenovo XClarity Administrator online documentation. 

Requirements for firmware, chassis and chassis management modules, compute and 
storage nodes, embedded switches, I/O adapters, storage adapters, hard disk drives and 
solid state drives are all covered in the following documents:

� Flex System and ThinkSystem devices in a Flex System chassis:

https://datacentersupport.lenovo.com/us/en/solutions/ht503453#FlexNode  

� ThinkSystem, Converged HX, NeXtScale, and System x servers:

https://datacentersupport.lenovo.com/us/en/solutions/ht503455#HxServ  

� ThinkSystem servers:

https://datacentersupport.lenovo.com/us/en/solutions/ht503472#TSServ  

� RackSwitch switches:

https://datacentersupport.lenovo.com/us/en/solutions/ht503468#RackTor  

CMM: It is not possible for a CMM that is signed by IBM and a CMM2 that is signed by 
Lenovo to be installed within a chassis at the same time. The firmware on a CMM cannot 
be upgraded to make a CMM2 because they contain different hardware.
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� Lenovo storage, ThinkSystem storage:

https://datacentersupport.lenovo.com/us/en/solutions/ht503470#StorDev  

Full information on Lenovo XClarity Administrator can be found at the following address:

http://sysmgt.lenovofiles.com/help/index.jsp?topic=%2Fcom.lenovo.lxca.doc  
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Chapter 3. Chassis and infrastructure 
configuration

There are two available Flex System chassis: the Enterprise Chassis and the Carrier-Grade 
Chassis.

The Lenovo Flex System Enterprise Chassis (machine type 8721) is a 10U next-generation 
server platform with integrated chassis management. It is a compact, high-density, 
high-performance, rack-mount, scalable platform system. 

The Carrier-Grade Chassis (machine type 7385) is also available for use in harsher 
Telecommunications environments where NEBS Level 3 or ETSI certification is required. This 
chassis is based on the Flex System Enterprise Chassis, and incorporates extra cooling 
capability for elevated temperature operation. The Carrier-Grade chassis is 11U in height.

Both chassis support up to 14 standard compute nodes. The compute nodes share common 
resources, such as power, cooling, management, and I/O resources within a single chassis. 

This chapter includes the following topics: 

� 3.1, “Enterprise Chassis” on page 32
� 3.2, “Carrier-Grade Chassis” on page 37
� 3.3, “Fan modules” on page 46
� 3.4, “Cooling” on page 51
� 3.5, “Power supplies” on page 57
� 3.6, “Chassis Management Module” on page 63
� 3.7, “Other chassis components” on page 65
� 3.8, “Infrastructure planning” on page 70
� 3.9, “42U 1100mm Enterprise V2 Dynamic Rack” on page 82
� 3.10, “Rear Door Heat eXchanger V2 Type 1756” on page 87

3
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3.1  Enterprise Chassis 

The Enterprise Chassis is shown in Figure 3-1 as seen from the front. The front of the chassis 
includes 14 horizontal bays with removable dividers with which nodes and expansion nodes 
can be installed within the chassis. Nodes can be Compute or Expansion type. The nodes 
can be installed when the chassis is powered.

Figure 3-1   Lenovo Flex System Enterprise Chassis 

The chassis uses a die-cast mechanical bezel for rigidity so that the chassis can be shipped 
with nodes installed. This chassis construction features tight tolerances between nodes, 
shelves, and the chassis bezel. These tolerances ensure accurate location and mating of 
connectors to the midplane.

The Enterprise Chassis supports the following major components: 

� A total of 14 standard (half-wide) node bays. Also supported are seven, two-bay or three, 
four-bay nodes with the shelves removed. A single eight-bay node is also supported.

� 2500 W or 2500 W -48 V DC power modules

� Up to six power modules to provide N+N or N+1 redundant power

� A total of 10 fan modules (eight 80 mm fan modules and two 40 mm fan modules)

� Four physical I/O modules

� An I/O architectural design that can provide the following features:

– Up to eight lanes of I/O to an I/O adapter. Each lane capable of up to 25 Gbps.

– A maximum of 16 lanes of I/O to a half-wide node with two adapters.

– Various networking solutions that include Ethernet, Fibre Channel, FCoE, Fabric 
Extender, and InfiniBand.
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